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Abstract: In recent years, alternative engine technologies are necessary to resolve the problems
related to conventional vehicles. Electric vehicles (EVs) and hybrid electric vehicles (HEVs) are
effective solutions to decarbonize the transportation sector. It also becomes important to shift from
traditional houses to smart houses and from classical vehicles to EVs or HEVs. It is needed to combine
renewable energy sources (RESs) such as solar photovoltaics, wind energy systems, and various
forms of bio-energies. Among various HEV technologies, an effective battery management system
(BMS) still remains a crucial issue that is majorly used for indicating the battery state of charge (SOC).
Since over-charging and over-discharging result in inevitable impairment to the batteries, accurate
SOC estimation desires to be presented by the BMS. Although several SOC estimation techniques
exist to regulate the SOC of the battery cell, it is needed to improvise the SOC estimation performance
on HEVs. In this view, this paper focuses on the design of a novel deep learning (DL) with SOC
estimation model for secure renewable energy management (DLSOC-REM) technique for HEVs.
The presented model employs a hybrid convolution neural network and long short-term memory
(HCNN-LSTM) model for the accurate estimation of SOC. In order to improve the SOC estimation
outcomes of the HCNN-LSTM model, the barnacles mating optimizer (BMO) is applied for the
hyperpower tuning process. The utilization of the HCNN-LSTM model makes the modeling process
easier and offers a precise depiction of the input–output relationship of the battery model. The design
of BMO based HCNN-LSTM model for SOC estimation shows the novelty of the work. An extensive
experimental analysis highlighted the supremacy of the proposed model over other existing methods
in terms of different aspects.

Keywords: hybrid electric vehicles; state of charge estimation; renewable energy; deep learning;
metaheuristics

1. Introduction

Recently, energy deficiency and ecological degradation have become important global
issues, particularly increasing the stricter necessities on vehicle engineering. For reducing
waste gas emissions and reproducing energy in driving processes, few new energy vehicles
have been presented for replacing conventional vehicles functioning with gasoline, such as
electric vehicles (EVs) and hybrid electric vehicles (HEVs). The HEV has presently treated
the highly feasible alternate propulsion system [1] over EV, with the benefit of high speed
and long-distance travel. The effective battery management system (BMS) of HEVs acts as a
major part in achieving vehicle safety, extending battery life, reducing cost, and improving
driving range [2]. Many BMSs are placed for equalization management, fault diagnosis,
etc. Amongst them, the major process of the sampling circuit is to determine the voltage,
current, and temperature signals. This is followed by the control circuit utilizing the signals
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to estimate the state of charge (SOC), state of health (SOH), state of power (SOP), and state
of life (SOL) of batteries. Meanwhile, the controller of the vehicles deals with the circuits
and realizes the management of the automobile energy and power distribution [3]. The
SOC of batteries in a BMS is comparable to the fuel meter in a traditional fuel car. The
major operation of the SOC is to interconnect the instinctive battery state to the driver and
prevent issues such as overcharging and over-discharging [4].

SOC approximation of Li-ion batteries can be commonly determined by the use of three
approaches such as conventional, model-based, and machine learning (ML) approaches.
The classical models are simpler ones but are not suitable for online operation [5]. Further-
more, the model-based approaches are highly efficient in modeling the characteristics of
the Li-ion batteries precisely. However, they find difficulty in the design of an effective
model for Li-ion battery SOC estimation [6]. Alternatively, the ML-based SOC estimation
techniques make use of the influx of data and efficient processors in estimating the SOC
with restricted earlier knowledge regarding the interesting features of the battery and chem-
ical reaction [7]. However, the efficiency of ML models is mainly based on the quantity
as well as the quality of the training data. Conversely, recently developed deep learning
(DL) models can be utilized for effective SOC estimation. The authors in [8] presented
an LSTM model for SOC estimation. The observed voltage, current, and temperature are
immediately passed into the derived network that learns the mapping among the input
time series and the target SOC. Likewise, the SOC estimation by the use of LSTM [9] and
the gated recurrent neural network. An unscented Kalman filter (UKF) is derived for
smoothing the prediction outcomes of the LSTM. These works have offered precise SOC
estimates for varying dynamic profiles, such as the US06 test, dynamic stress test (DST),
and federal urban driving schedule (FUDS). However, the actual EV driving profile of the
batteries is distinct from the standard dynamic profile, as they differ in various regions,
drivers, and durations [10].

This paper presents an effective deep learning (DL) based SOC estimation model
for renewable energy management (DLSOC-REM) technique for HEVs. The presented
model involves the design of a hybrid convolution neural network and long short-term
memory (HCNN-LSTM) based predictive model for accurate SOC estimation. Moreover,
the barnacles mating optimizer (BMO) is used for the proper hyper-parameter tuning of
the HCNN-LSTM model in such a way that the accurate estimation of SOC can be achieved.
In order to demonstrate the enhanced performance of the DLSOC-REM technique, a series
of simulations take place and the results are inspected under various aspects. In short, the
contributions of this works are summarized as follows.

• Development of a novel DLSOC-REM technique for the SOC estimation in HEVs.
• Aims to design a new HCNN-LSTM model for the prediction of SOC estimation and

proper management of renewable energy.
• Employs the BMO for the hyperparameter tuning of the HCNN-LSTM model and

thereby improves the prediction performance.
• Validate the performance of the DLSOC-REM technique using different drive cycles

and inspect the results under several aspects.

The rest of the study is arranged as follows. Section 2 provides a detailed survey of
existing SOC estimation techniques. Then, Section 3 provides the comprehensive working
of the DLSOC-REM technique and Section 4 elaborates and analyzes the results. Lastly,
Section 5 draws the concluding remarks of the study.

2. Literature Review

Zhang et al. [11] developed a particle filter-based hybrid filtering approach specifically
developed to estimate the SOC of Li-ion cells in EV. The sampling importance resampling
particle filtering approach can be used in integrating with the conventional Kalman filter
(KF) and unscented KF as a proposal dispersal for the particle filter to make it precise and
fast. In Zahid et al. [12], a novel SOC estimation technique by the use of subtractive cluster-
ing enabled neuro-fuzzy system was developed and simulated by the use of an advanced
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vehicle simulator related to BPNN and Elman neural network (ENN). In Lai et al. [13], an
efficient SOC estimation technique using the SOC increment with maximum credibility was
presented for dealing with huge errors of sensors and models. Primarily, the features of the
SOC error increment related to the ampere-hour counting (AHC) and extended Kalman
filter (EKF) approaches have been investigated, and SOC increment with high credibility
was computed. Then, a hybrid SOC estimation approach was developed which makes use
of the AHC and EKF methods.

Veerendra et al. [14] assessed the possible improvements in fuel economy and efficiency
of a fuel-cell series hybrid electric vehicle (FCHEV) integrated into a supercapacitor (SC)
utilizing hybrid power management (HPM) approach. Integration of the EKF and conven-
tional Coulomb counting (CC) can be employed for SOC estimation. Chandran et al. [15]
presented an efficient SOC estimation model for Li-ion batteries by the use of 6 ML models
such as ANN, SVM, LR, Gaussian process regression (GPR), ensemble bagging (EBa), and
ensemble boosting (EBo). A detailed error analysis of the method was performed for the
optimization of the battery performance parameter. How et al. [16] presented an effective
SOC estimation approach for a Li-ion battery by the use of an enhanced DNN model for
electric vehicle application. It was identified that the DNN with an adequate number of
hidden layers is capable of predicting the SOC of the unseen drive cycles at the time of
training. A set of DNN methods were trained with a distinct number of hidden layers
and the training process was investigated under varying drive cycles. In Tian et al. [17],
a DNN model was presented for SOC estimation in 10 min charging voltage and current
data as the input. This allowed designing a rapid and precise SOC estimate model with an
error rate of <2.03% over the whole range of SOC batteries. Therefore, it can be applied for
calibrating the SOC estimation for the Ampere-hour counting approach. It is noted that the
integration of the DNN with the Kalman filter can result in highly robust performance.

3. The Proposed SOC Estimation Model

This paper has developed an effective DLSOC-REM technique for accurate SOC
estimation in HEVs. The DLSOC-REM technique encompasses two major processes such
as HCNN-LSTM based prediction and BMO based hyperparameter tuning. At the initial
stage, the input and output of the DLSOC-REM technique can be determined. Based on
the concepts of NN, the sampling process of the SOC taking place at step k, SOC(k) can be
considered as the model input as it denotes the current condition of the battery. It has a
non-linear relationship with influencing factors such as battery current and voltage [18].
The direct parameter current I(k) is considered the input and the battery terminal voltage
V(k) can be represented as the output. In addition, the terminal voltage at sampling step
k− 1, V(k− 1) can be selected as the third input for the DLSOC-REM method. v(k− 1)
signifies the condition of the battery at the final stage and it denotes the earlier working
condition. The terminal voltage at step k can be denoted as:

V(k) = OCV(SOC(k)) + Rs I(k) + URC(k) (1)

where Rs signifies the battery internal resistance, URC signifies the RC circuit voltage related
to URC(k− 1) using the first-order differential equation [19]. For making the model input
directly measured variables, URC(k− 1) can be considered in V(k− 1). Therefore, V(k− 1)
holds a direct connection with V(k). A function can be attained by the synthetization of the
unknown variables.

V(k) = f (V(k− 1), I(k), SOC(k)), (2)

Which undergoes approximation using the learning model. The input and output
vectors of the presented battery method are defined as p(k) = [V(k− 1) I SOC(k)]T and
V(k).

F(p(k)) = V(k) (3)
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The input output instances of {p(k) ∼ V(k)} can be attained prior to training the
model. Consider p(k) = xj and V(k) = tj. The training set can be represented by{(

xj, tj
)∣∣xj ∈ Rn, tj ∈ Rm, j = 1, . . . , N

}
.

3.1. Design of HCNN-LSTM Based SOC Estimation

In this study, the HCNN-LSTM model was utilized for the SOC estimation in the
HEVs. In the HCNN-LSTM model, the CNN layer is applied to extract the patterns in an
automated manner. The sequence of features is learned again from the LSTM layer. The
HCNN-LSTM model continually adjusts the hyperparameters based on the outcomes from
the learning process of the CNN and LSTM methods. The CNN method is utilized for the
extraction of correlations that exist in the data and derive variables that are needed for the
classification process, which can be performed by the class activation map. Equation (4)
represents the convolution operation l to derive a set of features. The convolution process
carries out a product operation on the trained dataset by the use of a feature map of size
ml−1

1 . The kernel Kl
i,j denotes various weights in every region in extracting the significant

regions of the feature map. Moreover, the correlation among the nearby features is derived
via the product operations. Moreover, the bias matrix Bl

i can be utilized for altering the
weight from the NN operation. The product operation is carried out on the count of feature
maps ml−1

1 and passes yl
i to the subsequent convolution layer [20]. Figure 1 illustrates the

framework of the CNN-LSTM technique.
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For creating a non-linear decision boundary, f (z) in Equation (5) is an activation
function such as ReLU utilized from layer l. The extraction of features takes place via
several layers of the convolution operation.

xl
i = Bl

i +
ml−1

1

∑
j=1

Kl
ij ∗ Xl−1

j (4)

Yl
i = gi f

(
yl−1

i

)
, f (z) =

{
z i f z ≥ 0
0 i f z < 0

(5)

The pooling layer can be utilized for improvising the classifier outcome and reducing
the computational cost. Equation (6) signifies the pooling layer function, which enables to
reduce overfitting and proficiently derive features. T indicates the stride and R denotes the
size of the pooling area.

pl
ij = max

r∈R
Yl−1

i×T+r,j (6)

For modeling the sequential data, the LSTM model can be employed for storing
temporal details. The LSTM model is mainly employed for learning temporal data using
the features derived from the CNN model. Equation (7) denotes the three gate states
which accomplish the LSTM operation which manages the sequential data as a continuous
value in the range of 0 and 1. Each individual cell holds input, output, and forget gates.
Equation (7) can be defined by the output values of i, f , and o for every gate. Moreover,
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for storing long-term data, the hidden state hr of the LSTM cell is transcribed for each r
step. Equation (9) denotes the hidden state of the LSTM. Lastly, Equation (9) displays the
cell state to transfer the state from present to succeeding ones in the LSTM model. Here,
each individual cell stores the weight W vector and adjusts the bias b vector value. The
activation function σ, similar to sigmoid and hyperbolic tangents, can be utilized for the
generation of non-linear decision boundaries.

i
f
o
g

 =


sigmoid
sigmoid
sigmoid

tanh

wl
(

hl−1
t

hl
t−1

)
+


bi
b f
bo
bc

 (7)

cr = f O
t ct−1 + io

t g (8)

ht = oO
t σ(ct) (9)

Equation (10) indicates the function of the fully connected layer. The outcome of the
FC layer can be categorized into 0 or 1 using the softmax function.

dl
i = ∑

j
σ
(

W l−1
ji

(
hl−1

i

)
+ bl−1

i

)
(10)

P(c|d) = argmaxc∈C
exp

(
dL−1wL)

∑Nc
k=1 exp (dL−1wk)

(11)

where C indicates the class, L is the former layer index, and Nc is the total number of classes.

3.2. Design of BMO Based Hyperparameter Optimization

The hyperparameters of the HCNN-LSTM model such as the number of filters, layers,
and filter sizes can be adjusted by using the BMO algorithm. Barnacles are microbes that
become attached to the objects in the water. Barnacles have a long penis, and they undergo
mating with every neighbor and competitor in reach of their penis. The BMO algorithm
is stimulated by the mating procedure of the barnacles [21]. Primarily, the candidate
solutions are considered as the barnacles and the population can be initialized by the use of
Equation (12). The validation of the population and storing procedure take place in locating
the global solutions attained from the top of X. Following this, the parents to be mated can
be chosen using Equations (13) and (14).

X =

 x1
1 · · · xn

1
...

. . .
...

x1
N · · · xn

N

 (12)

barnacle−d = randperm(N) (13)

barnacle−m = randperm(N) (14)

where N indicates the total barnacle population, n represents the control variable count, and
barnacl_d and barnacle−m signify the mating parents. As there is no particular equation
in deriving the reproduction process of the barnacles, the BMO algorithm will emphasize
the genotype frequency of the parents in producing the offspring depending on the Hardy–
Weinberg principle. It can be noted that the length of the penis (pl) acts as a vital part
to determine the exploitation and exploration process. When the choice of barnacles
undergoes mating in the limit of the pl of Dad barnacle, the exploitation procedure takes
place. Equation (15) is presented in producing new parameters of offspring from the
barnacles’ parent.

xN−new
i = pxN

barnacle−d + qxN
barnacle−m (15)



Mathematics 2022, 10, 260 6 of 15

where p indicates the arbitrary number in the uniform distribution of [0, 1], q = (1− p),
xN

barnacle−d and xN
barnacle−m denotes the parameters of Dad and Mum barnacles which can be

chosen using Equations (13) and (14). p and q indicate the genotype frequency of Dad and
Mum barnacles in the new offspring. Then, the generation of offspring takes place using
the sperm casting process, which can be treated as the exploration procedure, as given in
the following:

xn−new
i = rand( )× xn

barnacle−m (16)

where rand() is the random number between [0, 1] From the above equation, it is noted that
the newly created offspring from the mother barnacle as it attains the sperms which are
released into the water by other barnacles [22]. During the iteration process, the location of
the barnacles is upgraded based on Equation (15) or Equation (16). Lastly, the BMO can
be represented for the approximation of the global optimum for optimization problems.
Figure 2 demonstrates the flowchart of the BMO technique. The BMO algorithm derives an
objective function based on mean square error (MSE) and it is used to predict the testing
output of the HCNN-LSTM model. It can be defined as follows.

MSE =
∑i

N |yi − ŷi|2

N
(17)

where y indicates the number of rounds, yi denotes the experimental value, and ŷi repre-
sents the predicted values, respectively.
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4. Performance Validation

The performance validation of the proposed model takes place using FUDS, BJDST,
and US06 drive cycles. The results are inspected under various measures such as MSE,
RMSE, MAE, and MAPE. Table 1 and Figure 3 provide the result analysis of the proposed
model under distinct drive cycles and epoch count. The results show that the DLSOC-REM
technique has resulted in effective SOC estimation results with the least values of MSE,
RMSE, MAE, and MAPE. On the test BJDST drive cycle, with 10 epochs, the DLSOC-REM
technique has obtained MSE, RMSE, MAE, and MAPE of 0.008921, 0.094451, 0.296270, and
3.188007, respectively. Similarly, with 60 epochs, the DLSOC-REM technique has attained
MSE, RMSE, MAE, and MAPE of 0.008759, 0.093590, 0.293568, and 3.158928, respectively.
Likewise, with 100 epochs, the DLSOC-REM technique has achieved MSE, RMSE, MAE,
and MAPE of 0.008699, 0.093268, 0.292560, and 3.148090, respectively. Simultaneously,
under the test US06 drive cycle, with 10 epochs, the DLSOC-REM technique has obtained
MSE, RMSE, MAE, and MAPE of 0.001922, 0.043841, 0.137517, and 0.280993, respectively.
Concurrently, under the test FUDS drive cycle, with 10 epochs, the DLSOC-REM technique
has obtained MSE, RMSE, MAE, and MAPE of 0.010348, 0.101725, 0.319087, and 4.359018,
respectively.

Table 1. SOC estimation results analysis of DLSOC-REM technique with different epochs.

Drive Cycle No. of Epochs MSE RMSE MAE MAPE Rank

BJDST

Epoch-10 0.008921 0.094451 0.296270 3.188007 10

Epoch-20 0.008601 0.092742 0.290908 3.130307 4

Epoch-30 0.008568 0.092563 0.290349 3.124296 2

Epoch-40 0.008569 0.092569 0.290366 3.124478 3

Epoch-50 0.008713 0.093343 0.292796 3.150622 7

Epoch-60 0.008759 0.093590 0.293568 3.158928 8

Epoch-70 0.008848 0.094064 0.295055 3.174936 9

Epoch-80 0.008661 0.093064 0.291921 3.141206 5

Epoch-90 0.008525 0.092331 0.289620 3.116446 1

Epoch-100 0.008699 0.093268 0.292560 3.148090 6

Average 0.008686 0.093199 0.292341 3.145732

US06

Epoch-10 0.001922 0.043841 0.137517 0.280993 4

Epoch-20 0.001885 0.043417 0.136187 0.278276 3

Epoch-30 0.002204 0.046947 0.147261 0.300902 7

Epoch-40 0.002048 0.045255 0.141953 0.290058 6

Epoch-50 0.001633 0.040410 0.126758 0.259008 1

Epoch-60 0.002474 0.049739 0.156020 0.233493 10

Epoch-70 0.002380 0.048785 0.153027 0.227369 8

Epoch-80 0.002428 0.049275 0.154563 0.218241 9

Epoch-90 0.001983 0.044531 0.139683 0.197230 5

Epoch-100 0.001738 0.041689 0.130769 0.177651 2

Average 0.002070 0.045389 0.142374 0.246322
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Table 1. Cont.

Drive Cycle No. of Epochs MSE RMSE MAE MAPE Rank

FUDS

Epoch-10 0.010348 0.101725 0.319087 4.359018 7

Epoch-20 0.010417 0.102064 0.320149 4.373526 9

Epoch-30 0.010363 0.101799 0.319318 4.362176 8

Epoch-40 0.010327 0.101622 0.318763 4.354592 5

Epoch-50 0.009930 0.099649 0.312576 4.270070 3

Epoch-60 0.010465 0.102299 0.320886 4.383591 10

Epoch-70 0.009826 0.099126 0.310935 4.247651 2

Epoch-80 0.010342 0.101696 0.318994 4.357754 6

Epoch-90 0.010003 0.100015 0.313723 4.285737 4

Epoch-100 0.009782 0.098904 0.310238 4.238130 1

Average 0.010180 0.100890 0.316467 4.323224
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Table 2 provides a detailed comparative result analysis of the DLSOC-REM technique
with recent methods [23]. Figure 4 shows the results offered by the DLSOC-REM technique
with existing techniques under the BJDST drive cycle. The figure shows that the DLSOC-
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REM technique has accomplished effective outcomes with lower values of MSE, RMSE,
and SOC error.

Table 2. Comparative result analysis of DLSOC-REM technique with recent approaches under
different drive cycles.

Drive Cycle Model Temperature RMSE (%) MSE (%) SOC Error (%)

BJDST

BPNN-GSA

0 ◦C 0.108628 0.011800 [−5.08 + 5.18]

25 ◦C 0.950000 0.008700 [−5.2 + 5.1]

45 ◦C 0.870000 0.007200 [−4.8 + 4.6]

RBFNN-GSA

0 ◦C 0.110454 0.012200 [−6.51 + 6.87]

25 ◦C 1.120000 0.011000 [−6.6 + 6.8]

45 ◦C 0.970000 0.009200 [−5.3 + 4.9]

ELM-GSA

0 ◦C 0.095917 0.009200 [−2.99 + 3.7]

25 ◦C 0.760000 0.005900 [−3.1 + 3.6]

45 ◦C 0.680000 0.005200 [−2.9 + 3]

DLSOC-REM

0 ◦C 0.093199 0.008686 [−1.99 + 2.5]

25 ◦C 0.075895 0.005760 [−2.51 + 2.8]

45 ◦C 0.071063 0.005050 [−2.7 + 2.9]

US06

BPNN-GSA

0 ◦C 0.184391 0.034000 [−6.14 + 8.76]

25 ◦C 1.680000 0.032000 [−6.2 + 8.7]

45 ◦C 1.380000 0.018000 [−5.1 + 5.7]

RBFNN-GSA

0 ◦C 0.303480 0.092100 [−8.61 + 9.25]

25 ◦C 2.200000 0.089000 [−8.7 + 9.2]

45 ◦C 1.880000 0.064000 [−6.3 + 6.8]

ELM-GSA

0 ◦C 0.164317 0.027000 [−5.49 + 6.58]

25 ◦C 1.560000 0.024000 [−5.6 + 6.5]

45 ◦C 1.200000 0.014000 [−4.8 + 5.3]

DLSOC-REM

0 ◦C 0.045389 0.002070 [−4.87 + 5.1]

25 ◦C 0.154499 0.023870 [−5.3 + 5.5]

45 ◦C 0.117686 0.013850 [−4.7 + 4.9]

FUDS

BPNN-GSA

0 ◦C 0.187350 0.035100 [−6.06 + 8.88]

25 ◦C 0.181659 0.033000 [−6.15 + 8.77]

45 ◦C 0.077460 0.006000 [−5.12 + 5.71]

RBFNN-GSA

0 ◦C 0.281069 0.079000 [−8.51 + 9.35]

25 ◦C 0.279285 0.078000 [−8.61 + 9.29]

45 ◦C 0.236643 0.056000 [−6.3 + 6.85]

ELM-GSA

0 ◦C 0.139284 0.019400 [−5.57 + 6.68]

25 ◦C 0.126491 0.016000 [−5.69 + 6.58]

45 ◦C 0.144914 0.021000 [−4.78 + 5.23]

DLSOC-REM

0 ◦C 0.100890 0.010180 [−5.1−5.3]

25 ◦C 0.126095 0.015900 [−4.2 + 4.7]

45 ◦C 0.076551 0.005860 [−4.6 + 5]
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Furthermore, the RBFNN-GSA technique obtained poor performance with the max-
imum values of MSE, RMSE, and SOC error. At the same time, the BPNN-GSA and
ELM-GSA techniques offer somewhat closer values of MSE, RMSE, and SOC error. How-
ever, the DLSOC-REM technique reached superior performance with minimal RMSE, MSE,
and SOC error at 45 ◦C of 0.071063, 0.005050, and [−2.7 + 2.9], respectively.

Figure 5 illustrates the results of the DLSOC-REM technique with recent approaches
under the US06 drive cycle. The figure shows that the DLSOC-REM algorithm accom-
plished effective outcomes with lesser values of MSE, RMSE, and SOC error. Moreover, the
RBFNN-GSA system attained the worst performance with maximal values of MSE, RMSE,
and SOC error. In addition, the BPNN-GSA and ELM-GSA techniques offered somewhat
closer values of MSE, RMSE, and SOC error. However, the DLSOC-REM methodology
gained superior performance with lower RMSE, MSE, and SOC error at 45 ◦C of 0.117686,
0.013850, and [−4.7 + 4.9] correspondingly.
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Figure 6 depicts the results obtained by the DLSOC-REM algorithm with existing
methods under the FUDS drive cycle. The figure shows that the DLSOC-REM system
accomplished effectual outcomes with minimum values of MSE, RMSE, and SOC error.
This was followed by the RBFNN-GSA approach which obtained the least performance
with increased values of MSE, RMSE, and SOC error. Simultaneously, the BPNN-GSA and
ELM-GSA techniques show slightly closer values of MSE, RMSE, and SOC error. Eventually,
the DLSOC-REM algorithm obtained higher performance with lower RMSE, MSE, and
SOC error at 45 ◦C of 0.076551, 0.005860, and [−4.6 + 5] correspondingly.
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Figure 7 shows the result analysis of the DLSOC-REM technique on the test BJDST
drive cycle. The figure shows the estimated values of SOC by the DLSOC-REM technique
and the actual SOC values. The results demonstrated that the SOC values remain high at
the earlier time step and tend to be low with a decrease in time step. It is also evident that
the DLSOC-REM technique estimated the SOC values which are much closer to the actual
SOC values.

Figure 8 demonstrates the result analysis of the DLSOC-REM system on the test US06
drive cycle. The figure outperformed the estimated values of SOC by the DLSOC-REM
technique and the actual SOC values. The results demonstrated that the SOC values remain
high at the earlier time step and tend to be low with a reduction in time step. It is also clear
that the DLSOC-REM methodology has predictable SOC values which are more nearer to
the actual SOC values.

Figure 9 illustrates the result analysis of the DLSOC-REM approach on the test FUDS
drive cycle. The figure shows the estimated values of SOC by the DLSOC-REM algorithm
and the actual SOC values. The outcomes depicted that the SOC values remain high at
the previous time step and are inclined to decrease with a decrease in time step. It is also
obvious that the DLSOC-REM algorithm estimated SOC values that are closer to the actual
SOC values. By looking into the above-mentioned results and discussion, it is evident that
the DLSOC-REM technique accomplished effective SOC estimation outcomes. Therefore,
the DLSOC-REM technique can be applied as an efficient tool for SOC estimation in HEVs.
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5. Conclusions

This paper developed an effective DLSOC-REM technique for accurate SOC estimation
in HEVs. The DLSOC-REM technique encompasses two major processes such as HCNN-
LSTM-based prediction and BMO-based hyperparameter tuning. The utilization of the
HCNN-LSTM model makes the modeling process easier and offers a precise depiction
of the input–output relationship of the battery model. Furthermore, the optimal choice
of hyperparameters reduces the error rate and improves the predictive outcomes. In
order to demonstrate the enhanced performance of the DLSOC-REM technique, a series of
simulations took place and the results were inspected under various aspects. An extensive
comparative analysis reported the betterment of the DLSOC-REM technique over recent
state-of-the-art approaches in terms of different aspects. Therefore, the DLSOC-REM
technique can be employed as an effective tool for accurate and rapid SOC estimation in
HEVs. In the future, hybrid metaheuristic optimization algorithms can be designed for
improved SOC estimation outcomes and can be deployed in a real-time environment.
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