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Abstract: In this paper, we propose an extrinsic approach based on physics-informed neural net-
works (PINNs) for solving the partial differential equations (PDEs) on surfaces embedded in high
dimensional space. PINNs are one of the deep learning-based techniques. Based on the training data
and physical models, PINNs introduce the standard feedforward neural networks (NNs) to approxi-
mate the solutions to the PDE systems. Using automatic differentiation, the PDEs information could
be encoded into NNs and a loss function. To deal with the surface differential operators in the loss
function, we combine the extrinsic approach with PINNs and then express that loss function in ex-
trinsic form. Subsequently, the loss function could be minimized extrinsically with respect to the NN
parameters. Numerical results demonstrate that the extrinsic approach based on PINNs for surface
problems has good accuracy and higher efficiency compared with the embedding approach based
on PINNs. In addition, the strong nonlinear mapping ability of NNs makes this approach robust
in solving time-dependent nonlinear problems on more complex surfaces.
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1. Introduction

Various applications in science and engineering, as a matter of fact, refer to solutions
of Partial Differential Equations (PDEs) on curved surfaces or more general manifolds. Such
applications include the generation of textures [1] or the visualization of vector fields [2]
in image processing, flows and solidification [3] on surfaces in fluid dynamics and evolving
surfactants [4] on interfaces in biology, etc.

To solve such surface problems, many numerical methods have been put into opera-
tion, including the typical finite difference method (FDM), finite element method (FEM),
finite volume method (FVM), phase field (PF) method, radial basis function (RBF) colloca-
tion method, meshless generalized finite difference method (GFDM), generalized moving
least squares (GMLS) method, etc. Generally, these methods cannot be directly used to han-
dle surface problems because the surface differential operators are defined in tangent space
rather than Euclidean space. In order to effectively map surface operators, Ruuth et al. [5]
put forward the closest point method based on the closest point representation of the surface
and then solved embedded PDEs by standard FDM in Euclidean space; further, Piret [6]
presented the orthogonal gradients method, which extends the closest point method to a
mesh-free version; Hansbo et al. [7] proposed the cut finite element method to solve
PDEs on implicit surfaces via level set methods; Cheung et al. [8] combined the unsym-
metric Kansa method and embedding conditions (or constant-along-normal conditions)
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to construct an overdetermined system for such surface problems; Chen et al. [9,10] used
the projection matrix and the idea of pseudospectra to approximate the Laplace–Beltrami
operator (also known as surface Laplace operator) only using collocation points on surfaces.
These advanced techniques to map surface operators can be roughly divided into three cate-
gories: intrinsic approaches [11], embedding approaches [12] and extrinsic approaches [13].
Intrinsic treatment aims to impose global or local parameterization [11] on curved surfaces
and then express surface differential operators within new coordinates. The embedding
approach aims to make embedding PDE be the analog of the surface PDE and involve only
the standard Cartesian operators. The extrinsic approach is to express surface operators
in extrinsic form and approximate them extrinsically. In our previous work [14–16], we
have combined the meshless GFDM with an extrinsic approach to solve uring pattern for-
mation problems, anomalous diffusion problems and the heat and mass transfer problems
on surfaces. The extrinsic approach is numerically proved to be a quite effective treatment.

However, traditional numerical methods inevitably need mesh generation or node
generation over the whole computational domain. Additionally, the quality of mesh or node
distribution more or less has an influence on numerical accuracy [17]. On the contrary, there
is no such concept as mesh quality in machine learning methods [18]. In other words, ma-
chine learning methods do not require high-quality meshes, but only require relatively uni-
form data sampling. To overcome the dilemma that conventional neural network methods
lack robustness under the small data regime, Tarkhov et al. [19–22] first introduced the PDE
information into neural network models with single hidden layers to solve various mathe-
matical problems. Based on this, Raissi et al. [23,24] recently developed a series of deep
neural networks based on physical information named physics-informed neural networks
(PINNs). PINNs aim to replace the PDE solution with a feedforward neural network and
take advantage of information from PDEs and initial/boundary conditions to form an opti-
mized system explicitly. This explicit system originates from the information based on train-
ing data and could also be defined as a terminology loss function. By minimizing this
system with respect to the parameters (including weights and biases) defined in NNs, PINNs
could find one NN which best describes the physical model governed by the PDEs [25–27].
To specify the differential operators acting on the variables, PINNs employ the automatic
differentiation technology and classical chain rule. As a matter of fact, Bihlo et al. [28] have
applied PINNs to solve shallow-water equations on the sphere. In that paper, they used the lati-
tude–longitude coordinates; i.e., they imposed one smooth parameterization on sphere and then
expressed the shallow-water equations in latitude–longitude coordinates. Apparently, the same
operation cannot be conducted on more general surfaces. Additionally, Fang et al. [29] first
combined the PINNs with the embedding approach to solve time independent PDEs on surface.
However, they only considered some of the embedding conditions, and the numerical accuracy
can be further improved by applying complete embedding conditions.

In this paper, our main contribution is to propose an extrinsic approach based on the PINNs
to solve surface PDEs on curved surfaces or more general manifolds. Compared with surface-
type intrinsic approach, although our method is related to the ambient dimension rather
than the surface dimension, its capability of handling more complex surfaces makes it more
competitive. In addition, we also combined the embedding approach with PINNs to make
a direct comparison with the extrinsic approach with regard to computational efficiency. We
introduce the complete embedding conditions, which means that more complex optimization
function will be formed, resulting in the inefficiency of the approach. This also shows that
extrinsic approach performs well in computational efficiency.

The remainder of the paper is organized as follows: Section 2 gives details on PDEs
defined on surfaces, introduces the PINNs and describes their implementation. In Section 3,
we demonstrate the effectiveness of PINNs under several numerical examples. In this
section, we first illustrate the convergence results by using different parameters in PINNs
and test the robustness of PINNs by adopting sundry smooth surfaces. In the same section,
we also present a comparison of numerical results by using randomly distributed training
points and points that are quasi-uniformly distributed in 3D space. Further, we explore
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the potential of PINNs for time-dependent nonlinear problems on more general surfaces.
Finally, the conclusions and discussions are summarized in Section 4.

2. Methodology

In this section, a detailed description of surface differential operators involved in PDEs
defined on surfaces, the implementation of physics-informed neural networks and their
extrinsic treatment for solving surface PDEs are presented. In addition, a brief procedure
of PINNs and its distinguishments from other methods are given.

2.1. Continuous Differential Operators on Surfaces and Its Extrinsic Form

The main difference between surface PDEs defined on surfaces and standard PDEs
posed in some bounded domains with flat geometries is that the curvatures of surfaces
play vital roles in physical models governed by the PDEs. We first pay attention to the dif-
ferential operators posed on some sufficiently smooth, connected and compact surface
S ⊂ R with no boundary and dim(S) = d− 1. The dimension d = 3 is taken into con-
sideration for notational simplicity, and any other cases with higher d could be extended
simply. To specify the relationship between surface differential operators and standard
Euclidean differential operators, we denote the unit outward normal vector at any x ∈ S as
n = (nx, ny, nz) and the corresponding projection matrix to the tangent space as

P(x) = (I3 − nnT) ∈ R3×3, (1)

where I is the 3-by-3 identity matrix. Then, the surface gradient operator ∇S could be
defined in terms of the standard Euclidean gradient ∇ via projections as

∇S := P∇, (2)

and similarly, the Laplace–Beltrami operator (also known as surface Laplace operator) ∆S
could be defined as

∆S := ∇S · ∇S. (3)

The Laplace–Beltrami operator could be regarded as a divergence-gradient operator.
By introducing the extrinsic idea and substituting Equation (2) into Equation (3), the ex-
trinsic (Euclidean) form [8] of the surface gradient operator and Laplace–Beltrami operator
acting on any sufficiently smooth function could be derived as

∇Su := ∇u− n∂nu, (4)

∆Su := ∆u− HS∂nu− ∂
(2)
n u. (5)

in which ∂nu = nT∇u, ∂
(2)
n u := nT J(∇u)n and HS = trace

(
J(n)(I− nnT)

)
. Here, J means

the Jacobian operator in Euclidean space. Obviously, Euclidean space is the one we are
most familiar with, and most algorithms are also developed in Euclidean space. Once
the extrinsic (Euclidean) form is obtained, the approximations of surface operators are
conducted naturally. It should be noted here that the Euclidean way is just one of the ex-
trinsic treatments, and this way makes the approximation be implemented in the ambient
dimension rather than the surface dimension.

For better understanding, we give one example to derive the explicit expression of sur-
face differential operators on the unit sphere. Simplifying with the surface
S = x2 + y2 + z2− 1, one could naturally obtain the unit normal vector [x y z]T . Putting
this into Equations (4) and (5), the extrinsic surface differential operators are represented by

∇S =

1− x2 −xy −xz
−xy 1− y2 −yz
−xz −yz 1− z2

∂x
∂y
∂z

 =

 (1− x2)∂x − xy∂y − xz∂z
−xy∂x + (1− y2)∂y − yz∂z
−xz∂x − yz∂y + (1− z2)∂z

, (6)
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∆S = (1− x2)∂xx + (1− y2)∂yy + (1− z2)∂zz − 2xy∂xy − 2xz∂xz − 2yz∂yz − 2x∂x − 2y∂y − 2z∂z. (7)

Once Equations (6) and (7) have been obtained, the approximation for surface opera-
tors defined on smooth surfaces could be expressed using some existing methods. For other
surfaces, the normal information is different, hence the difference in Equations (6) and (7).

2.2. Physics-Informed Neural Networks (PINNs)

The main aim of PINNs is to approximate the solutions to PDEs. Like other numerical
methods, the standard PINNs is derived in standard Euclidean space. In this section,
we focus on introducing the basic idea of PINNs and how it solves PDEs on surfaces
extrinsically. We use the steady state convective diffusion reaction equation(

a∆S −~b · ∇S + c
)

u(x, y, z) = f (x, y, z) (8)

with the certain coefficients a,~b, c as an illustration.
In the PINNs, there are three different ways to construct the approximate solutions

u(x, y, z) to the PDEs [26]. Due to fact that the PDE (8) defined on closed surfaces has
no boundary conditions, the direct construction of the approximate solutions is em-
ployed in this work as an output of neural networks (NN), namely, ũ(x, y, z) = uNN(x; µ),
x ∈ S(µ = {W, B}). The NN, which is parameterized with finitely many weights W
and biases B, acts as a surrogate model of the PDE model to approximate the mapping
from the spatial coordinates to the solutions of equation. One NN usually contains multiple
hidden layers to obtain more accurate solutions. Here, PINNs seek to optimize the NN’s
parameters composed of weights and biases by minimizing the so-called loss function.
Usually, the loss function is defined as the sum of mean squared error from both governing
equations (PDEs) and boundary conditions on the training points. For PDEs defined on sur-
faces without boundary conditions, the loss function is expressed by the NN parameter
µ as

Loss(µ) =
1
N

N

∑
k=1

[(
a∆S −~b · ∇S + c

)
ũ(xk)− f (xk)

]2
, (9)

in which N is the total number of the training points. By substituting Equation (4) and
Equation (5) into Equation (9), the loss function in extrinsic form finally could be derived
under Cartesian coordinate by the NN parameter as

Loss(µ) =
1
N

N

∑
k=1

[(
a(∆− HS∂n − ∂

(2)
n )−~b · (∇− n∂n) + c

)
uNN(xk; µ)− f (xk)

]2
. (10)

As mentioned in Section 1, the embedding approach based on PINNs is also dis-
cussed in this work for comparison with the extrinsic approach. As can be seen in
Equations (4) and (5), the surface operators could be completely equal to the standard oper-
ator with the constraints ∂nu = 0 and ∂

(2)
n u = 0. The constraints are embedding conditions.

Therefore, the loss function in embedding form could be written as

Loss(µ) =
1
N

N

∑
k=1

[(
a∆−~b · ∇+ c

)
uNN(xk; µ)− f (xk)

]2

+
1
N

N

∑
k=1

[∂nuNN(xk; µ)]2 +
1
N

N

∑
k=1

[
∂
(2)
n uNN(xk; µ)

]2
.

(11)

For PINNs, it is easy to add only two constraints to the optimization function as
Equation (11). Although the extrinsic treatment needs many computations, as shown
in Equations (4) and (5), they could be pre-computed for a certain surface before the “train-
ing”, just like Equations (6) and (7) for a unit sphere. Then, the surface operators could be
regarded as some specified operators defined in Euclidean space. Once they have been
obtained, the loss function could be expressed explicitly only using governing equation
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without any constraints. Compared with the embedding treatment having extra constraints,
the loss function in extrinsic form is simpler in the “training” process.

Then, the original problem (8) becomes an optimization problem, namely,

µ∗ = arg min
µ

Loss(µ) (12)

in which the µ∗ represents the optimal parameters.
Herein the automatic differentiation technique and the chain rule are used in loss

function to compute the spatial derivatives of uNN(x; µ). For time-dependent problems,
the approximation could be regarded as uNN(x, t; µ), and the temporal derivative could
be realized in two ways: similar treatment as a spatial derivative and individual time
integration using the method of lines. Then, different optimization algorithms can be used
to solve Equation (12). This optimization process is called “training”. Additionally, we
use multiple sets of initial NN parameters µ in the following numerical examples to avoid
its uncertainty.

2.3. The Procedure of the Extrinsic Approach Based on PINNs

To better understand this extrinsic numerical framework for approximating the surface
PDEs and compare it with traditional numerical methods, pseudocode is demonstrated
in this section. We first give the steps of some methods, involving linear algebra such
as FEM; RBF collocation methods; meshless GFDM; etc. In the implementation of these
methods, the process is more or less divided into five steps briefly: firstly, generate the mesh-
es/collocation points on surfaces; secondly, construct the approximate solutions based
on respective approximation theory; thirdly, form the stiffness matrix or basis matrix
for each mesh/point extrinsically; fourthly, assemble the information on each mesh/point
and then obtain a discrete system with respect to the PDE model on surfaces; lastly, solve
the algebraic system by using linear solver.

Differently, the pseudocode of the extrinsic approach based on PINNs could be sum-
marized in Algorithm 1.

Algorithm 1 The extrinsic approach based on PINNs.

Require: The training datasets including a group of spatial coordinates and the corre-
sponding solutions; the prescribed number of width and depth in NN; the initialized
NN parameters; the convergence tolerance ε and number of iterations Ni;

Ensure: The surrogate NN model with optimized parameters;
1: Construct the NN with initialized parameters;
2: Specify the training sets for governing equation;
3: Specify the loss function in extrinsic form considering the governing equation;
4: repeat
5: n← n + 1, n < Ni;
6: Optimization: compute Equation (12);
7: Update the loss value;
8: until Loss value < ε
9: Determine the optimal parameters;

10: Substitute test datasets and then acquire the posterior error.

The concept of datasets in PINNs is somewhat similar to the that of collocation
points [17]—namely, the PINNs are also meshless. It inherits the advantages of both
meshless and neural network methods. In addition, although the numerical accuracy
of PINNs in the present study on surface PDEs is usually not as high as those of some
collocation methods such as RBF collocation methods, the PINNs is easy implement because
neural networks can directly be used to deal with nonlinear problems without introducing
iterative algorithms. These two advantages over traditional methods make PINNs quite
attractive recently.
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3. Numerical Examples

In this section, several different examples are provided. We first explore the con-
vergence and the accuracy of PINNs for Equation (8) on the unit sphere, and then more
surfaces and nonlinear PDEs are taken into consideration to verify its robustness. To quan-
tify the accuracy and effectiveness of our approximate solutions, we introduce the L2 error
measures as follows.

L2 =

√√√√ N

∑
k=1

(u(xk)− ũ(xk))
2/

√√√√ N

∑
k=1

(u(xk))
2 (13)

where u(xk), ũ(xk) represent the reference solution and approximate solution at the k-th
point. To avoid the uncertainty of different initializations for the network parameters µ and
find an optimal neural network as much as possible, we employed the L-BFGS optimization
method and plot the mean for the solution errors from the 10 runs, which we adopted
as a new metric of convergence. The Xavier initialization and hyperbolic tangent activation
function were taken into consideration, and all the tests were implemented in Python
on laptop with CPU i5-8265U @1.60 GHz and RAM 8.00 GB.

Example 1. Convergence and accuracy test on a unit sphere

In this example, we used Equation (8), and the coefficients were chosen as a = 1,
~b = [1 1 1]T , c = 5, and the reference solution was assembled by trigonometric function,
which is expressed as

u(x, y, z) = sin x sin y sin z. (14)

The force term was simply obtained by substituting the reference solution into the equa-
tion. A total number of 2500 points were chosen to be distributed on the unit sphere,
as shown in Figure 1. Here, we selected N points randomly from these quasi-uniform
points and the corresponding solutions from Equation (14) as training data, and all these
2500 points were regarded as test points to test the convergence of PINNs. As derived above
in Equations (6) and (7), the loss function on this unit sphere could be obtained easily.

Figure 1. Sketch of the quasi-uniform points distributed on the unit sphere: the point sets could be
obtained by using the minimum energy (ME) algorithm [30].
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Since we had no idea of how sensitive PINNs approximations are to surface differ-
entiation operators, we attempted to use various NNs with different numbers of hidden
layers (also known as the depth of the NN; e.g., four hidden layers’ mean depth is five) and
neurons (also known as the width of the NN; e.g., 20 neurons’ mean width is 20). Figure 2
shows the convergence results, and Figure 3 indicates some snapshots of error distribution
by using different parameters. Tables 1 and 2 give some numerical results using smaller
width and depth for solving linear problems on surfaces.
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10
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Figure 2. Example 1: Convergence results by using (a) different widths and (b) different depths.

(a) (b)

(c) (d)

Figure 3. Example 1: Random few snapshots of absolute error distribution under width = 50 and
depth = 4 by using (a) 2500 training data points; (b) 1500 training data points; (c) 100 training data points;
(d) 10 training data points.
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Table 1. Example 1: L2 error and CPU time using different depths under width = 50 and 2000 training data.

Depth 2 3 4 5

L2 error 1.12× 10−3 1.41× 10−2 1.34× 10−3 1.21× 10−3

CPU time 19.96 (s) 29.42 (s) 76.65 (s) 102.26 (s)

Table 2. Example 1: L2 error and CPU time using different widths under depth = 4, with 2000 training
data points.

Width 3 5 10 20 50 100

L2 error 4.06× 10−2 1.02× 10−2 1.44× 10−3 1.91× 10−3 1.34× 10−3 1.69× 10−3

CPU time 5.47 (s) 8.54 (s) 17.67 (s) 34.63 (s) 76.65 (s) 152.72 (s)

As seen in Figures 2 and 3, we used, respectively, 2, 3, 4 and 5 hidden layers with 10, 20, 50
and 100 neurons to test convergence and accuracy of PINNs in solving Equation (8). The distri-
bution of error could be affected by many factors, such as the width/depth of NNs, the initial-
izations of NNs and the potential noise of training data. Numerical results converged at around
10−4 ∼ 10−3 with convergence rates of 1.9 and 2.0. Apparently, we could obtain similar results
by using different depths and widths when the number of training data reached 500 or more.
In Table 1, we can see that for linear surface PDEs, a network with one hidden layer works fine,
and it has the advantages of simplicity and speed of operation. In Table 2, we can see that when
using 3 or 5, the numerical accuracy would be reduced to around 10−2. To connect numerical
results in Table 2 with those in Table 1, we further considered the case with depth = 2 and width
= 3, and its L2 error is 0.71. We could summarize that the depth, width and number of training
data indeed influence the numerical results. Additionally, for surface linear problems, using
smaller width and depth is more suitable due to its higher efficiency and for surface nonlinear
problems, width and depth should be increased correspondingly. This shows PINN approxima-
tion has good adaptability to surface differential operators. Furthermore, we particularly plot
the error distribution in Figure 3 to visualize the results, which shows good accuracy of PINNs
for explicitly solving surface PDEs.

In addition, we further compare the extrinsic approach with the embedding approach
both based on the PINNs. As mentioned in Equation (11), the embedding approach needs
other constraints, and in Table 3, one can find that the accuracies of the two techniques show
almost no difference, but the computational time varies a lot. This is because the additional
constraints of embedding conditions make loss function (11) a more non-convex function.
Numerical results prove that PINNs combined with the extrinsic technique is more efficient.

Table 3. Example 1: L2 error and CPU time by using extrinsic and embedding approaches with
different numbers of training data under width = 50 and depth = 4.

N 1000 1500 2000 2500

Extrinsic 1.02 × 10−3 9.88 × 10−4 1.49 × 10−3 9.36 × 10−4

32.70 (s) 65.42 (s) 102.26 (s) 108.66 (s)

Embedding 3.51 × 10−3 4.80 × 10−3 2.17 × 10−3 1.90 × 10−3

113.93 (s) 237.02 (s) 312.26 (s) 418.55 (s)

Example 2. Results on more general surfaces

In this example, we attempted to test the robustness of PINNs by solving PDEs on more
general surfaces, and made a direct comparison by using quasi-uniform distributed training
data and randomly distributed training data as shown in Figure 4. The parametric equations
or implicit expressions of some surfaces used in this or the following example, including
Torus, a constant distance product (CDP) surface, Bretzel2, Orthocircle, Red Blood Cell
(RBC) and tooth surface, are provided as
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(1) Tours:

S =

(
1−

√
x2 + y2

)2
+ z2 − 1

9
; (15)

(2) CDP:

S =
√
(x− 1)2 + y2 + z2

√
(x + 1)2 + y2 + z2

√
x2 + (y− 1)2 + z2√

x2 + (y + 1)2 + z2 − 1.1;
(16)

(3) Bretzel2:

S =
(

x2(1− x2)− y2
)2

+
1
2

z2 − 1
40

; (17)

(4) Orthocircle:

S =
(
(x2 + y2 − 1)2 + z2

)(
(y2 + z2 − 1)2 + x2

)
(
(z2 + x2 − 1)2 + y2

)
− 0.0752

(
1 + 3(x2 + y2 + z2)

)
;

(18)

(5) RBC:

S =


x = 1.15 cos(λ) cos(θ),
y = 1.15 sin(λ) cos(θ), −π ≤ λ ≤ π, −π

2 ≤ θ ≤ π
2 .

z = 0.5 sin(λ)
(
0.24 + 2.3 cos(θ)2 − 1.3 cos(θ)4), (19)

(6) Tooth:

S = x8 + y8 + z8 − (x2 + y2 + z2); (20)

In this test, the coefficients in Equation (8) were set as a = 1,~b = [1 1 1]T , c = 1, and
the reference solution was changed to u(x, y, z) = sin x cos y sin z. We first employed Torus
by using 500 quasi-uniform training data and by using 500 randomly distributed training data
to make a comparison.

(a) (b)

Figure 4. Example 2: Two different selections of training data on Torus: (a) quasi-uniform training
data; (b) random training data generated by combined multiple recursive generator algorithm: red
“*” points are selected training data; black points are test points.

It can be found from Figure 5 that the distribution of training data slightly affected
the numerical results. Although uniform sampling of the training dataset is always good
for results, PINNs are superior to some typical numerical methods to some extent for solv-
ing PDEs on high dimensional surfaces because for PINNs combined with the extrinsic
approach, only training data are required, rather than generating high quality meshes
or regular points. Additionally, the distribution of training data influences the results little.
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(a) (b)

Figure 5. Example 2: Snapshots of absolute error distribution under width = 50 and depth = 4: (a) by
using quasi-uniform training data and (b) by using randomly distributed training data.

In addition, distribution numerical errors and L2 errors on different surfaces are given,
respectively, in Figure 6 and Table 4. The number of training points was chosen as 500,
and the total numbers of points corresponding to CDP, Breztel2, Orthocircle and RBC were
3996, 3690, 4286 and 4000. When dealing with PDEs defined on high-dimensional complex
surfaces, PINNs combined with the extrinsic approach show good stability and robustness.

(a) (b)

(c) (d)

Figure 6. Example 2: Snapshots of absolute error distribution under width = 50 and depth = 4
on various surfaces: (a) CDP, (b) Bretzel2, (c) Orthocircle, (d) RBC.

Table 4. Example 2: L2 error on different surfaces under width = 50 and depth = 4.

Surfaces CDP Bretzel2 Orthocircle RBC

L2 error 1.18 × 10−3 1.51 × 10−3 4.20 × 10−3 2.37 × 10−3

Example 3. Nonlinear PDEs on surfaces

In order to confront a more complicated model on different surfaces, the nonlinear
model is considered in this example. The governing equation is
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(
a∆S −~b · ∇S + c

)
u(x, y, z) + g(u) = f (x, y, z). (21)

Herein g(u) = u2 is the nonlinear term, the exact solution was set to u = ex+y sin(z)
and the parameters were a = 1,~b = 0, c = 0. Similarly, the loss function in extrinsic form
could be expressed as Equation (10).

We again performed the convergence analysis for this nonlinear model on a unit
sphere, as exhibited in Figure 7. Apparently, compared with the results in Example 1,
the numerical results of the nonlinear model are not accurate enough when the depth
or width is too small. This means when the number of layers or the number of neurons is
too small, the complex nonlinear behavior cannot be perfectly captured in spite of good
nonlinear mapping capabilities of neural networks. As the width and depth increase,
the numerical results show convergence similarly to the linear problems. We also plot
the distribution of absolute error on the unit sphere and tooth surface under depth = 4
and width = 50, as shown in Figure 8, which indicates again that the PINNs combined
with extrinsic approach perform well not only for linear problems but also for nonlinear
problems on surfaces.
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Figure 7. Example 3: Convergence results by using (a) different widths and (b) different depths.

(a) (b)

Figure 8. Example 3: Snapshots of absolute error distribution under width = 50 and depth = 4
for nonlinear problems on (a) a unit sphere and (b) tooth surface.

Example 4. Time-dependent nonlinear PDEs on surfaces

In this example, a time-dependent nonlinear convective diffusion reaction equation
on a unit sphere is considered as
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∂u
∂t

=
(

a∆S −~b · ∇S + c
)

u(x, y, z, t) + g(u) + f (22)

in which g(u) = u2 and a = 1,~b = 0, c = 0. The exact solution is given as u = ex+y+z sin(t).
Differently from the traditional methods combined with some time integration methods,
the variable t in this example is considered as an individual variable, just like the spatial
variable in the loss function, i.e.,

Loss(µ) =
1
N

N

∑
k=1

[
∂tuNN(xk, tk; µ)− (a∆S −~b · ∇S + c)uNN(xk, tk; µ)− g(ũ)− f (xk)

]2
(23)

We plot the distribution of absolute error on the unit sphere at t = 0.1 as illustrated
in Figure 9. The L2 error is 1.65× 10−3 using 2500 points with time increment ∆t = 0.01.
When considering the continuous time models, the original Equation (22) becomes a 4D
problem. We found that PINNs has a good ability to approximate high-dimensional
problems, which can be well combined with an extrinsic approach.

Figure 9. Example 4: Distribution of absolute error under width = 50 and depth = 4 for time-
dependent nonlinear problems (22) on the unit sphere.

4. Conclusions and Discussions

In this work, the extrinsic approach based on PINNs is proposed and shows good per-
formance and potential in the solutions of linear or nonlinear partial differential equations
(PDEs) on surfaces embedded in high dimensional space. We could conclude from the first
example that PINNs converge rapidly at the beginning of the increasing number of train-
ing points due to the dominant effect of the discretization error, and the solution will
not be obviously improved with the further increase in the number of training points
due to the dominant effect of optimization error. The second and third examples show
that PINNs, as combinations of machine learning and differential equations, will not lose
accuracy as the dimensionality (shape) increases in complexity; and will remain stable
regardless of the distribution of training data or the complexity of the problem, as long
as the data provided are accurate enough and the depth/width is large enough. This
indicates the PINNs have good stability and robustness. In addition, we also compared
the embedding approach based on PINNs with the extrinsic approach; the extrinsic ap-
proach based on PINNs showed better accuracy and used less computational time.

As a matter of fact, PDEs on curved surfaces or manifolds involve applications in biological
pattern formation. In [31] and the references therein, it is proved that the geometry and
specifically curvature play vital roles in biological pattern formation on curved surfaces. To
deal with those surfaces composed of scatter points in realistic problems, two additional
techniques, surface reconstruction [32,33] and the pseudospectral approach [9,16], could be
further considered. Additionally, although the continuous time models are fine, they still face
a dilemma when dealing with long simulations and large amounts of data, so there is a need



Mathematics 2022, 10, 2861 13 of 14

to introduce other techniques [34]. We revealed the potential of an extrinsic approach based
on PINNs for surface problems in this work and leave the long simulations on complicated
surfaces to our future work.
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