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Abstract: The stabilization of a planar premixed flame front on a lattice (porous) burner is considered.
The developed model captures all the important features of the phenomenon, while also admitting
qualitative analytical investigation. It has been rigorously mathematically proven that there exist
two different stabilization regimes: one with flame front located nearby the surface of the burner,
and another with the flame front located inside the lattice. These two regimes result in qualitatively
different gas temperature profiles along the flow that is monotonic and non-monotonic, respectively.
The boundary between the two regimes is described in terms of dependence of the lattice solid
material temperature on flow Peclet number. With similar temperature profiles, such dependencies
may be both monotonic and non-monotonic. The transition between the two types of dependencies is
controlled by the Arrhenius number. Conclusions of the study are supported by numerical analysis.
They also compare favorably with the available experimental data. The novelty of the present
approach is a fundamentally rigorous analytical analysis of the problem. The proposed analytical
model, based on δ-function approximation of the chemical source term, agrees well (within 7%
relative error) with the model based on the distributed description of the chemical reaction zone. The
obtained results are important from both a theoretical and practical point of view. They demonstrate
the existence of the two qualitatively different operating regimes for lattice burners, thus impacting
design solutions for such devices. The results will be of great interest to the broader academic
community, particularly in research areas where similar wave structures may emerge.

Keywords: premixed lattice burner; flame stabilization; analytical model; δ-function approximation;
rigorous mathematical proof

MSC: 34B60

1. Introduction

Combustion waves are a natural way of flame spread. The most basic of such structures
is the laminar pre-mixed flame propagating through a pipe or channel [1–4]. The most
common dominant mechanism of such propagation is heat conduction from the flame front
to the adjacent pre-heat zone, raising the temperature of the latter to values supporting a
significant increase in the mixture reaction rate. This type of wave structure is known as
a thermal flame. An alternative driving mechanism is the diffusion propagation of active
radicals away from the reaction zone, which may support the flame being essentially driven
by chain reactions, or the so-called chain flame.

A very specific standing combustion wave emerges around the burning fuel droplet [1].
More exotic examples are represented by cold or isothermal flames [3].

Flame fronts may also propagate through purely solid phase upon availability of
both a solid-state reagent and oxidizer. The most important of such processes are the
combustion of solid propellants [5], and the so-called Self-Propagating High-Temperature
Synthesis (SPHTS) [4,6]. Combustion propagation in these cases is driven exclusively by
heat conduction, with no convective effects (in the laboratory frame). Despite considerable
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simplification of the heat transfer mechanism, the flames of propellants, for example,
are known to be capable of exhibiting very complicated dynamics, including chaotic
dynamics [5].

A peculiar combustion wave is observed in fires, where propagation occurs in two-
phase media, involving heat feedback from the gaseous diffusion flame to pyrolyzing solid
material, which, in turn, supplies reactants back to flame [7,8].

The investigation of combustion waves with homogeneous multi-phase heat exchange
within the wave structure has been somewhat more recent. One type of this process is
convective combustion, where reacting gases interact with either the combustible or inert
matrix of porous material [9–14].

Another is standing a combustion wave developing on a lattice (porous) burner
(Figure 1). The latter device is of significant importance, both theoretically and practically.

Figure 1. Schematic of the lattice burner considered: (a) side view (cross-section) and (b) front
(upstream) view.

The combustion process in porous burners has been studied extensively [15–35], using
both experimental and numerical modelling methods, with respect to different burner
configurations, combustion regimes and employed fuels (for example, biofuels).

Barra et al. [31] investigated the effects of material properties on flame stabilization in
porous burners. Significant influence of thermal conductivity, the volumetric heat transfer
coefficient and the radiative extinction coefficient on stable operation limits were observed.

Barra and Ellzey [32] studied the heat recirculation process, due to solid matrix, for
a range of equivalence ratios. They found that recirculation efficiency decreases with the
increase of the equivalence ratio.

Djordjevic et al. [35] investigated flame stability in porous burners employing various
ceramic sponge-like structures. They proposed a simple criterion for prediction of blow-off
limits in combustion systems employing the porous burner concept.

Of particular interest are the results of Yakovlev et al. [15], Mital et al. [17] and Janvekar
et al. [27], who observed (both numerically and experimentally) non-monotonic temper-
ature profiles within the burner. Keshtkar et al. [34] also observed non-monotonic tem-
perature profiles in the course of their numerical analysis of rectangular two-dimensional
porous radiant burners.

Existence of both monotonic and non-monotonic temperature profiles is a key focus of
the present study.

Recently, Arutyunov et al. [36], using numerical methods, investigated the nature
of the upper limit of methane–air mixture combustion on a flat porous lattice. They
demonstrated that the position of the flame front, relative to the lattice surface, depends
strongly on the heat exchange rate between the gas and the solid lattice material. Within
certain ranges of fuel preheating and injection rates unstable combustion regimes were
observed. Further, Shmelev [37] established, numerically, the region of stable combustion
for the same system. It was shown that this region covers a wide range of gas injection
velocities and expands with increase of the width of the burner.

Despite the substantial volume of research referenced above, rigorous analytical
studies of such a combustion system have not been conducted.
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The present paper investigates combustion wave structure on a lattice (that is, on a
laminar premixed porous burner).

The novelty and contribution of the study are as follows:

• Development of tractable (admitting analytical qualitative investigation) model of
combustion wave stabilizing on a lattice (porous) burner;

• Development of approximated model, based on the description of chemical source
term with δ-function, admitting an exact analytical solution, and the explicit construc-
tion of such a solution;

• Rigorous mathematical proof of existence of the two distinctive combustion wave
modes, with monotonic and non-monotonic temperature profiles, respectively;

• Definition of critical curve in the space of control parameters, separating the two
wave modes. Rigorous mathematical proof of existence of both monotonic and non-
monotonic critical curves.

The existence of double-mode wave structure, rigorously proven in the present paper,
agrees qualitatively with experimental evidence, as discussed below. This finding impacts
design solutions for industrial porous burners.

The paper is organized in the following way. The mathematical formulation of the
problem is developed in Section 2. The results and discussion are presented in Section 3
(this section is separated into formal mathematical proof (Section 3.1), numerical illustration
of the results (Section 3.2), analysis of the critical curve separating the two combustion
regimes (Section 3.3) and comparison with experimental data (Section 3.4)). These sections
are followed by the Conclusion Section, References and Appendix A.

2. Mathematical Formulation

Assuming one-dimensional flow structure and uniform material properties (of both
the gas and the solid lattice), the following steady-state Heat Transfer Equation (HTE)
is considered to model the combustion process (we remind that waved variables are
dimensional; see subsection Ascents in the Notation table).

λ̃
d2T̃
dx̃2 − ρ̃c̃pũ

dT̃
dx̃

+ Q̃ÃC̃2
(

T̃ − T̃0

)1/2
exp

(
− Ẽ

R̃T̃

)
+ h̃S̃

(
T̃s − T̃

)
= 0 (1)

h̃ =

{
h̃s > 0; x̃ ∈ [0, x̃1]
0; x̃ ∈ (x̃1, ∞]

Flow is directed from left to right, and the lattice occupies the region from 0 to x̃1
(Figure 1).

The assumption of one-dimensional flow structure is standard in analysis of various
types of combustion waves (see, for example, Zeldovich et al. [3]) and is known to lead
to quantitatively correct and verifiable results. The major reason behind the assumption
of uniform (e.g., temperature-independent) thermophysical properties is that is allows
formal mathematical proof, presented below, to be conducted. Note, however, that this
assumption is very reasonable everywhere in the flow, except for extremely narrow chem-
ical reaction zone, as the temperature outside this zone does not deviate much from the
inflow temperature.

The third term on the Left-Hand Side (LHS) of Equation (1) describes the contribution
from a bimolecular reaction occurring in the premixed stream. The concentrations C̃1 and
C̃2 of both reactants are assumed to be equal at all times, i.e., C̃1(x̃) = C̃2(x̃) = C̃(x̃). This
means that combustion is being considered as stoichiometric. This assumption is made to
allow for more concise mathematical proof but is not binding. The proof may be modified
to remove this assumption. The fourth term describes heat transfer process between the
gas and the solid lattice, with the heat transfer coefficient being assumed constant.

The chemical reaction rate is written in the form that makes it vanish at the initial
temperature T̃0. This is a standard assumption in the combustion theory.
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The kinetic equation is

− ũ
dC̃
dx̃

= ÃC̃2
(

T̃ − T̃0

)1/2
exp

(
− Ẽ

R̃T̃

)
(2)

Further simplification, which is being made is that variable concentration C̃, is replaced
on the Right-Hand Side (RHS) of Equation (2) by its initial value C̃ ≡ C̃0 ≡ const. This
is reasonable in the view of much stronger dependence on reaction rate on temperature,
compared to dependence on reactant concentrations.

The simplified kinetic equation takes the form

− ũ
dC̃
dx̃

= ÃC̃2
0

(
T̃ − T̃0

)1/2
exp

(
− Ẽ

R̃T̃

)
(3)

The following non-dimensional (scaling) variables are introduced

ξ =
x̃
x̃1

θ =
T̃ − T̃0(
R̃T̃2

0 /Ẽ
) Pe =

x̃1ũ
κ̃

C =
C̃
C̃0

A = Q̃ÃC̃2
0

x̃2
1

λ̃

(
R̃T̃2

0

Ẽ

)−1/2

· exp

(
− Ẽ

R̃T̃0

)
; h =

h̃S̃x̃2
1

λ̃
(4)

g =
x̃2

1
κ̃

ÃC̃0

(
R̃T̃2

0

Ẽ

)1/2

· exp

(
− Ẽ

R̃T̃0

)
The choice of the spatial scale (lattice width) and the reactant concentration scale (initial

concentration) is natural. The temperature scale is chosen in the way that is commonly
adopted (and reflecting most important scale) in combustion theory (see, for example,
Merzhanov, and Khaikin [4]), as the ratio of excess temperature to characteristic temperature
interval. Once these three scales are fixed, the other scales in Equation (4) are determined
uniquely (to within an explicit inclusion of the reaction rate at initial temperature into the
parameter A, which is also a common practice). Note that the emerging Peclet number Pe
is a standard parameter in the analysis of convective heat transfer problems.

The problem formulation becomes

d2θ

dξ2 − Pe
dθ

dξ
+ A f (θ)C2(θ)H(C) + h(θs − θ) = 0

dC
dξ

= − g
Pe

f (θ)H(C) (5)

f (θ) =
√

θ exp
(

θ

1 + Arθ

)
0 ≤ ξ ≤ L

θs > 0, h =

{
hs > 0; ξ ∈ [0, 1]
0; ξ ∈ (1, L]

with the boundary conditions

θ(0) = θ0, C(0) = 1,
dθ

dξ
(L) = 0 (6)

where L > 0 is an arbitrarily large number.
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Here, for the convenience of mathematical proofs, we assume that the temperature
at the left boundary is slightly different from zero, i.e., θ0 > 0 is an arbitrarily small
positive number.

3. Results and Discussion
3.1. Types of Solutions

First of all, we demonstrate existence of solutions of the set of Equation (5) with the
boundary conditions in Equation (6).

This follows from the few Lemmas proved below.
Let us consider the set of Equation (5) with the boundary conditions

θ(0) = θ0, C(0) = 1,
dθ

dξ
(0) = p (7)

where p may assume any real value.
Define ξk in the following way: ξk = L if θ(ξ) 6= 0 on [0, L); otherwise ξk is such that

θ(ξk) = 0 and θ(ξ) 6= 0 on [0, ξk).

Lemma 1. ξk, θ(ξk) and dθ
dξ (ξk) are continuous functions of p, where p is any real value.

Proof. The statement is correct for ξk ≤ 1 since the solution of the Cauchy problem depends
continuously on the initial conditions.

If ξk > 1, then θ(1) and dθ
dξ (1) depend on p continuously. Therefore, ξk, θ(ξk) and

dθ
dξ (ξk) are also continuous functions of p. �

Lemma 2. For any ps there exists p such that for some ξsθ(ξs) = θs and dθ
dξ (ξs) > ps.

Proof. Re-write the set of Equation (5) in the form

d2θ

dξ2 − Pe
dθ

dξ
− A

Pe
g

dC
dξ

C2(θ) + h(θs − θ) = 0 (8)

dC
dξ

= − g
Pe

f (θ)H(C)

and integrate the first equation on [0, ξ].
We get

dθ

dξ
(ξ) = p + Pe(θ(ξ)− θ0)−

APe
3g

(
1− C3H(C)

)
−

ξ∫
0

hs(θs − θ)dξ (9)

Therefore,
dθ

dξ
(ξ) > p− APe

3g
− ξhsθs (10)

Let us choose now

p > ps +
APe
3g

+
hsθ2

s
ps

(11)

Then, for ξ ∈
[
0, θs

ps

]
,

dθ

dξ
(ξ) > ps; θ

(
θs

ps

)
> θs (12)

�

Lemma 3. θ(ξ)increase monotonically if ps >
APe
3g .
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Proof. Integrating Equation (8) on [ξs, ξ] we get

dθ

dξ
(ξ) = ps + Pe(θ(ξ)− θs)−

APe
3g

(
1− C3H(C)

)
+

ξ∫
ξs

hs(θ(α)− θs)dα (13)

�

Lemma 4. There exists p0 such that ξk = L and θ(ξk) = 0.

Proof. Let q = ξk − L if ξk < L, and q = θ(ξk) if ξk = L. Then q is the continuous function
of p, which assumes both positive and negative values. �

Theorem 1 (Existence of solution). There exists a solution of the set of Equation (5) with the
boundary conditions in Equation (6).

Proof. dθ
dξ (L) is a continuous function of p on [p0,+∞). Since dθ

dξ (L) ≤ 0 at p = p0, and

there exists p such that dθ
dξ (L) > 0, then dθ

dξ (L) = 0 at some p ∈ [p0,+∞). �

In the following analysis of the set of Equation (5), µ = A
3g will be assumed to be a

large parameter.
Let us define ξ0 in the following way:

C(ξ0) = 0, C(ξ) 6= 0 on [0, ξ0) (14)

The following three cases are possible

(1) ξ0 does not exist (C(ξ) 6= 0 on [0, L));
(2) 1 < ξ0 ≤ L;
(3) 0 < ξ0 ≤ 1.

Consider first the case 1 < ξ0 ≤ L.
For ξ0 > 1 the set of Equation (5) assumes the form

d2θ

dξ2 − Pe
dθ

dξ
− 3µPe

dC
dξ

C2(θ)H(C) = 0

dC
dξ

= − g
Pe

f (θ)H(C) (15)

Lemma 5. For ξ ∈ [1, ξ0], θ(ξ) does not decrease; for ξ ∈ [ξ0, L], θ(ξ) = θ(ξ0) = θ∗.

Proof. This follows easily from Equation (15) and the condition dθ
dξ (L) = 0. �

Let now θ(ξ0) = θ∗. Integrating Equation (15), we get

dθ

dξ
− Pe θ − µPeC3(ξ)H(C) = −Pe θ∗ (16)

Let now, for 0 ≤ ξ̂ ≤ ξ0, u
(
ξ̂
)
= θ∗ − θ

(
ξ0 − ξ̂

)
; Ĉ
(
ξ̂
)
= C

(
ξ0 − ξ̂

)
.

The set of Equation (15) takes the form

du
dξ̂

+ Pe u = µPeĈ3

dĈ
dξ̂

=
g

Pe
f (θ∗ − u) (17)
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u(0) = Ĉ(0) = 0

It follows from Equation (17) that du
dξ̂

< µPeĈ3.
Therefore

µPe
dĈ
dξ̂

Ĉ3 >
g

Pe
du
dξ̂

f (θ∗ − u) (18)

Integrating Equation (18) on
[
0, ξ̂
]
, we obtain

µPe
4

Ĉ4 >
g

Pe

θ∗∫
θ∗−u

f (θ)dθ (19)

Let α = d ln f (θ)
dθ

∣∣∣
θ=θ∗

.

Lemma 6.

f (θ) > α

θ∫
0

f (w)dw (20)

Proof. Indeed, d ln f (θ)
dθ = 1

2θ +
1

(1+Ar θ)2 is monotonically decreasing function of θ. Therefore,

for w < θ ln f (w) < ln f (θ) + α(w− θ), or f (w) < f (θ) exp(α(w− θ)). Integrating the
later inequality, we prove Lemma 6. �

Further, define the constant Ĉ0 by

µPe
4
(
Ĉ0
)4

=
g

Pe

θ∗∫
0

f (θ)dθ (21)

Lemma 7.
dĈ
dξ̂

>
αµPe

4

((
Ĉ0
)4 − Ĉ4

)
(22)

Proof. It follows from Lemma 6 that

dĈ
dξ̂

>
αg
Pe

θ∗−u∫
0

f (w)dw =
αg
Pe

θ∗∫
0

f (w)dw− αg
Pe

θ∗∫
θ∗−u

f (w)dw (23)

Since αg
Pe

θ∗∫
0

f (w)dw = αµPe
4
(
Ĉ0
)4 and, according to Equation (19)

αµPe
4 Ĉ4 > αg

Pe

θ∗∫
θ∗−u

f (w)dw, then Lemma 7 is proved. �

Lemma 8.
Ĉ > C0

(
1− 2 exp

(π

2

)
exp

(
−αµPeC3

0 ξ̂
))

(24)

Proof. Consider the following equation

dy
dς

= κ
((

Ĉ0
)4 − y4

)
, y(0) = 0 (25)

for ς ≥ 0, y < Ĉ0.
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Its exact solution is

κς =
1

4
(
Ĉ0
)3 ln

(
Ĉ0 + y
Ĉ0 − y

)
+

1

2
(
Ĉ0
)3 arctg

(
y

Ĉ0

)
(26)

Since y < Ĉ0 arctg
(

y
Ĉ0

)
< π

4 and we obtain

4
(
Ĉ0
)3

κς− π

2
< ln

(
Ĉ0 + y
Ĉ0 − y

)
(27)

or

y > Ĉ0

1− 2

1 + exp
(

4
(
Ĉ0
)3

κς− π
2

)
 (28)

Upon comparison with Equation (22) Lemma 8 is proved. �

We actually show that for αµ � 1 and ξ0 > 1 (where h ≡ 0), the solution of the set
of equations

d2θ

dξ2 − Pe
dθ

dξ
+ µPeδ(ξ − ξ0) + h(θs − θ) = 0

θ(ξ0) = θ∗

µPe
4

C4(1) =
g

Pe

θ∗∫
0

f (w)dw (29)

θ(0) = 0
dθ

dξ
(L) = 0 ξ ∈ [1, L]

is a good approximation for solution of the set of Equation (5) on the interval ξ ∈ [1, L].
It may be shown by similar arguments that for 0 < ξ0 < 1 (where h > 0), the solution

of the set of Equation (5) is also well approximated by the solution of the set of Equation (29).
The requirements for µ given by the conditions αµ� 1 and the third of the conditions

in the set of Equation (29) enforces a narrow reaction zone.
Analytical solution of the Boundary Value Problem (BVP) (29) is presented in

Appendix A.
This analytical solution delivers two different types of temperature profiles, namely,

non-monotonic and monotonic. These occur, for example, for the sets of parameters shown
in the captions to Figures 2 and 3, respectively.

Figure 2. Non-monotonic solutions. 1—approximate model (29); 2—original model (5). Pe = 135;
A = 2.75 × 10−18; Ar = 0.012; hs = 7.14 × 102; θs = 90; g = 1.0 × 10−20; µ = 91.67; ξ0 = 0.41.
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Figure 3. Monotonic solutions. 1—approximate model (29); 2—original model (5); Pe = 135;
A = 2.75 × 10−18; Ar = 0.012; hs = 7.14 × 102; θs = 50; g = 1.0 × 10−20; µ = 91.67; ξ0 = 1.74.

Since the Lemmas 5–8 prove approximation of the set Equation(5) by the set of
Equation (29), and the two types of solutions can be demonstrated for the set of
Equation (29), then the following Theorem below, the major result of the paper, is proved.

Theorem 2 (Existence of the two types of solutions). The set of Equations (5) and (6) admits
two types of temperature profile solutions: monotonic and non-monotonic.

3.2. Numerical Results

The Boundary Value Problem given by the Equations (5) and (6) is solved numerically
using in-house computational code developed at the N.N. Semenov Federal Research
Centre for Chemical Physics. The false transient (or establishment) method [38] is used
with the following numerical scheme

θn+1
k −θn

k
τ = 2

(hk+hk+1)

[
θn+1

k+1−θn+1
k

hk+1
− θn+1

k −θn+1
k−1

hk

]
− Pe (

θn+1
k −θn+1

k−1 )
hk

+

+A f
(
θn

k
)(

Cn
k
)2

+ hs

(
θs − θn+1

k

) (30)

Cn
k =

1− g
Pe

ξk∫
0

f (θn(s))ds

H(Cn
k )

Iterations are performed until steady-state solution is achieved, with a certain a priori
specified accuracy.

Based on existing data [39,40], physically meaningful ranges of the problem parameters
are identified as follows:

Pe ∈ [4, 280],

A ∈
[
4.7× 10−29, 4.7× 10−12

]
,

Ar ∈
[
1.2× 10−2, 2.0× 10−2

]
,

g ∈
[
9.7× 10−29, 9.84× 10−12

]
,
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µ ∈ [75.0, 208.0],

θs ∈ [50.0, 705.0],

hs ∈
[
7.14× 102, 1.14× 103

]
It should be remembered that besides the above restrictions for the parameters A, g

and µ, the relation µ = A
3g must always hold.

Numerical solutions plotted in Figures 2 and 3 confirm good approximation provided
by the set of Equation (29) to the set of Equation (5), as was proven earlier in Section 3.1.

Analytical solutions of the approximating set of Equation (29) (Appendix A) show
that this problem has non-monotonic solutions for 0 < ξ0 < 1 and monotonic for ξ0 > 1.

It is instructive to identify, in the parameter space, the regions corresponding to the
two types of solutions.

For this purpose, let us introduce the “critical curve”, defined by the condition ξ0 = 1
since the latter separates the two different types of solutions. From Equation (5)

1− C(ξ) =
g

Pe

ξ∫
0

f (θ(s))ds (31)

Therefore, due to definition (14), the requirement ξ0 = 1 translates into the following
relationship between the governing parameters θs and Pe (with the parameter g being
considered fixed)

g
Pe

1∫
0

f (θ(s))ds = 1 (32)

The computed critical curve is presented in Figure 4.

Figure 4. Critical curve θs = θs(Pe). 1—approximate model (29); 2—original model (5);
A = 2.75 × 10−18; Ar = 0.012; hs = 7.14 × 102; g = 1.0 × 10−20; µ = 91.67.

3.3. Analysis of the Critical Curve Behavior

The behavior of critical curves and their dependence on parameters may be understood
in more detail from Figures 5–9.
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Figure 5. Monotonic critical curves. Approximate model (29). Ar = 0.02; hs = 7.14 × 102; µ = 75.0;
1—A = 2.75 × 10−13; g = 1.22 × 10−15; 2—A = 2.75 × 10−15; g = 1.22 × 10−17; 3—A = 2.75 × 10−18;
g = 1.22 × 10−20.

Figure 6. Transition from monotonic to non-monotonic critical curve. Approximate model (29).
A = 2.75 × 10−18; hs = 7.14 × 102; µ = 75.0; g = 1.22 × 10−20, 1—Ar = 0.02, 2—Ar = 0.012.
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Figure 7. The integral Ψ1(ξ). Approximate model (29). A = 2.75 × 10−18; hs = 7.14 × 102; µ = 75.0;
g = 1.22 × 10−20. 1—monotonic critical curve. Ar = 0.02; Pe = 50.0; θs = 702.01. 2—non-monotonic
critical curve. Ar = 0.012; Pe = 50.0; θs = 87.70.

Figure 8. Solutions in the case of non-monotonic critical curve. Approximate model (29).
A = 2.75 × 10−18; Ar = 0.012; hs = 7.14 × 102; µ = 75.0; g = 1.22 × 10−20; θs = 87.70; 1—Pe = 50.0;
2—Pe = 84.35.
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Figure 9. The integrals Ψ1(ξ) for the Figure 8 solutions. Approximate model (29). A = 2.75 × 10−18;
Ar = 0.012; hs = 7.14 × 102; µ = 75.0; g = 1.22 × 10−20; θs = 87.70; 1—Pe = 50.0; 2—Pe = 84.35.

It turns out that both monotonic and non-monotonic critical curves exist.
The results presented in Figures 5–9 are obtained using the approximate model (29)

with the delta function.
Figure 5 shows three curves drawn at different value of the parameters A and g. It is

evident that all the three critical curves are monotonic.
Transition to non-monotonic behavior occurs upon variation of the Arrhenius number

Ar (Figure 6), with all other parameters being kept constant. Non-monotonic behavior
emerges upon decreasing the Arrhenius number.

The particular type (monotonic or non-monotonic) of the critical curve is controlled
by behavior of the integral

Ψ1(ξ) =
g

Pe

ξ∫
0

f (θ(s))ds (33)

which must be equal to unity at ξ = 1.
Figure 7 demonstrates these integrals for monotonic and non-monotonic curves. For

the non-monotonic solution, the total value of the integral accumulates in the small vicinity
of the point ξ = 1.

In the non-monotonic case (curve 2, Figure 6) the same value of θs = 87.70 corresponds
to the two values of the parameter Pe, namely Pe = 50 and Pe = 84.35.

The solutions θ(ξ) for these two values of Pe are presented in Figure 8, while Figure 9
presents the integrals Ψ1(ξ) for these solutions.

It is evident from Figure 9 that total values of both integrals accumulate in the small
vicinity of the point ξ = 1.

The critical curve decreases at the point (Pe = 50, θs = 87.70), and increases at the
point (Pe = 84.35, θs = 87.70).

It may be concluded that sharp behavior of the integral Ψ1(ξ) in the vicinity of the
point ξ = 1 is the necessary condition for the critical curve to be non-monotonic.

The counterintuitive existence of non-monotonic critical curves may be explained in
the following way.
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Assuming the approximate δ- function model (29) and setting ξ0 = 1 results in the
following BVP for the temperature profile on [0, 1]

d2θ

dξ2 − Pe
dθ

dξ
+ hs(θs − θ) = 0 (34)

θ(0) = 0;
dθ

dξ
(1) = µ · Pe

and, for a given Pe, the value of θs is determined from the condition

g
Pe

1∫
0

f (θ(s))ds = 1 (35)

where the source function f (θ) is given by Equation (5).
Let

λ1 =
Pe +

√
Pe2 + 4hs

2
; λ2 = − 2hs

Pe +
√

Pe2 + 4hs
(36)

Then λ1 is sufficiently large for hs = 720, Pe < 50, while at the same time, λ2 is
negative with sufficiently large absolute value, so that approximately

θ(ξ) ≈ θs(1− exp(λ2ξ)) +
µPe
λ1

exp(λ1(ξ − 1)) (37)

Let us consider the case where the value g
Pe f (θs) is negligibly small. It is only in this

case when the original problem is well approximated by the model with δ-function source.
In this case we can assume

θ(ξ) = θs +
µPe
λ1

exp(λ1(ξ − 1)) (38)

and then
dθ

dξ
= λ1(θ − θs) (39)

We solve, under the above assumptions, the equation

F(θs, Pe) =
g

Pe

1∫
0

f (θ(s))ds = 1 (40)

with respect to θs at a fixed value of Pe.
It is easy to see that F(θs, Pe) is monotonic with respect to θs. Therefore, the solution

θs(Pe) of the equation F(θs, Pe) = 1 is unique with respect to θs.
If ∂F

∂Pe > 0 at F(θs, Pe) = 1, then dθs
dPe < 0.

Let us calculate ∂F
∂Pe .

Let u = θ − θs, then

F(θ, Pe) =
g

Pe

µPe
λ1∫

1

f (θs + u)
λ1u

du (41)

(We assumed that the value g
Pe f (θs) is small and the lower bound of the integral is irrelevant).
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Further,
∂F
∂Pe = 2hs

λ2
1

√
Pe2+4hs

µg
Pe

f (θ∗)
µPe −

− 2g

Pe3
√

Pe2+4hs

µPe
λ1∫
1

f (θs+u)
u du =

= 2hsg f (θ∗)
λ2

1Pe2
√

Pe2+4hs
− 2λ1

Pe2
√

Pe2+4hs

(42)

Here θ∗ = θ(1) = θs +
µPe
λ1

, and we used the fact that

µPe
λ1∫

1

f (θs + u)
u

du =
λ1Pe

g
(43)

Therefore, under our assumptions, dθs
dPe < 0 if f (θ∗) > λ3

1
ghs

.
It is easy to see that upon increasing µ or decreasing Ar (at fixed g, Pe, hs), θs(Pe)

decreases, while f (θ∗) increases.
Therefore, by increasing µ or decreasing Ar, we can obtain points on the critical curve

where dθs
dPe < 0.

3.4. Comparison with Experimental Data

Let us compare results of the present study with available experimental observations.
Yakovlev et al. [15] conducted a very detailed numerical investigation of flame sta-

bilization process in thin-layered radial porous burner. It consisted of a mounting flange
connected with a thin-layered porous shell. Flow configuration for the reported experiment
may be considered as a flow through porous wall of the infinitely long hollow cylinder
in the direction normal to the wall (i.e., in the plane perpendicular to the axial axis of
symmetry of the cylinder). Flow direction is from the inner surface of the cylinder to the
outer surface.

Within stable operating ranges, the flame front can be stabilized within the cavity of
the burner (internal regime), within porous media (submerged flame) or above it (surface-
stabilized flame), by adjusting the equivalence ratio and the flow rate.

The first of these regimes (stabilization upstream from the lattice) is not considered
in the present study; however, the latter two are of most interest. Similar to the present
study, Yakovlev et al. [15] observed two types of temperature distribution profiles, that
is monotonic and non-monotonic. When the flame stabilized within porous media (sub-
merged regime), then a non-monotonic profile was observed. When the flame stabilized
downstream from the surface (surface-stabilized regime), then a monotonic profile was
observed. This change of profile configuration upon flame front relocating from the porous
to the gas region is quantitatively identical to the behavior reported in Figures 2 and 3 of
the present study.

Mital et al. [17] and Janvekar et al. [27] considered porous burners of cylindrical shape,
with the flow parallel to the to the axial axis of symmetry of the cylinder. This configuration
would be asymptotically identical to the one used in the present study if the radius of the
cylinder increases infinitely.

Both studies observed the flame stabilization regime inside the porous material (sub-
merged reaction zone) with non-monotonic temperature profiles similar the one presented
in Figure 2.

Thus, the studies of Yakovlev et al. [15], Mital et al. [17], Janvekar et al. [27] and
Keshtkar et al. [34] provide indirect, but nevertheless very convincing support for the
results of the present study.
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4. Conclusions

The standing premixed combustion wave on a lattice burner has two qualitatively
distinctive regimes: flame stabilizes either downstream from the burner surface or inside
the solid lattice.

For the first time, this fact has been proved absolutely rigorously using a one-dimensional
analytical model of reacting flow.

It has also been demonstrated using numerical simulations.
In the space of controlling parameters, the two stabilization regimes are separated by

the specific dependence of the lattice temperature on the flow Peclet number (the critical
curve), with all other parameters being fixed.

Transition from monotonic to non-monotonic regimes occurs as the Arrhenius number
sufficiently decreases.

Results of the present study agree qualitatively with the available experimental data.
Novelties of the present study may be summarized as follows: a new model of

the standing combustion wave stabilized on a lattice (porous) burner is proposed. The
model allows for qualitative analytical investigation of the problem to be performed. An
approximated model, based on description of chemical source term with δ-function, is also
developed. The exact analytical solution is obtained for this model. Rigorous mathematical
proof of existence of the two distinctive combustion wave modes, with monotonic and non-
monotonic temperature profiles, respectively, is demonstrated for the first time. Definition
of critical curve in the space of control parameters, separating the two combustion wave
modes, is proposed. Rigorous mathematical proof of existence of both monotonic and
non-monotonic critical curves is demonstrated.

In terms of quantitative results, proposed analytical model, based on δ-function ap-
proximation of chemical source term, agrees well (within 7% relative error) with the model
based on distributed description of chemical reaction zone.

The proven existence of the two significantly different combustion regimes is of great
practical importance and impacts design solutions for industrial porous burners. The
results will be of great interest to the broader academic community, particularly in research
areas where similar wave structures may emerge.
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BVP Boundary Value Problem
HTE Heat Transfer Equation
LHS Left-Hand Side
RHS Right-Hand Side
Notation
Ascents
∼ wave: dimensional, and only dimensional, variables
ˆ cap: auxiliary non-dimensional variables
Latin
A pre-exponential factor
Ar Arrhenius number
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C reactant concentration
cp specific heat at constant pressure
E activation energy
f chemical source function
g parameter
H Heaviside function (unity for positive values of the argument; zero for non-positive values)
h heat transfer coefficient
L arbitrary large positive number
Pe Peclet number
Q heat of reaction
R universal gas constant
S lattice surface area per unit volume
T temperature
u gas mixture velocity
x spatial coordinate
x1 lattice thickness
Greek
δ Delta function
θ temperature
κ thermal diffusivity
λ thermal conductivity
µ parameter (A/(3g))
ξ spatial coordinate
ρ density
τ time
Subscripts
s surface
0 ambient; initial

Appendix A

Here, an analytical solution for the approximate δ-function model (29) is presented.
We solve the following problem

d2θ

dξ2 − Pe
dθ

dξ
+ µPeδ(ξ − ξ0) + h(θs − θ) = 0 (A1)

θ(0) = 0,
dθ

dξ
(L) = 0, ξ ∈ (0, L)

The location ξ0 is determined by the condition

g
Pe

ξ0∫
0

f (θ(s))ds = 1 (A2)

The source function f (θ) is given by Equation (5).
The parameters λ1,2 used below are given by Equation (36).
Let us solve the problem (A1) at a fixed value of ξ0.

Case 1 . 0 ≤ ξ0 < 1

In this case, the solution has the form

Θ1(ξ, ξ0) =


θs
(
1− eλ2ξ

)
+ C1,1(ξ0)

(
eλ1ξ − eλ2ξ

)
; ξ ∈ [0, ξ0)

θs + C3,1(ξ0)
(

eλ1ξ − λ1
λ2

e(λ1−λ2)eλ2ξ
)

; ξ ∈ (ξ0, 1]

θs + C3,1(ξ0)
(

eλ1 − λ1
λ2

e(λ1−λ2)eλ2
)

; ξ ∈ (1, L]
(A3)
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The matching conditions at ξ = ξ0 are θs
(
1− eλ2ξ0

)
+ C1,1

(
eλ1ξ0 − eλ2ξ0

)
= θs + C3,1

(
eλ1ξ0 − λ1

λ2
e(λ1−λ2)eλ2ξ0

)
C3,1λ1

(
eλ1ξ0 − e(λ1−λ2)eλ2ξ0

)
+ θsλ2eλ2ξ0 − C1,1

(
λ1eλ1ξ0 − λ2eλ2ξ0

)
= −µPe

(A4)

from where

C1,1(ξ0) =
θs(λ1 − λ2)λ2 + µPe

(
e(λ1−λ2)e−λ1ξ0 λ1 − eλ2ξ0 λ2

)
(λ1 − λ2)

(
e(λ1−λ2)λ1 − λ2

) (A5)

C3,1(ξ0) =
λ2
(
θs(λ1 − λ2) + µPe

(
e−λ1ξ0 − eλ2ξ0

))
(λ1 − λ2)

(
e(λ1−λ2)λ1 − λ2

)
Case 2 . ξ0 = 1

The solution has the form

Θ2(ξ, ξ0) =

{
θs
(
1− eλ2ξ

)
+ C1,2(ξ0)

(
eλ1ξ − eλ2ξ

)
; ξ ∈ [0, 1]

C3,2(ξ0); ξ ∈ (1, L]
(A6)

The matching conditions are as follows{
θs
(
1− eλ2

)
+ C1,2

(
eλ1 − eλ2

)
= C3,2

θsλ2eλ2 − C1,2
(
λ1eλ1 − λ2eλ2

)
= −µPe

(A7)

C1,2(ξ0) =
θsλ2eλ2 + µPe(
λ1eλ1 − λ2eλ2

) (A8)

C3,2(ξ0) = θs

(
1− eλ2

)
+

(
θsλ2eλ2 + µPe

)(
λ1eλ1 − λ2eλ2

) (eλ1 − eλ2
)

Case 3 . ξ0 > 1

The solution has the form

Θ3(ξ, ξ0) =


θs
(
1− eλ2ξ

)
+ C1,3(ξ0)

(
eλ1ξ − eλ2ξ

)
; ξ ∈ [0, 1]

C3,3(ξ0) + C4,3(ξ0)ePeξ ; ξ ∈ (1, ξ0]
C3,3(ξ0) + C4,3(ξ0)ePeξ0 ; ξ ∈ (ξ0, L]

(A9)

The matching derivatives at ξ = ξ0 give

C4,3(ξ0) = µe−Peξ0 (A10)

The matching conditions at ξ = 1 are{
θs
(
1− eλ2

)
+ C1,3

(
eλ1 − eλ2

)
= C3,3 + µePe(1−ξ0)

−θsλ2eλ2 + C1,3
(
λ1eλ1 − λ2eλ2

)
= µPeePe(1−ξ0)

(A11)

C1,3(ξ0) =
θsλ2eλ2 + µPeePe(1−ξ0)(

λ1eλ1 − λ2eλ2
) (A12)

C3,3(ξ0) = θs

(
1− eλ2

)
− µePe(1−ξ0) +

(
θsλ2eλ2 + µPeePe(1−ξ0)

)
(
λ1eλ1 − λ2eλ2

) (
eλ1 − eλ2

)
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The solution of the BVP (A1) and (A2) on the whole interval [0, L] is

Θ(ξ, ξ0) =


Θ1(ξ, ξ0); ξ0 ∈ [0, 1)
Θ2(ξ, ξ0); ξ0 = 1
Θ3(ξ, ξ0); ξ0 ∈ (1, L)

(A13)
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