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Abstract: A surveillance system with more than hundreds of cameras and much fewer monitors
strongly relies on manual scheduling and inspections from monitoring personnel. A monitoring
method which improves the surveillance performance by analyzing and learning from a large amount
of manual operation logs is proposed in this paper. Compared to fixed rules or existing computer-
vision methods, the proposed method can more effectively learn from the operators’ behaviors and
incorporate their intentions into the monitoring strategy. To the best of our knowledge, this method
is the first to apply a monitoring-strategy recommendation model containing a global encoder and a
local encoder in monitoring systems. The local encoder can adaptively select important items in the
operating sequence to capture the main purpose of the operator, while the global encoder is used to
summarize the behavior of the entire sequence. Two experiments are conducted on two data sets.
Compared with att-RNN and att-GRU, the joint coding model in experiment 1 improves the Recall@20
by 9.4% and 4.6%, respectively, and improves the MRR@20 by 5.49% and 3.86%, respectively. In
experiment 2, compared with att-RNN and att-GRU, the joint coding model improves by 11.8% and
6.2% on Recall@20, and improves by 7.02% and 5.16% on MRR@20, respectively. The results illustrate
the effectiveness of the our model in monitoring systems.

Keywords: monitoring strategy; joint coding model; operation log; monitoring system; recommendation

MSC: 68W40; 94D05; 49J22

1. Introduction

In recent years, video surveillance system has developed rapidly, and it is increasingly
used in various security fields, such as prison monitoring of prisoners, and security per-
sonnel monitoring of passengers. An increasing number of surveillance videos need to be
operated by surveillance personnel, and the number of operation logs is also increasing
exponentially. Therefore, mining valuable information from massive logs has become a
meaningful topic.

In the realm of surveillance, previous research focused on abnormal behaviors of
the monitored person in surveillance video [1], such as gait recognition [2–5], pedestrian
re-identification [6,7], etc., but the operations of monitors should also cause concern. Based
on the operation logs, this paper extracts valuable information from the operations of
monitors. The operation logs refer to the log files that record the display contents of the
monitors and the operations of the operators.

A surveillance system with more than hundreds of cameras and much fewer monitors
strongly relies on the manual scheduling and inspections from monitoring personnel.

Since the number of cameras in the surveillance system is much greater than that of
monitors, this will cause serious information loss. By formulating monitoring strategies and
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prioritizing the display of high-risk areas at the current moment, the problem of information
loss can be alleviated. Therefore, the quality of the monitoring strategy directly determines the
ability of the monitoring system. Tensor-based [8,9], social network-based methods [10–13], etc.,
are commonly recommended methods. These methods need to obtain each user’s information
as a dimension of the original input. However, in the monitoring system, a department may
share the same account, and it is impossible to obtain the click information of each operator.

Two strategies are mainly used in the existing monitoring strategies: fixed rule or-
dering display and abnormal screen priority ordering display. The first strategy is based
on the experience of monitoring personnel to set a fixed interval time for a fixed screen
display. This requires the monitoring personnel to be familiar with high-risk areas and
time. Due to the fixed screen sequence, it is impossible to carry out regular and fixed-point
monitoring for the high-risk area in different time periods. Computer vision algorithms
are applied in the second strategy to analyze the abnormal behaviors. Support vector
machine (SVM) is a common method for abnormal behavior detection. On the basis of
SVM, Olkopf et al. [14] proposed one-class support vector machine (OCSVM). In the model
training stage, OCSVM searches for a hyperplane with the largest distance from the zero
point in the high-dimensional feature space. At the same time, the hyperplane separates the
zero point from all high-dimensional feature data in the space. Refs. [15–17] regard OCSVM
as a model for abnormal behavior detection, and obtained good experimental results. Cha-
lapathy et al. [18] further introduced the idea of OCSVM into the field of deep learning, and
proposed one-class neural networks (OCN) as a classifier for abnormal behavior detection.
Tung et al. proposed a strategy to classify trajectories based on the probability framework
of particle filtering to complete the detection of abnormal behavior [19]. Cao et al. [20]
estimated the kinetic energy of group movement in surveillance video based on optical
flow technology. They further combined the direction change of group movement and the
change of group movement state in a certain direction to detect the occurrence of abnormal
behavior. Luo et al. [21] used convolutional neural network (CNN) and convolutional
long short-term memory (ConvLSTM) to learn the regularity of normal samples in the
training sample set through historical information and established an abnormal behavior
detection model. Liu et al. [22] used the basic principles of the GAN network and the
results of previous studies to build a deep neural network for predicting future frames as an
abnormal behavior detection model. Xie et al. [23] presented a deep learning algorithm to
evaluate abnormal behavior based on spatiotemporal representation learning. Liu et al. [24]
adopted the framework of variational abnormal behavior detection to solve the variability
of abnormal behavior coupled with huge ambiguity and uncertainty of video contents.

Both of the existing monitoring strategies have great disadvantages: the first strategy
requires high experience of the monitoring personnel and cannot accurately judge different
risk areas at different times; the second strategy is affected by the accuracy of the image
intelligent analysis technology, and the false alarm rate is high, which affects the monitoring
personnel’s judgment of the risk. Due to the above drawbacks of existing strategies, a
joint coding monitoring strategy recommendation model based on operation log(OL-
JCMSR) is proposed in this paper, which contains a global encoder and a local encoder to
automatically capture and summarize the optimized behavior of the monitoring personnel.
OL-JCMSR is an operation log based model, which can effectively solve the defects of the
two existing strategies.

The main contributions of this paper are shown below.

• The operation logs are used to recommend monitoring strategies, which effectively
solves the problems of the above two existing strategies and improves the performance
of the monitoring system.

• OL-JCMSR is applied in the monitoring system. The experimental results show
that OL-JCMSR is more suitable for monitoring strategy recommendation than other
models, benefiting from the global encoder’s summary of the entire operation sequence
and the local encoder’s precise capture of the operation intent.
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Our model and experimental analysis is presented in the following sections. The prin-
ciple of OL-JCMSR is described in Section 2. The process of the global encoder summarizes
the behavior of the entire sequence and is described in Section 2.1. The process of local
encoder captures the main purpose and is described in Section 2.2. Section 2.3 introduces
the process of decoder. In Section 3, we conduct a large number of experiments and analy-
ses, and the experimental results proved the effectiveness of OL-JCMSR (Supplementary
Materials).

2. OL-JCMSR

OL-JCMSR contains a global encoder and a local encoder [25]. For session-based
surveillance tasks, the global encoder is used to summarize the entire surveillance sequence,
while the local encoder can adaptively select important items in the current session. The
sequence behavior is useful for extracting the main purpose of the user in the current session.
Therefore, this paper uses the representation of sequence behavior and the previous hidden
state to calculate the attention weight of each click.

Figure 1 is a model diagram of OL-JCMSR. The global encoder hg
t is integrated into ct

to provide the sequential behavior representation of our model. The function of the last
hidden state of global encoder hg

t is different from that of local encoder hl
t. hl

t is used to
calculate the attention weight of the previous hidden state, while hg

t encodes the entire
sequence behavior. Combining these two coding schemes, ct is the unified representation
of the entire behavior sequence and the main purpose of the current conversation:

ct =
[
cg

t ; cl
t

]
= [hg

t ;
t

∑
j=1

atjhl
t], (1)

where atj is a weight coefficient that determines the importance of item, which will be
introduced in detail in the local encoder.

Figure 1. OL-JCMSR diagram.
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2.1. Global Encoder

The entire operation sequence is used as the input of the global encoder, and the
behavior characteristics of monitoring personnel in the sequence are used as the output
of the global encoder. Figure 2 is a model diagram of the global encoder. The relationship
between the candidate behavior ĥt and its previous behavior hg

t−1 is as follows:

hg
t = (1− zt)h

g
t−1 + zt ĥt, (2)

where zt is the update gate:
zt = σ(Wzxt + Uzhg

t−1), (3)

and ĥt is the candidate behavior:

ĥt = tanh[Wxt + U(rt
⊙

hg
t−1)], (4)

where
⊙

is the Hadamard product and rt is the reset gate:

rt = σ(Wrxt + Urhg
t−1), (5)

where σ is the sigmoid function. Through σ, the data can be transformed into a value
within the range of 0–1. So we use σ as the gating signal. The pseudocode for the global
encoder is shown in Algorithm 1.

Algorithm 1: Global encoder.
Input: Operation log sequence [x1 . . . xt]
Output: Behavior characteristics of the monitoring personnel Cg

t
1 Normalize [x1 . . . xt];
2 Randomly initialize U, W, Uz, Wz for global encoder;
3 for xi in [x1 . . . xt] do
4 Calculate reset gate rt, Equation (5);
5 Calculate candidate behavior ĥt, Equation (4);
6 Calculate update gate zt, Equation (3);
7 Back propagation to update U, W, Uz, Wz;
8 end
9 Get Cg

t , Cg
t =Hg

t

Figure 2. The global encoder.

Because the global encoder’s vectorized generalization of the entire operation sequence
is difficult to accurately obtain the intention of the surveillance personnel, so a local encoder
for operation sequence is designed.
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2.2. Local Encoder

The structure of the local encoder (Figure 3) is similar to that of the global encoder.
In order to obtain the precise intention of the monitoring personnel in the operation
sequences, this paper uses an item-level attention mechanism. The dynamic selection and
linear combination of different input sequence are as follows:

cl
t =

t

∑
j=1

atjhl
j, (6)

where α is the weight factor. It is up to α to decide which parts of the prediction should be
emphasized or ignored. The design of α is as follows:

atj = q(hg
t , hl

j), (7)

where hg
t is the hidden layer output of global encoder in t-th step, and hl

j is the hidden layer

output of local encoder in t-th step. The q function is to calculate the similarity between hg
t

and hl
j:

q(hg
t , hl

j) = vTσ(A1hg
t + A2hl

j), (8)

where matrix A1 is used to transform hg
t into a latent space, A2 also acts on hl

j. The local
encoder can adaptively capture the intention of the monitoring personnel. The pseudocode
for the local encoder is shown in Algorithm 2.

Algorithm 2: Local encoder.

Input: Operation log sequence [x1 . . . xt], and Cg
t

Output: Behavior characteristics Cl
t

1 Normalize [x1 . . . xt];
2 Randomly initialize U, W, Uz, Wz for local encoder;
3 for xi in [x1 . . . xt] do
4 RNN to update U, W, Uz, Wz;
5 end
6 Calculate q function , Equation (8);

7 Calculate weight factor aj
t, Equation (7);

8 Get Cl
t , Equation (6);

Figure 3. The local encoder.
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2.3. Decoder

A bi-linear decoding scheme is used in this paper, which not only reduces the number
of parameters, but also improves the performance of the model. Specifically, the bi-linear
similarity function between each candidate and the representation of the current operation
sequence is used to calculate the similarity score Si:

Si = embT
i Bct, (9)

where B is a dimension conversion matrix. Finally, the similarity score of each item is input
into the SoftMax layer to obtain the probability of the item.

3. Experimental Results and Analysis of OL-JCMSR

Two experiments are carried out in this paper. Experiment 1 uses the entire data set.
Since the data set contains a large amount of log data generated by the original monitoring
strategy, the amount of information contained in this part of the data is much lower than
that generated by the personal operation of the monitoring personnel. Therefore, the
second experiment removes the data generated by the original monitoring strategy, and
only retains the log data manually operated by the operator.

Compared with recurrent neural network (RNN) with attention mechanism and
GRU with attention mechanism, OL-JCMSR has a better predictive effect on the operation
sequence. The prediction effect of this model during the day is better than that at night.
The difference between the prediction effect on working days and non-working days is
not obvious. The experimental results and analysis will be introduced in detail in the next
two experiments.

We adopt OL-JCMSR and the Adam optimizer for learning optimization. The initial
learning rate is set to 0.001, the learning rate decay rate is set to 0.1, and the batch size is set
to 100. If over-fitting occurs, the training is terminated early. Experiments are based on the
TensorFlow deep learning framework, and the experimental environment used is shown in
Table 1.

Table 1. Model running environment.

Environment Configuration

Operating System 18.04.1 LTS
CPU Intel Core i7-7700k
RAM 32 G
GPU NVIDIA GeForce GTX 1050ti

Programming language Python3.6
Framework TensorFlow1.8 GPU version

Two indicators Recall@20 and MMR@20 are used for evaluation,

Recall =
TP

TP + FN
, (10)

where TP indicates the number of positive classes predicted as positive classes. FN repre-
sents the number of positive classes predicted as negative classes. Recall@20 represents the
proportion of the top 20 items that are correctly predicted in the ranking of all predicted
camera scores by the model.

MRR is an indicator used to measure the effect of search algorithms. It is currently
widely used in problems that allow multiple results to be returned. The model will give
a confidence (scoring) to each returned result, and then sort the results according to the
confidence, and return the results with high scores first, that is, the average number of the
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inverse of the first correct answer for a query. If the returned correct item is outside the top
20, the inverse score for this item will be 0. The calculation method is as follows:

MRR@20 =
1
|Q|

Q

∑
i=1

1
ranki

, (11)

where Q is the set of sample queries; |Q| is the number of queries in Q; ranki represents the
ranking of the first correct answer in the i-th query.

3.1. Experiment 1

Experiment 1 uses all the data in the data set. In order to verify the predictive
effect of joint coding model on the monitoring strategy, RNN+attention (att-RNN) and
GRU+attention (att-GRU) are used for comparison. At the same time, the operation logs
are grouped according to different time. The normal group contains all operation logs for
4 months, with a total of 12,176,640 operations. The day group only contains operation
logs during the day (6:00–18:00). The night group only contains operation logs at night
(18:00–6:00 the next day). The wd group only contains operation logs of working days
(Monday to Friday). The non-wd group only contains operation logs of non-working days
(Saturday and Sunday). Day group, night group, wd group and non-wd group are subsets
of the normal group, they contain part of the data of all operation logs.

Table 2 shows that in the normal group, the Recall@20 is 2% higher of att-GRU than
that of att-RNN, and MRR@20 is 3% higher. We can know that, without considering the
regularity of work and rest, att-GRU’s recommendation strategy is slightly better than
att-RNN, but the effect is not obvious. Due to the addition of the local encoder in the joint
coding model, the calculation of the weight α is more accurate, making it easier to determine
which parts of the normal group should be emphasized or ignored. The Recall@20 of the
joint coding model is 4% higher than that of att-GRU, and the MRR@20 is 2% higher, which
shows that the model we use is better than att-RNN and att-GRU without considering the
time dimension.

Table 2. Experimental results of the normal group.

Model Recall@20 (%) MRR@20 (%)

att-RNN_normal 39.47 15.94
att-GRU_normal 41.58 18.72

JointCodingModel_normal 45.37 20.96

The three models used in this experiment can capture the rules of the day–night group,
so the overall experimental effect in the day–night group is better than that in the normal
group. Since the joint coding model is more accurate in judging which part of the day–night
group should be emphasized or ignored, its experimental effect is greatly improved. Table 3
shows that in the day group, att-GRU outperforms the att-RNN by 7% on the Recall@20
indicator, and the joint coding model is 12% and 5% higher than att-RNN and att-GRU in
Recall@20, respectively. In the night group, the Recall@20 of joint coding model is 13% and
7% higher than that of att-RNN and att-GRU, respectively. At the same time, the MRR@20
of joint coding model is also significantly better than that of att-RNN and att-GRU. This
shows that the joint coding model is better than the other two models when considering
day and night.
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Table 3. Experimental results of day–night group.

Model Recall@20 (%) MRR@20 (%)

att-RNN_day 41.85 22.33
att-GRU_day 48.29 21.61

JointCodingModel_day 53.42 26.37
att-RNN_night 36.03 13.84
att-GRU_night 42.27 15.22

JointCodingModel_night 49.47 20.12

Table 4 shows that att-GRU is still better than att-RNN in the groups which distinguish
between working days and non-working days. The effect of the workday and non-workday
group is comparable to that of the normal group, due to the small changes in the operating
rules between working days and non-working days in the data set. However, benefiting
from the global encoder’s summary of the entire sequence and the local encoder’s precise
capture of operational intent, the joint encoding model is still better than the other two
models. In the wd group, the joint coding model is 7% and 4% higher than att-RNN and
att-GRU in Recall@20, respectively. In the non-wd group, the Recall@20 of joint coding
model is 9% and 3% higher than that of att-RNN and att-GRU, respectively. In the wd
group, MRR@20 of joint coding model is 7% and 4% higher than that of att-RNN and
att-GRU, respectively. In the non-wd group, the MRR@20 of joint coding model is 6% and
3% higher than that of att-RNN and att-GRU, respectively. Although the experimental
effect is not as good as the day_night group when distinguishing between working days
and non-working days, the joint coding model still has advantages compared with the
other two methods.

Table 4. Experimental results of the workday and non-workday group.

Model Recall@20 (%) MRR@20 (%)

att-RNN_wd 37.42 16.26
att-GRU_wd 40.33 19.03

JointCodingModel_wd 44.75 23.52
att-RNN_ non-wd 34.08 13.28
att-GRU_non-wd 40.25 15.24

JointCodingModel_non-wd 43.16 18.17

From Figures 4 and 5, it can be found that in all groups, the Recall@20 and MRR@20
of joint coding model are always better than those of att-RNN and att-GRU, which il-
lustrates the effectiveness of the local encoder and the global encoder, and also shows
that the joint coding model has excellent performance in the field of monitoring strategy
recommendation. Figure 6 shows that Recall@20 and MRR@20 have similar trends.

Figure 4. The Recall@20 of different groups in experiment 1.
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Figure 5. The MRR@20 of different groups in experiment 1.

Figure 6. Trends of Recall@20 and MRR@20 of different dimensional data in experiment 1.

Through experiment 1, it can be found that, benefiting from the summary of the entire
sequence by the global encoder and the precise capture of the operation intent by the local
encoder, the joint coding model is significantly better than att-RNN and att-GRU in the
field of monitoring strategy recommendation.

3.2. Experiment 2

The data set is the difference between experiment 2 and experiment 1. The data set
of experiment 2 excludes the data generated by the original monitoring strategy and only
retains the logs manually operated by the operator. The experiment environment, grouping,
and indicators are the same as experiment 1.

Comparing Table 2, Table 5 shows that the experimental effect on the normal group
of experiment 2 is significantly better than that of experiment 1. The calculation of the
weight α is more accurate in the joint coding model, making it easier to determine which
parts of the normal group should be emphasized or ignored in experiment 2. Without
considering the time dimension, Recall@20 of att-GRU is 14% higher than that of att-RNN,
and Recall@20 of the joint coding model is 19% higher than that of att-RNN. MRR@20
of att-GRU is 3% higher than that of att-RNN, and MRR@20 of the joint coding model is
4% higher than that of att-RNN. This shows that in the data set of experiment 2, the joint
coding model is better than att-RNN and att-GRU without considering the time dimension.

Table 5. Experimental results of the normal group.

Model Recall@20 (%) MRR@20 (%)

att-RNN_normal 45.61 17.13
att-GRU_normal 59.27 20.04

JointCodingModel_normal 64.05 24.38
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Comparing Table 3, Table 6 shows that the experimental effect of the day–night group
is significantly better than that of experiment 1. Since the joint coding model is more
accurate in judging which part of the day–night group should be emphasized or ignored,
its experimental effect is greatly improved. In the day group, Recall@20 of att-GRU is 2%
higher than that of att-RNN, and Recall@20 of joint coding model is 8% higher than that of
att-GRU. MRR@20 of att-GRU is 1% higher than that of att-RNN, and MRR@20 of the joint
coding model is 5% higher than that of att-GRU. In the night group, Recall@20 of att-GRU
is 7% higher than that of att-RNN, and Recall@20 of the joint coding model is 9% higher
than that of att-GRU. MRR@20 of att-GRU is 2% higher than that of att-RNN, and MRR@20
of the joint coding model is 5% higher than that of att-GRU. This shows that in experiment
2, the joint coding model has better performance than att-RNN and att-GRU considering
day and night.

Table 6. Experimental results of day–night group.

Model Recall@20 (%) MRR@20 (%)

att-RNN_day 61.39 23.61
att-GRU_day 63.91 24.27

JointCodingModel_day 71.02 29.49
att-RNN_night 52.67 15.93
att-GRU_night 59.18 17.36

JointCodingModel_night 68.41 23.30

Comparing Table 4, it can be found that the experimental effect of Table 7 in the group
that distinguishes between working days and non-working days is significantly better
than that of experiment 1. Considering working days and non-working days, Recall@20 of
att-GRU in wd group is 3% higher than that of att-RNN, and Recall@20 of the joint coding
model is 7% higher than that of att-GRU. Recall@20 of att-GRU in non-wd group is 2%
higher than that of att-RNN, and Recall@20 of the joint coding model is 2% higher than
that of att-GRU. MRR@20 of att-GRU in wd group is 2% higher than that of att-RNN, and
MRR@20 of the joint coding model is 6% higher than that of att-GRU. MRR@20 of att-GRU
in the non-wd group is 2% higher than that of att-RNN, and MRR@20 of the joint coding
model is 4% higher than that of att-GRU. This proves that the summarization ability of the
global encoder and the ability of the local encoder to capture operation intentions still have
excellent effects in this experiment. It also shows that the joint coding model is better than
att-RNN and att-GRU considering working days and non-working days.

Table 7. Experimental results of the workday and non-workday group.

Model Recall@20 (%) MRR@20 (%)

att-RNN_wd 46.26 19.12
att-GRU_wd 49.63 21.42

JointCodingModel_wd 56.29 27.37
att-RNN_non-wd 50.02 15.34
att-GRU_non-wd 52.61 17.38

JointCodingModel_non-wd 54.39 21.76

In experiment 2, Figures 7 and 8 show that the benefit from the global encoder and local
encoder is that Recall@20 and MRR@20 of the joint coding model are always better than
att-RNN and att-GRU. This shows that the joint coding model has excellent performance
in the field of monitoring strategy recommendation. Figure 9 shows that Recall@20 and
MRR@20 have similar trends.
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Figure 7. Recall@20 of different groups in experiment 2.

Figure 8. MRR@20 of different groups in experiment 2.

Figure 9. Trends of Recall@20 and MRR@20 of different dimensional data in experiment 2.

Figures 10 and 11 show that both Recall@20 and MRR@20 of experiment 2 are higher
than those of experiment 1. This indicates that the quality of the original monitoring
strategy is low and the quality of the generated data is poor, which proves the necessity of
OL-JCMSR.
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Figure 10. The results of Recall@20 with different dimensions in experiment 1 and experiment 2.

Figure 11. The results of MRR@20 with different dimensions in experiment 1 and experiment 2.

4. Conclusions

OL-JCMSR, which contains a global encoder and a local encoder, is applied to the
monitoring system. The global encoder is used to summarize the operation sequence,
combined with the local encoder to determine the operator’s current intention so as to
improve the quality of the monitoring strategy.

In order to verify the effectiveness of the joint coding model in the monitoring system,
we conducted 15 sets of control experiments on each of the two data sets. Compared with
att-RNN and att-GRU, the joint coding model in experiment 1 improves Recall@20 by
9.4% and 4.6%, respectively, and increases MRR@20 by 5.49% and 3.86%, respectively. In
experiment 2, compared with att-RNN and att-GRU, the joint coding model is increased
by 11.8% and 6.2% regarding Recall@20, and increased by 7.02% and 5.16% for MRR@20,
respectively. This proves the effectiveness of the global encoder for summarizing the entire
sequence and the effectiveness of the local encoder for capturing the operation intent. It
also illustrates the advantages of OL-JCMSR. The results of experiment 2 are better than
those of Experiment 1, which shows that the original monitoring strategy is inferior and
proves the necessity of the method used in this paper.

It is also an interesting task to visualize the operation log to judge the risk of the
operator’s operation, and it is also the content that we will continue to study in the future.
At the same time, we will also verify whether the combination of operation logs and
computer vision methods can improve the effect of the experiment.

Supplementary Materials: The following supporting information can be downloaded at: https:
//github.com/Guoqiang-Sun/OL-JCMSR (accessed on 25 June 2022).
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SVM Support Vector Machine
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att-GRU Gate Recurrent Unit+attention
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