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Abstract: In intelligent manufacturing, the phase content and physical and mechanical properties
of construction materials can vary due to different suppliers of blanks manufacturers. Therefore,
evaluating the composition and properties for implementing a decision-making approach in material
selection using up-to-date software is a topical problem in smart manufacturing. Therefore, the article
aims to develop a comprehensive automated material selection approach. The proposed method
is based on the comprehensive use of normalization and probability approaches and the linear
regression procedure formulated in a matrix form. As a result of the study, analytical dependencies
for automated material selection were developed. Based on the hypotheses about the impact of
the phase composition on physical and mechanical properties, the proposed approach was proven
qualitatively and quantitively for carbon steels from AISI 1010 to AISI 1060. The achieved results
allowed evaluating the phase composition and physical properties for an arbitrary material from a
particular group by its mechanical properties. Overall, an automated material selection approach
based on decision-making criteria is helpful for mechanical engineering, smart manufacturing, and
industrial engineering purposes.

Keywords: mechanical properties; phase composition; process innovation; predictive maintenance;
decision-making approach; industrial growth
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1. Introduction

Traditionally, the choice of structural materials for designing machines is primarily
determined based on calculations of strength, rigidity, stability, fatigue, and other static and
dynamic loads [1]. However, in today’s globalized market, the same structural materials
may vary in their phase composition and physical and mechanical properties depend-
ing on the supplier country [2]. Therefore, the problem of determining the impact of
the material’s phase composition on its physical and mechanical properties (the direct
problem), and vice versa (the inverse problem), is urgent in mechanical engineering. Its
solution requires a comprehensive analysis of databases for various materials, composi-
tions, and properties, including up-to-date computational means according to intelligent
manufacturing tendencies.
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The significance of the selected topic is highlighted by the following tendencies ac-
cording to the Industry 4.0 strategy. Firstly, it is necessary to create automated data systems
for materials transfer, compositions and properties, and subsequent aggregation as they be-
come available and analyzed. Secondly, despite explicit documentation about the average
values of the composition of the supplied material, critical parts are required to pass the
input control of physical and mechanical properties. All these arrangements are especially
relevant in turbomachinery, the aircraft industry, and so on. Moreover, the need to automate
the corresponding designs and technical documentation is also a relevant problem.

In this regard, a number of scientific works in developing automated systems for
material selection in smart manufacturing are analyzed below.

Bakhoum and Brown [3] proposed an automated support system for choosing struc-
tural materials. As a result, the decision-making quality of sustainable selection was
improved using a multi-attribute decision-making approach. Kolesnyk et al. [4] applied
artificial neural networks to analyze a machining mode and surface accuracy. As a result,
hole accuracy and drilling temperature were evaluated for drilling CFRP/Ti alloys.

Mafokwane and von Kallon [5] developed an approach to material selection for
handling systems according to Industry 4.0 trends. As a result, a new design structure was
validated based on the dependencies of the strength of materials in terms of deflections
and stresses. Ivchenko et al. [6] developed a method for choosing cutting conditions. The
proposed approach considered cutting conditions during precise turning of non-alloy
carbon steel AISI 1045.

Kazemzadeh and Akis [7] described an evolutionary approach for the optimal au-
tomated selection of composite materials. The numerical simulation results proved the
reliability of the proposed approach in designing multilayer composite tubes under inter-
nal pressure. Jghamou et al. [8] developed an automated decision-making approach for
material and equipment selection based on the multiple-criteria decision analysis. The
proposed methodology was implemented in the material selection for water pipes.

Akhmedzyanov et al. [9] implemented an automated material selection approach for
the main parts of an aircraft engine. As a result, loads acting on the elements of the engine
air-gas channel were evaluated. Srinivasan et al. [10] proposed a concept of an automated
material selection for oil and gas production. The corresponding software system was
developed to implement specific petroleum industry guidelines.

Veldenz et al. [11] applied the analytical hierarchy process to material selection for
automated dry fiber placement. It was proven that this method is more preferred to pre-
dict the manufacturing quality for parts with complex geometry. Panchuk et al. [12]
predicted the accuracy of the tapered thread profile for the case of lathe machining.
Seo et al. [13] realized 3D building modeling based on an automated material selection and
environmental assessment.

Trehern et al. [14] used artificial intelligence systems for material selection. As a result,
the corresponding framework was designed for data-driven shape memory alloy discovery.
Li et al. [15] applied machine learning with an improved genetic algorithm. As a result,
material descriptor selection was realized for hardness prediction of high entropy alloys.

Lai et al. [16] studied the impact of material selection on the microstructure of de-
posited boron carbide coatings. Chatterjee and Chakraborty [17] applied a multi-attributive
comparative analysis for the material selection of pistons from steel AISI 4140 and steel
AISI 8660. Del Rosario [18] realized material selection based on the statistically rigorous
reliability analysis. The proposed approach was complemented with statistical modeling to
analyze composite laminate plates.

Kumar et al. [19] used a multi-criteria decision-making under uncertainties in material
selection. Jahan et al. [20] applied a combined compromise solution method for material
selection. As a result, a combined compromise solution method considered material
selection for storage tank and wagon wall case studies.

Toledo et al. [21] applied multi-criteria means for alternative material selection in
the automotive industry. Foong et al. [22] applied a structural optimization approach for
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material selections. As a result, designs of multi-cantilevered vibration energy harvesters
were improved. Also, Izonin et al. [23] proposed an approach for parameter evaluation by
relatively small datasets based on general regression neural networks.

Altun et al. [24] described an approach to determining forces applied to elements of
machines using artificial neural networks. Boyaci and Tuzemen [25] applied different multi-
criteria decision-making approaches (i.e., a complex proportional assessment method) for
material selection in the aerospace industry.

However, all the approaches mentioned above in material selection have some flows
that should be eliminated. Firstly, it is impossible to explicitly control the influence of
the phase composition of multicomponent materials on their physical and mechanical
properties and vice versa. Secondly, it is still impossible to simultaneously solve direct and
inverse problems based on a single approach. Thirdly, the methods used are unreasonably
complicated in the applied algorithm and up-to-date computational means. These facts
require powerful computational capabilities to implement complex algorithms and make
their theoretical analysis practically impossible.

From the mathematical point of view, a multiply regression analysis can be used
to solve the above-described problems. Generally, decision strategies using multiply
regression analysis are described for example in [26]. One of the last publications regarding
its application is using multiple regression analysis to predict directionally solidified TiAl
mechanical properties [27].

The practical significance of the proposed methodology is in the ability to solve a
direct and an inverse problem in automated material selection using a single approach
for designing elements of machines in mechanical engineering, smart manufacturing, and
industrial engineering.

Due to the above analysis, the main aim is to develop a comprehensive automated
material selection approach. The following objectives have been formulated to achieve
this aim. Firstly, an analytical approach for solving the direct and inverse problems of
rational material selection based on the phase composition and physical and mechanical
properties should be developed. Secondly, matrix dependencies for evaluating the physical
and mechanical properties by the phase composition, and vice versa, should be proposed.
Finally, the reliability of the proposed automated approach should be proven for particular
case studies.

Overall, the main objectives correspond to the statement, recently concluded by
Kangishwar et al. in 2022, that a better understanding of the significance of material
selection approaches and their adaptability in various applications should be achieved [28].

During the study, the following hypotheses were formulated. Firstly, the relationships
between phase compositions of a particular group of materials and related physical and
mechanical properties are linear or weakly nonlinear (within a specific relative error). Sec-
ondly, if the dependence between the phase compositions and the physical and mechanical
properties are known for this group, they will be reliable for an arbitrary unknown material
within this group. All these hypotheses should be proven below by practical case studies.

2. Materials and Methods
2.1. The General Methodology

The proposed methodology is schematically represented in Figure 1. Its consequent
stages include design calculation. The nominal mechanical properties are determined by
analytical calculations of strength, stiffness, stability, etc. Traditionally, the stages mentioned
above allow deciding on the material needed.

Nevertheless, for critical and highly loaded parts in high-tech industries, the me-
chanical properties of the selected materials must be confirmed by mechanical tests on
the experimental samples. This is because even for widely used metals and alloys, their
physical and mechanical properties can vary significantly depending on the supplier, the
presence of impurities and the heat treatment modes, and other factors.
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Figure 1. The scheme of the proposed methodology.

The following criteria are used to decide whether or not to implement green blocks in
Figure 1. Firstly, high-quality structural material should meet a set of design requirements
for structural strength. They should be selected as much as possible from the quantitative
characteristics obtained in standard materials tests, e.g., conditional yield strength, ultimate
tensile strength, relative elongation, relative narrowing, hardness, and fatigue limit. It is
assumed that the deviation in the values of mechanical properties should be no more than
5% in the proposed methodology. It corresponds to the results of the work [29].

Secondly, the phase composition of any steel affects its structural strength. The most
crucial element that determines the structure and properties of carbon steels is carbon. Carbon
strongly affects steel properties, even with a slight change in its content. This is because the
structure of carbon steel after slow cooling consists of two phases—ferrite and cementite. They
have different properties depending on the ratio of these phases. Ferrite has low strength,
low hardness, and good ductility, and cementite is a very hard and has a brittle phase. The
ferrite’s share with increasing carbon concentration in steel gradually decreases, and the share
of cementite increases. Therefore, with an increasing amount of carbon, the hardness and
strength of the steel itself increase (conditional yield strength, ultimate tensile strength), and
the characteristics of ductility, elongation, and narrowing decrease.

The exact evaluation of carbon content in steel is the first and most crucial parameter
identification, which is the basis of the proposed methodology for automatic material selec-
tion (the 1st green block). This identity parameter should be applied when the deviation in
the chemical composition of carbon is 10% or more, which is consistent with [30].

In addition to the main components (iron and carbon), there are some impurities Mn, Si,
S, P, and others in carbon steel. Mn and Si in tenths of a percent turn into steel in the process
of its deoxidation; S and P in hundredths of a percent remain in steel due to the difficulty of
their complete removal; Cr and Ni are converted into steel from a charge containing doped
scrap metal, and are allowed in quantities of slightly more than 0.3% each. Relevant standards
regulate permissible amounts of impurities in the steel. Impurities also affect the mechanical and
technological properties of steel. For example, Mn and Si increase the hardness and strength, P
gives the cold steel brittleness (brittleness at the normal and low temperatures), and S gives the
steel’s red brittleness (brittleness at the temperatures of hot pressure treatment). For high-quality
carbon steels, higher composition requirements are set, e.g., lower sulfur (less than 0.04%), and
phosphorus (less than 0.035%). Thus, the second identification parameter is the exact evaluation
of the content of the above chemical elements (the 1st green block) [31].

Therefore, based on the design requirements for the mechanical properties of the
required material and considering the data of the 1st block, we apply the similarity criterion
to search in the database material phase composition of the material with certain properties,
which provides the best-fit approach (the 2nd green block).
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For example, high-quality ferritic-pearlitic unalloyed medium-carbon structural steel
AISI 1045 is one of the most used due to its price–quality combination. Its phase composition
is 0.42–0.50% of C and less than 2.57% of impurities. However, this steel has different
analogs related to its properties. Particularly, according to the standard ASTM A29/29M,
steel 1045 has 0.43–0.50% of C; according to the standard DIN W-Nr, GB/T, and BS, steels
DIN 1.1191/Ck45, 45, and 080M46 have 0.42–0.50% of C; according to the standard JIS,
steel S45C has 0.42–0.48% of C. Also, the silicon content varies for different standards
(e.g., ≤0.040%—for the standards DIN W-Nr and BS, 0.17–0.37% for the standard GB/T,
and 0.15–0.35% for the standard JIS). The manganese content also varies (e.g., 0.60–0.90%
for the standards ASTM A29/29M and JIS, 0.50–0.80%—for the standards DIN W-Nr, GB/T,
and BS, and 0.35–0.65% for the standard GOST 1050-88). Additionally, the total P and
S content is less than 0.09% for the standard ASTM A29/29M, 0.07%—for DIN W-Nr,
GB/T, and BS, and 0.06%—for JIS. Moreover, this steel has many equivalent replacements
(e.g., USA—from 5135 to 5140RH, and from G51350 to H51400; European Union—from
37Cr4 to 41CrS4; Germany—1.7034 to 1.7045, and from 37Cr4 to 42Cr4; France—from 37Cr4
to 42C4TS; Spain—from 37Cr4 to 42Cr4, and from F.1201 to F.1211; UK—37Cr4, 41Cr4, and
from 530A36 to 530M40; Japan—from SCr435 to SCr440H; China—from 35Cr to 45CrH,
ML38CrA, and ML40Cr; Australia—5132H, and 5140).

As a result of such a different phase composition, physical and mechanical properties
for analogs of steel AISI 1045 vary significantly. Particularly, for the different standards
mentioned above, conditional yield strength σ0.2 can vary from 310 to 495 MPa, ulti-
mate tensile strength σB—from 550 to 725 MPa, and Brinell hardness HB—from 163 to
197–241 kgf/mm2.

Therefore, the proposed approach includes a more comprehensive methodology (Figure 1).
The decision-making approach implies determining the phase composition based on the data
from the available databases. It ensures the best-fit approach for the rational choice of material
considering different criteria (e.g., similarity criteria, mean square factor, etc.).

Finally, the regression analysis is implemented to clarify the physical and mechanical
properties the final decision is made to confirm the type of material.

It has been applied for the carbon steel case study. For this purpose, steels from AISI
1010 to AISI 1060 have been considered. The chemical compositions of the carbon steels are
presented in Table 1.

Table 1. The chemical composition of carbon steels, %. Adapted from [32,33].

Steel

C Si Mn Cr Other *

x1 x2 x3
x4 x5

Min Max Min Max Min Max

AISI 1010 0.07 0.14

0.17 0.37

0.35 0.65
0.15

0.66

AISI 1015 0.12 0.19

0.25

AISI 1020 0.17 0.24

AISI 1025 0.22 0.30

0.50 0.80

AISI 1030 0.27 0.35

AISI 1035 0.32 0.40

AISI 1040 0.37 0.45

AISI 1045 0.42 0.50

AISI 1050 0.47 0.55

AISI 1055 0.52 0.60

AISI 1060 0.57 0.65

Maximum value of X<j> ** 0.65 0.37 0.80 0.25 0.66

* Cu (0.25%) + Ni (0.25%) + As (0.08%) + S (0.04%) + P (0.04%). ** where j is order number of a phase component.
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Averaged values of mechanical properties after the entire thermal treatment are sum-
marized in Table 2.

Table 2. Mechanical properties. Adapted from [34,35].

Steel

Conditional
Yield Strength

σ0.2, MPa

Ultimate
Tensile

Strength,
σB, MPa

Relative
Elongation-

at-Break, δr, %

Relative
Narrowing,

ψ, %

Fatigue
Limit,

σ−1, MPa

Brinell
Hardness,

HB, kgf/mm2

y1 y2 y3 y4 y5 y6

AISI 1010 260 420 32 69 187 143

AISI 1015 215 420 33 70 176 152

AISI 1020 245 470 29 72 206 161

AISI 1025 300 530 27 68 223 177

AISI 1030 415 585 23 65 255 163

AISI 1035 470 660 19 67 302 189

AISI 1040 485 730 17 62 323 208

AISI 1045 495 725 15 55 331 197

AISI 1050 490 710 15 55 421 200

AISI 1055 540 800 14 48 377 239

AISI 1060 590 920 12 50 373 229

Maximum
value of Y<l> * 590 920 33 72 421 239

* where l—order number of physical and mechanical property.

This steel group was chosen since high-quality structural carbon steel of various
brands is expected due to its low cost and high performance. It has a wide range of
applications, so the proposed automated approach to selecting structural carbon steel based
on decision criteria will be beneficial for mechanical engineering, intelligent production,
and industrial engineering. Therefore, to reach this aim, it is appropriate to first solve
the considered problem for non-alloy steel with minimum changes in chemical elements,
which is typical for high-quality structural carbon steel.

These materials are widely used in machinery [36,37]. Particularly, steel AISI 1010 is
used for designing bushings, screws, welding elements for tubular electric heaters and
machine-building products, and cold-formed pipes for boilers and oil heaters. It is also
used to produce corrosion-resistant multilayer sheets, elements of hydraulic systems of
cars, combines, tractors, and refrigerators. Steel AISI 1015 is used for designing connecting
nodes of metal structures, fittings, and bushings. Steel AISI 1020 is used to manufacture
couplings, gears, and elements of worm pairs. Also, all kinds of fixtures for clamping parts
and connecting elements between links of mechanisms (e.g., brackets, shafts) are made
from it.

Axes, shafts, couplings, levers, forks, shafts, bolts, flanges, and fasteners are man-
ufactured from steel AISI 2025. Steel AISI 2030 is widely used in aircraft, mechanical
engineering, shipbuilding, and other civil and military industries. Elements of fittings
at nuclear power plants, fasteners on pipelines, and boilers of thermal power plants are
made from steel AISI 1035. Steel AISI 1040 is applied to manufacture high-strength parts,
e.g., tubes, discs, shafts, and rotors in turbomachinery. Crankshafts, cylinders, spindles,
and gears are made from steel AISI 1045.

Steel AISI 1050 is applied in designing parts operating under friction and high loads
(e.g., gears, clutches, gearboxes, rods, axles, shafts, and springs). Steel AISI 1055 is widely
used in the automotive industry to manufacture springs, railway transport, and other
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machinery branches. Steel AISI 1060 is used to produce wheels, spindles, clutches, and
other parts with high strength and wear resistance.

2.2. The Direct Problem

The direct problem is in the evaluation of the impact of material’s phase composition
on its physical and mechanical properties based on the following matrix equation:

[X][A] = [Y], (1)

where [X]—matrix of the phase composition; [Y]—matrix of the mechanical properties;
[A]—matrix of the weighted factors.

Matrix [X] is rectangular with the dimension of m × n, where m—the total number of
the considered materials; n—the total number of the corresponding phase components. All
elements Xi,j are considered by the available databases of construction materials (i—order
number of a material—i = 1, 2, . . ., m; order number of a phase component—j = 1, 2, . . ., n).

Matrix [Y] is rectangular too, with the dimension of m × L, where L—the total number
of the valuable physical and mechanical properties. All elements Yi,l are also considered
by the available databases of construction materials (l—order number of physical and
mechanical property, l = 1, 2, . . ., L).

Therefore, matrix [A] is rectangular with the dimension of n × L. The elements Ai,j
should be evaluated based on the data from matrices of phase compositions [X] and the
corresponding physical and mechanical properties [Y]. However, this problem cannot be
solved directly since all the values of Xi,j are varied in a particular range between their

minimum X(min)
i,j and maximum X(max)

i,j values.
Multiple groups of experiments applying random simulations are used to solve this

problem. Therefore, matrix Equation (1) should be transformed to a generalized form:[
X
]
[A] =

[
Y
]
, (2)

where matrix [A] stays unchanged;
[
X
]
—extended matrix of the phase compositions. Its

uniformly distributed values are normalized as follows:

(
Xi,j
)

k =
Xmin

i,j + rnd
(

Xmax
i,j − Xmin

i,j

)
max

(
X〈j〉

) , (3)

where k—order number of numerical experiment; rnd(X)—a uniformly distributed random
number between 0 and X.

Matrix
[
Y
]

is extended by the similar matrices [Y] by k times with preliminary normal-
ization. Its elements are as follows:(

Yi,l
)

k =
Yi,l

max
(
Y〈l〉

) . (4)

Overall, the first multiplier on the left of this equation is built by stacking all the
randomly generated matrices [X]k within each k-th numerical experiment. The right part of
this equation is also built by stacking all the randomly-generated matrices [Y]k within each
k-th numerical experiment:

[
X
]
=


[X]1
[X]2
. . .
[X]N

;
[
Y
]
=


[Y]1
[Y]2
. . .
[Y]N

, (5)

where N—the total number of the numerical experiments (k = 1, 2, . . ., N).
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Notably, all the elements
(
Xi,j
)

k and
(
Yi,l
)

k are varied in a range from 0 to 1. The
dimensions of matrices

[
X
]

and
[
Y
]

are (k·m) × n and (k·m) × L, respectively.
Under the condition of N >> n, Equation (2) can be solved concerning matrix [A] using

the following linear regression formula:

[A] =
([

X
]T[X])−1[

X
]T[Y]. (6)

Finally, the unknown matrix [Y(e)] of the mechanical properties can be evaluated from
Equation (1): [

Y(e)
]
=
[

X(av)
]
[A], (7)

where [X(av)]—averaged matrix of the phase composition, elements of which are determined
as follows:

X(av)
i,j =

Xmin
i,j + Xmax

i,j

2
. (8)

Therefore, the direct problem is based on the comprehensive use of the probabilistic
and regression approaches. In this case, the greater the total number N of numerical
experiments, the more accurately the values of the estimated parameters are determined.

Programming of Formulas (3)–(8) for normalized parameters can be realized using a
computer algebra system (Figure 2).
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2.3. The Inverse Problem

The inverse problem is more valuable for practical purposes. This problem cannot
be solved directly from the direct one since each element of matrix [X] is changed in a
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specific range. Therefore, the following modification is proposed. Let us consider the
column-vector of L physical and mechanical properties for an arbitrary unknown material:

{Y0} =


Y1
Y2
. . .
YL

. (9)

This material should be from the same material group of materials but with different
physical and mechanical properties. According to this assumption, the dependence between
these properties and unknown phase concentrations remains unchanged:

[A]T
{

X(e)
}
= {Y0}, (10)

where {X0}—column-vector of n unknown phase components:

{X0} =


X1
X2
. . .
XL

. (11)

If the total number L of unknown phase elements is not less than the total number n of
measured physical and mechanical properties for the arbitrary material, Equation (10) can
also be solved based on the following regression formula:{

X(e)
}
=
(
[A][A]T

)−1
[A]{Y0}. (12)

2.4. Estimation Accuracy

The estimation accuracy can be estimated as follows. Particularly, the maximum
relative error of the direct problem can be calculated:

δmax
dir = max

∣∣∣∣∣∣Y
(e)
i,l

Yi,l
− 1

∣∣∣∣∣∣·100%. (13)

The less the maximum relative error δmax
dir , the higher the estimation accuracy for the

direct problem.
The following normalized similarity criterion can prove the reliability of the proposed

approach for solving the inverse problem in terms of different l-th phase components:

s(l)i =

(
X(av)

i,l

X(e)
l −X(av)

i,l

)2

∑m
i=1

(
X(av)

i,l

X(e)
l −X(av)

i,l

)2 . (14)

The higher the similarity criterion s(l)i , the higher the estimation accuracy for the i-th
material by the l-th phase component.

Also, the overall normalized similarity criterion by all the phase composition elements
can be:

si =
Si −min(S)

∑m
i=1[Si −min(S)]

, (15)
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where Si—the following unnormalized value:

Si =
n

∑
j=1

 X(av)
i,j

X(e)
j − X(av)

i,j

2

. (16)

The higher the overall similarity criterion si, the higher the estimation accuracy for the
i-th material by the entire phase composition.

Moreover, estimation accuracy can also be determined traditionally by the following
root mean square:

RSi =

√√√√∑n
j=1

(
X(e)

j − X(av)
i,j

)2

n
. (17)

The less the root mean square RSi, the higher the estimation accuracy for the inverse
problem.

Finally, after the rational choice of the i-th material by the condition of the minimum
root mean square RSi, the overall relative error is determined as follows:

δe = max

∣∣∣∣∣ (Y0)l
([Y]T)l,i

− 1

∣∣∣∣∣·100%. (18)

3. Results
3.1. Regression Dependencies

According to the data presented in Tables 1 and 2, the following parameters have
been used: the total number of the considered materials—m = 11; the total number of the
phases—n = 5; the total number of the evaluated mechanical properties—L = 6.

The normalized matrices of the minimum and maximum values for phase composi-
tions from (3) are as follows:

[
Xmin

]
=



0.108 0.459 0.437

0.185 0.459 0.437

0.262 0.459 0.437

0.338 0.459 0.625

0.415 0.459 0.625

0.492 0.459 0.625

0.569 0.459 0.625

0.646 0.459 0.625

0.723 0.459 0.625

0.800 0.459 0.625

0.877 0.459 0.625

0.600 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000



; [Xmax ] =



0.215 1.000 0.813

0.292 1.000 0.813

0.369 1.000 0.813

0.462 1.000 1.000

0.538 1.000 1.000

0.615 1.000 1.000

0.692 1.000 1.000

0.769 1.000 1.000

0.846 1.000 1.000

0.923 1.000 1.000

1.000 1.000 1.000

0.600 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000

1.000 1.000



. (19)

The normalized matrices of the physical and mechanical properties from (4) are
as follows:

[Y]k =



0.441 0.457 0.970
0.346 0.457 1.000
0.415 0.511 0.879
0.508 0.576 0.818
0.703 0.636 0.697
0.797 0.717 0.576
0.822 0.793 0.515
0.839 0.788 0.455
0.831 0.772 0.455
0.915 0.870 0.424
1.000 1.000 0.364

0.958 0.444 0.598
0.972 0.418 0.636
1.000 0.489 0.674
0.944 0.530 0.741
0.903 0.606 0.682
0.931 0.717 0.791
0.861 0.767 0.870
0.764 0.768 0.828
0.764 1.000 0.837
0.667 0.895 1.000
0.694 0.886 0.958



. (20)



Mathematics 2022, 10, 1888 11 of 16

After carrying out N = 1 × 104 numerical experiments, the following randomly gener-
ated matrices (5) have been obtained:

[
X
]
=



0.108 0.564 0.657 0.600 1.000
0.203 0.844 0.551 1.000 1.000
0.368 0.524 0.441 1.000 1.000
0.359 0.703 0.646 1.000 1.000
0.523 0.976 0.827 1.000 1.000
0.588 0.998 0.854 1.000 1.000
0.615 0.826 0.628 1.000 1.000
0.749 0.722 0.904 1.000 1.000
0.797 0.857 0.840 1.000 1.000
0.864 0.866 0.688 1.000 1.000
0.895 0.536 0.885 1.000 1.000

. . . . . . . . . . . . . . .
0.929 0.998 0.972 1.000 1.000



;
[
Y
]
=



0.441 0.457 0.970 0.958 0.444 0.598
0.346 0.457 1.000 0.972 0.418 0.636
0.415 0.511 0.879 1.000 0.489 0.674
0.508 0.576 0.818 0.944 0.530 0.741
0.703 0.636 0.697 0.903 0.606 0.682
0.797 0.717 0.576 0.931 0.717 0.791
0.822 0.793 0.515 0.861 0.767 0.870
0.839 0.788 0.455 0.764 0.768 0.828
0.831 0.772 0.455 0.764 1.000 0.837
0.915 0.870 0.424 0.667 0.895 1.000
1.000 1.000 0.364 0.694 0.886 0.958

. . . . . . . . . . . . . . . . . .
1.000 1.000 0.364 0.694 0.886 0.958



. (21)

According to the linear regression Formula (6), the matrix of the weighted factors has
been evaluated:

[A] =


0.823 0.668 −0.850 −0.478 0.751 0.470
−0.006 0.000 0.004 0.003 −0.011 0.000
0.147 0.040 −0.113 0.027 0.040 −0.002
−0.238 −0.090 0.072 0.229 −0.154 0.008
0.362 0.376 1.133 0.880 0.397 0.518

. (22)

Therefore, after using the normalized averaged matrix (8) of the phase composition

[
X(av)

]
=



0.162 0.730 0.625 0.600 1.000
0.238 0.730 0.625 1.000 1.000
0.315 0.730 0.625 1.000 1.000
0.400 0.730 0.813 1.000 1.000
0.477 0.730 0.813 1.000 1.000
0.554 0.730 0.813 1.000 1.000
0.631 0.730 0.813 1.000 1.000
0.708 0.730 0.813 1.000 1.000
0.785 0.730 0.813 1.000 1.000
0.862 0.730 0.813 1.000 1.000
0.938 0.730 0.813 1.000 1.000



, (23)

The unknown normalized matrix of the mechanical properties can be evaluated from
Equation (7):

[
Y(e)

]
=



0.439 0.457 0.970 0.958 0.444 0.598
0.407 0.457 1.000 0.972 0.418 0.636
0.415 0.511 0.879 1.000 0.489 0.674
0.508 0.576 0.818 0.944 0.530 0.741
0.703 0.636 0.697 0.903 0.606 0.682
0.797 0.717 0.576 0.931 0.717 0.791
0.822 0.793 0.515 0.861 0.767 0.870
0.839 0.788 0.455 0.764 0.768 0.828
0.831 0.772 0.455 0.764 1.000 0.837
0.915 0.870 0.424 0.667 0.895 1.000
1.000 1.000 0.364 0.694 0.886 0.958



. (24)
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Each element Y(e)
i,l of the matrix (24) is highly close to the corresponding element Yi,l

of the matrix (24).
After using Formula (13), it can be concluded that 68% of the obtained data has

the maximum relative error less than 6%, and only 12% of the obtained data exceed the
maximum error of 10% (but only not more than 14%).

3.2. Rational Choice of the Material

For proving the reliability of the inverse problem, the arbitrary unknown material
with the following mechanical properties is considered: conditional yield strength σ0.2 =
517 MPa, ultimate tensile strength σB = 740 MPa, relative elongation-at-break δr = 16%,
relative arrowing ψ = 56%, fatigue limit σ−1 = 340 MPa, and Brinell hardness HB = 200
kgf/mm2.

All these data do not entirely fit all the rows in Table 2. Therefore, the direct problem
of evaluating phase composition should be realized.

Firstly, the normalized physical and mechanical properties (9) can be calculated: y1 =
0.876, y2 = 0.804, y3 = 0.485, y4 = 0.778, y5 = 0.808, and y6 = 0.837.

Secondly, according to the linear regression formula (10), the normalized phase compo-
nents are as follows: x1 = 0.687, x2 = 0.756, x3 = 0.829, x4 = 0.989, and x5 = 0.960. Therefore,
the estimated material has the following phase composition: 0.45% C, 0.28% Si, 0.66% Mn,
0.25% Cr, and 0.63% other components (Cu, Ni, As, S, and P).

The following criteria have been evaluated for deciding on which steel is most suitable
for such a phase composited. Particularly, the normalized similarity criteria (14) for C and
Mn have been calculated. Their maximum values of 0.90 and 0.11, respectively, are reached
for i = 8. Additionally, the overall normalized similarity criterion (15) reached its maximum
of 0.55 for i = 8. Moreover, the root means square (17) also reaches its minimum of 0.16 at i
= 8. The above decision-making analysis results are represented graphically in Figure 3.
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Figure 3. Graphical representation of the decision-making approach for material selection: 1—the
normalized similarity criteria for C; 2—the normalized similarity criteria for Mn; 3—the overall
normalized similarity criterion; 4—root mean square.

Therefore, the arbitrary unknown material is steel AISI 1045 (Table 1).
The test accuracy in terms of the phase composition evaluated by the proposed

approach is presented in Table 3.
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Table 3. The test accuracy for steel AISI 1045.

Phase Content C Si Mn Other *

Evaluated 0.45 0.28 0.66 0.63

Averaged by AISI [27,28] 0.46 0.27 0.65 0.66

Relative error, % 2.2 3.7 1.5 4.5
* Cu, Ni, As, S, and P.

Particularly, for steel AISI 1045, the maximum relative error does not exceed 5%.

4. Discussion

After a detailed analysis of this matrix, the following statements can be formulated.
Values of A1,1 = 0.823, A1,2 = 0.668, and A1,5 = 0.751 indicate that an increase in carbon
content significantly impacts an increase in conditional yield strength σ0.2, ultimate tensile
strength σB, and fatigue limit σ−1. Also, A1,3 = –0.850 indicates that an increase in carbon
content significantly impacts a decrease in relative elongation-at-break δr. These facts
correspond to the results of the studies [38,39].

Insignificant values of A2,l indicate that an increase in silicon content does not prede-
termine carbon steels’ physical and mechanical properties. Additionally, a relatively small
value of A3,6 indicates that increased manganese content does not impact Brinell hardness
HB of the carbon steels. These facts correspond to the results of the studies [40,41].

Moreover, values of A5,3 = 1.133, A5,4 = 0.880, and A5,6 = 0.518 indicate that an increase
in the content of other additives (i.e., Cu, Ni, As, S, and P) can impact relative elongation-
at-break δr, relative narrowing ψ, and Brinell hardness HB. This fact corresponds to the
study results [42,43].

All these facts qualitatively prove the reliability of the developed approach.
The following data should be highlighted to compare the test accuracy between the

proposed approach and other methods in material selection. Particularly, relative errors
using neural networks [44] and weighted probabilistic neural networks [45] are up to 20%,
the traditional machine learning algorithm [46]—12%, the probabilistic neural network-
support vector machine algorithm [47]—8%, and convolutional neural networks [48]—5%.
Therefore, the maximum relative error of up to 5% quantitatively proves the reliability of
the proposed approach for material selection.

Therefore, the proposed methodology allows for designing an automated human-free
database according to the Industry 4.0 strategy with the consequent accumulation of data
as they are analyzed. Such an approach also allows realizing remote access to materials
databases, which is especially important in automating up-to-date production design and
technological preparation. Overall, all these approaches contribute to the digitalization of
automated production, especially in manufacturing critical parts in machinery.

Further research directions will include implementing artificial neural networks to
extend the proposed methodology for various materials (alloyed steels, composites, and so
on) and implementing the corresponding database to software. Particularly, it is planned
to use probabilistic neural networks and general regression neural networks.

5. Conclusions

A comprehensive automated material selection method has been developed according
to the research results. It is based on a comprehensive application of the regression analysis
and probability approach. Particularly, matrix dependencies for solving the direct and
inverse problems of the rational material selection based on the phase composition and
physical and mechanical properties have been proposed.

After the consequent normalization approach and linear regression formulas, ana-
lytical dependencies for evaluating the phase composition and physical and mechanical
properties have been obtained.



Mathematics 2022, 10, 1888 14 of 16

The proposed automated approach has been analyzed qualitatively regarding the
impact of the phase composition elements on physical and mechanical properties. The
quantitative criteria for proving the reliability of the proposed methodology have also
been calculated (i.e., the normalized and overall similarity criteria, root mean square, and
relative errors). Particularly, for the carbon steel case study (from AISI 1010 to AISI 1060),
the relative error does not exceed 5%.

Overall, the developed methodology evaluates an arbitrary material from its general
group by measured physical and mechanical properties. It allows implementing an auto-
mated material selection using a single approach for designing elements of machines in
mechanical engineering, smart manufacturing, and industrial engineering.
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