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#### Abstract

This paper analyzes the flow of the contents of interleaved buffers with continuously operating machines in a mass production line. Under this framework, the products to be manufactured advance from station to station to receive a physical-chemical transformation that adds value as they progress in the process. The existence of decoupling buffers between operations (between two consecutive workstations) is a common practice in order to alleviate the pressure that is ahead due to the lack of synchronization between consecutive operations, which causes leisure and/or bottlenecks in the system. In this proposal, we analyze the dynamics of a mass manufacturing line with intermediate decoupling buffers. To do that, we use a regenerative stochastic process approach to build a model where the products stored in each buffer are taken all at once by the consecutive machine. In a second approach, we use a homogeneous birth-death process with constant input-output and assume that the products are taken one by one by the consecutive machine. Finally, we use a non-homogeneous birth-death process to analyze the dynamics of a system whose inputs and outputs depend on time. These proposals are accompanied by numerical examples that illustrate its practical utility.
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## 1. Introduction

Manufacturing is a process carried out in industry in order to change either the consistency, dimension, shape, firmness or beauty of raw material. They are activities that transform raw materials into finished products. Such processes involve automated systems, computers, robots, programmable logic controllers, or autonomous vehicles. As usual, demand is the trigger mechanism of a factory system. The demand states the quantity to be manufactured, the manufacturing time and even the production sequence to be carried out. Other no less important factors that also contribute to establishing the initial conditions of the manufacturing process are, for example, the materials, the equipment, the machinery, the physical-chemical transformation, and the distribution of the plant (layout), among others.

The amount of product that is produced can be determined by the standardization that is made of it (to manufacture it in large volumes), the specific requirements for select clients, the difficulty of the design, the production costs, and the capacity of the plant. These elements determine the type of process to be selected. Therefore, manufacturing is a process where value is added to the product that moves along a production line. As a consequence,
the finished product has a higher value than the sum of the value of its components (raw material). There are several types of manufacturing processes, but all of them involve some combination of human labor and machinery. Some of them include the following:

1. Continuous manufacturing, the flow of materials is constant without pause and without any type of transition between operations.
2. Batch production, a standardized method whereby a group of identical products are produced simultaneously (instead of one at a time). It is the Master Production Schedule (MPS) that dictates the size of the lot and the frequency of its production.
3. Production by process, characterized by manufacturing a variety of products in different quantities. Here, the product must visit the machines that will carry out the operations, not necessarily in an ordered sequence due to the complication of moving production equipment.

The modeling of this class of dynamic systems is of great importance for understanding their behavior and, even better, to estimate key parameter values such as the expected quantity of manufactured products, the leisure and the bottlenecks. Therefore, we are interested in studying the behavior of mass production systems with decoupling buffers between machines. In this case, it is common to observe the flow of materials at high speeds (for example, from one hundred to one thousand units per minute). In this type of manufacturing line, there are often temporary storage systems to regulate the feeding of products between machine and machine in order to avoid over-saturation of the line. These systems are called buffer decoupling systems.

Buffers are basic tools for the regular transfer of materials between consecutive stations. Some of the most common uses are: (a) regulate planned stoppages for the replacement of materials, (b) carry out unplanned stoppages due to surrounding line equipment, and (c) have storage time due to the product process. In our proposal, we are interested in the analysis of the interaction between the decoupling and feeding operations of subsequent machines to a buffer in order to characterize the expected production of the line during a given time interval $[0, T]$. To do this, the manufacturing entities are divided into two important elements, the machines and the buffers.

Two cases are analyzed in this proposal. In the first one, we use a format called take all, in which the totality of materials contained in any buffer of the line is fed to the subsequent machine of the process. Here, we used a regenerative stochastic process to model the dynamics of the system. In the second approach, called one-by-one, we assume that the products contained in the buffers are taken individually to feed the subsequent machine. Hence, we use a birth-death process to model the dynamics presented. In both situations, quantitative indicators of the model are obtained, which are illustrated with their respective numerical examples.

## 2. The Model Background

Fortunately, the literature in this topic is recent and abundant. For example, in [1], an extensive analysis of this type of distributions with diverse variations of the topology of the design are elaborated. An interesting review of the application of mathematical models in the food and beverage industry can be found in [2]. In the proposal developed in [3], the authors create a multi-objective linear integer mathematical model to balance assembly lines. The focus of their work is on optimizing the volume of production, taking care of cycle times and leisure time at work stations.

Regarding the use of buffers in manufacturing lines, an interesting proposal is found in [4]. Here, a detailed analysis of the throughput rate with content-limited buffers is presented. A mathematical model for the productivity rate is built from the technological parameters, the capacity of the buffers and the number of stations and sections with different failure rates and cycle times. The buffers associated with the Work In Process (WIP) are considered in the proposal of [5]. In this case, a model is developed to obtain the optimal WIP stored in the manufacturing buffers at minimum cost by calculating their optimal capacity during the manufacturing and interoperation process. The approach
is carried out through mathematical models, which are solved by means of a series of algorithms. The final proposal is validated via simulation, and the results are applied to a car manufacturing company.

A proposal very close to ours can be seen in [6]. The authors analyze the performance of a flexible manufacturing system through the geometric reliability approach. They use Markovian analysis for the study of two machines and find estimators for the distribution, mean and standard deviation, of the process completion time. An advanced model for the study of robotic flexible manufacturing systems (FMS) that include buffers is found in [7]. The authors develop and apply an analytical model for performance in flexible production networks based on autonomous mobile robots (AMR) using a circular loop between workstations and interoperable buffers. In their paper, it is shown that it is possible to avoid line congestion by using multiple crossings and analyzing both the flow and the loading/unloading phases.

An analysis of the impact of Technology 4.0 on FMS can be found in [8]. The importance of Industry 4.0 systems and their autonomous management capacity is shown in this research. Production is based on a scheme based on planning strategies of tolerances (tolerance scheduling problem) to determine the feasible changes in the manufacturing line. Finally, the resequence of the production process in operations associated with late customization through the use of intermediate buffers is also analyzed.

It is important to mention the work developed by [9] on the allocation and size of buffers. The authors propose a model for the optimal allocation of buffers in production lines by means of a hybrid algorithm that incorporates the method of nested partitions (NP) and Tabu Search (TS). Through numerical applications, the methods used are promising for the problem of buffer allocation in a large production line. Equally interesting is the approach found in [10]. The research focuses on the problem of buffer size and the positioning of inspection stations on production lines using mixed-integer nonlinear optimization. The technique is illustrated by an instance incorporating $n$ machines and $n$ fixed-size buffers (storage) in series. Under accept-reject conditions, the optimal buffer sizes and the number and positions of inspection stations are found at minimum cost.

Another interesting approach to the problems stated above is using the method of experimental designs. In [11], a performance study of the main factors of the manufacturing systems of a serial manufacturing line is developed. The model includes the reliability and cycle time of workstations, the length of a manufacturing line, and the capacity and location of internal buffers. The analysis is also supported by a simulation model of discrete systems. The combination of both approaches produces good results. Similarly, in [12], a two-stage production system with an intermediate buffer is considered. In the first stage, two similar machines are incorporated in parallel, and in the second, only one machine is considered. The model is analyzed from a simulation perspective to quantify the effect of spare capacity and machine repair rates on production line efficiency.

On the other side, in [13], a buffer is incorporated to study the increase in efficiency in a transfer line where several workstations are linked by a conveyor. Advanced computational techniques have been incorporated to better understand the dynamics that exist in a storage system such as the one described here. The search for learning automata is based in game theory to solve the optimal buffer allocation problem on production lines as in [14]. Here, the proposal is based on the application of the Automata Learning Theory (ALT) to find the optimal buffer sizes in a production line.

In [15], the authors propose a time-based parametric model to calculate a cluster size for a given buffer type. Moreover, they propose an optimal buffer pool policy applicable to an online configuration with deterministic processing time. Finally, in [16], an interesting proposal is developed based on the theory of Markovian processes applied to repairable modular machines. The authors propose a series of composition operators and an improved Universal Generation Function (UGF) vector technique to build the system model. Subsequently, they use a Genetic Algorithm (GA) to solve the optimization mathematical model associated with the buffer capacity. The problem is applied to a production line for engine heads.

## 3. Setting Up the Mathematical Model of the Process

Normally, a flexible manufacturing line is considered as an adaptable system; however, nothing is further from the truth, since there are a large number of factors associated with it that occur in the form of random events, which makes everything random. Throughout this section, some indicators for both approaches are mentioned.

### 3.1. The Deterministic Approach

In any development of a representative model, there are some assumptions to achieve a mathematical approximation to the reality of the archetype. In a manual manufacturing line, the operations are fundamentally machining, and the operating times at each station are evaluated by estimating standard times. In an automated line, there are also no exact standard operating times. Usually, these are represented through the mean, variance and other moments that define a probability distribution (pdf). However, it is customary to approximate the average operation times of the work stations by means of punctual values using the arithmetic mean as an unbiased estimator of the sampling times in repetitive operations and use these data as information to obtain other indicators such as:

1. The cycle time of the manufacturing line, $T_{c}$, that is defined as the processing time of the slowest station plus the transfer time. Therefore, if $\tau_{i}$ represents the operating time of each station $i$ and $\tau_{c_{i}}$ is the transfer time from machine $i$ to the next machine, then for a total of $n$ machines, the cycle time is given by

$$
T_{c}=\max \left\{\tau_{i}\right\}+\tau_{c_{i}}
$$

2. The actual time of the production cycle, $T_{r}$, that includes the times assigned to unavoidable random stoppages expressed as an average value satisfies

$$
T_{r}=T_{c}+F_{d} T_{o}
$$

where $F_{d}$ represents the stoppage frequency in (stops/cycle) and $T_{o}$ is the downtime per line stop. The above measures lead to simple expressions for the ideal $P_{i}$ and actual $P_{r}$ production rates, that is $P_{r} \approx T_{c}^{-1}$ and $P_{i} \approx T_{r}^{-1}$.

### 3.2. The Stochastic Approach

Deterministic modeling of the operation of a manufacturing line is an almost impossible task. There are many random quantities involved in this operation, for example: repair times of damaged equipment, installation preparation times (set-up times), mechanical, electrical and electronic failures, different operator skills, etc. Our proposal is focused on a more realistic stochastic modeling of any manufacturing line, manual or automatic. Under this framework, an important indicator is the probability that a manufacturing line is operating satisfactorily at any moment, namely the reliability function. Therefore, the reliability at time $t, R(t)$, of a manufacturing line is a metric such that $R(t) \in(0,1)$; rarely does a system reach the value 1 .

Consider a mass production line with intermediate buffers, as shown in Figure 1.


Figure 1. Sequencing of operations with decoupling buffers.
The raw material warehouse is a place where all the products that will be used in the process are stored until they are required. A machine is any mechanical, electrical or electronic device designed and used to carry out some operation or process on a material for a specific product.

A buffer $B_{i j}$ is considered as an intermediate workstation (out of a total of $n$ ) between machines $i$ and $j$, and it is used as temporary storage for the product. Typically, these facilities are located between two consecutive machines and serve to cushion the advance of the product between two stations. Therefore, the overall system can be analyzed as a queuing model embedded in a processing system. The view of a buffer as a queue of finite length is not entirely new. There are several works that have focused with great accuracy on this scheme; see for example $[17,18]$.

In our proposal, we will assume that the buffers satisfy the conditions of the conservation of flux law given by

$$
\begin{equation*}
u_{t}+\psi(u)_{x}=0, \tag{1}
\end{equation*}
$$

where $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is the flux and $u:[0,+\infty) \times \mathbb{R} \rightarrow \mathbb{R}^{n}$ is the conserved quantity and where, for any interval [ $a, b]$, it is satisfied that [19]

$$
\begin{equation*}
\frac{d}{d t} \int_{a}^{b} u(t, x) d x=-\int_{a}^{b} f(u(t, x)) d x=f(u(t, a))-f(u(t, b))=\varsigma(t) \tag{2}
\end{equation*}
$$

where $\varsigma(t)$ is a function only of $t$. Thereby, in the first model, we take up some ideas from [20] to develop our own model associated with a manufacturing line with these characteristics.

Next, we will obtain the dynamics of the products inside the buffers. To do this, we will consider two cases. In the first one, we will suppose that the total content of each buffer is taken by the consecutive machine in a unique way. That is, all the content of the buffer is taken to be processed (takes all), which presupposes that the machine has the capacity to receive the entire content of the buffer in a single emission. In addition, we will use the average times to failure and repair as the elements that trigger the availability of the equipment, which constitute the central axis of our analysis.

In a second model, we will suppose that each piece of the buffer is taken one by one and the consecutive machine processes them in a unitary way (one by one). Here, the triggers of the dynamics of the system are the rate of arrival $(\alpha)$ of the products to the machine $M_{i}$, as well as the rate of abandonment $(\beta)$ to be incorporated downstream in the manufacturing line. As a result, the main indicators contained in the system buffers will be obtained. The main results are as follows:

### 3.3. Takes All Format

Under this framework, the amount of content in the buffers may vary due to different processing times and random shutdowns due to equipment failure, different operator skills, and random events affecting the system. In order to set up the mathematical model of this system we consider the following aspects:

1. All the raw material for the process comes from a single place called the raw material storehouse. This is a warehouse with infinite capacity.
2. Each machine $i$ has a mean time to failure given by

$$
\begin{equation*}
\int_{0}^{\infty} x d F_{X}^{i}(x)=\lambda_{i}^{-1}, i=1, \ldots, n \tag{3}
\end{equation*}
$$

3. Similarly, the mean time to repair of machine $i$ is given by

$$
\begin{equation*}
\int_{0}^{\infty} y d F_{Y}^{i}(y)=\mu_{i}^{-1}, i=1, \ldots, n . \tag{4}
\end{equation*}
$$

4. From (3) and (4), it follows that the unavailability of equipment $i$ is given by

$$
\begin{equation*}
U_{i}=\lambda_{i} \mu_{i}^{-1}, i=1, \ldots, n \tag{5}
\end{equation*}
$$

5. Each machine $M_{i}$ that is part of the system has a maximum productivity rate (measured in products manufactured per unit of time) given by $\xi_{i}$. In this proposal, we will assume that if a machine is operating, it always does so at its maximum capacity.
6. The totality of the production moves only in the main manufacturing line, and there is no lost or spilled material.

To begin this analysis, suppose that the quantity of product $\phi(t)$ existing in each buffer $B_{i j}, i<j, j=1,2, \ldots, n$, with respect to time $t$ is driven by the stochastic differential equation

$$
\begin{equation*}
\frac{d}{d t} \phi(t)=\xi_{i} \delta_{i}(t)-\xi_{j} \delta_{j}(t)=\zeta(t), t \geq 0 \tag{6}
\end{equation*}
$$

here, $\phi(t) \in\left(\frac{-h}{2}, \frac{h}{2}\right)$, and $\phi(0)=0$. In addition, assume that

$$
\begin{equation*}
\delta_{i}(t) \in\{0,1\} \tag{7}
\end{equation*}
$$

In this approach, each buffer $B_{i j}$ has a capacity $h_{i j} \leq \max \left\{\xi_{i}, \xi_{j}\right\}$, such that the products that arrive at it are formed to be served in a strict First Input, First Output (FIFO) order. When the content of a buffer is a negative quantity, it is said to be starved.

Equations (6) and (7) define a regenerative stochastic process with state space $\{0\},\{1\}$, where $\delta_{i}(t)=1$ means that the corresponding machine is working, and zero means that it is not. Let $\pi(\vartheta, t)$ be the probability of being in the $\vartheta$-state. If we assume that $F_{X}(x)$ and $F_{Y}(y)$ are exponentially distributed under steady-state conditions, as in [21,22], then

$$
\begin{equation*}
\pi(0, t)=\lim _{t \rightarrow \infty}\left[\pi(0,0)(1-\lambda-\mu)^{t}+\frac{\lambda}{\mu+\lambda}\left[1-(1-\lambda-\mu)^{t}\right]\right]=\frac{\lambda}{\mu+\lambda} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi(1, t)=\lim _{t \rightarrow \infty}\left[\pi(1,0)(1-\lambda-\mu)^{t}+\frac{\mu}{\mu+\lambda}\left[1-(1-\lambda-\mu)^{t}\right]\right]=\frac{\mu}{\mu+\lambda} \tag{9}
\end{equation*}
$$

thus

$$
\begin{equation*}
P\left(\delta_{i}(t)=1\right)=\pi(1, t), P\left(\delta_{i}(t)=0\right)=\pi(0, t) \tag{10}
\end{equation*}
$$

The above assumption leads to the noise $\zeta(t)$, which is a Markov process with state space $\Omega$ defined as

$$
\begin{equation*}
\Omega=\left\{\xi_{i}-\xi_{j},-\xi_{j}, \xi_{i}, 0\right\} \tag{11}
\end{equation*}
$$

where

$$
\begin{gather*}
P\left(\xi_{i}-\xi_{j}\right)=\pi_{i}(1) \pi_{j}(1)=\frac{\mu_{i} \mu_{j}}{\left(\mu_{i}+\lambda_{i}\right)\left(\mu_{j}+\lambda_{j}\right)}=\frac{\mu_{i} \mu_{j}}{\varrho}  \tag{12}\\
P\left(-\xi_{j}\right)=\pi_{i}(0) \pi_{j}(1)=\frac{\lambda_{i} \mu_{j}}{\left(\mu_{i}+\lambda_{i}\right)\left(\mu_{j}+\lambda_{j}\right)}=\frac{\lambda_{i} \mu_{j}}{\varrho}  \tag{13}\\
P\left(\xi_{i}\right)=\pi_{i}(1) \pi_{j}(0)=\frac{\mu_{i} \lambda_{j}}{\left(\mu_{i}+\lambda_{i}\right)\left(\mu_{j}+\lambda_{j}\right)}=\frac{\mu_{i} \lambda_{j}}{\varrho}  \tag{14}\\
P(0)=\pi_{i}(0) \pi_{j}(0)=\frac{\lambda_{i} \lambda_{j}}{\left(\mu_{i}+\lambda_{i}\right)\left(\mu_{j}+\lambda_{j}\right)}=\frac{\lambda_{i} \lambda_{j}}{\varrho} \tag{15}
\end{gather*}
$$

Hence, there is an initial probability vector $\Pi_{0}^{*}$ given by

$$
\begin{equation*}
\Pi_{0}^{*}=\varrho^{-1}\left[\mu_{i} \mu_{j}, \lambda_{i} \mu_{j}, \mu_{i} \lambda_{j}, \lambda_{i} \lambda_{j}\right] \tag{16}
\end{equation*}
$$

where $\Pi^{*}$ means transpose of $\Pi$. Similarly, we have that the infinitesimal transition probabilities $\hat{Q}$ is defined as

$$
\hat{Q}=\left(\begin{array}{cccc}
-\left(\lambda_{i}+\lambda_{j}\right) & \mu_{i} & \mu_{j} & 0  \tag{17}\\
\lambda_{i} & -\left(\mu_{i}+\lambda_{j}\right) & 0 & \mu_{j} \\
\lambda_{j} & 0 & -\left(\mu_{j}+\lambda_{i}\right) & \mu_{i} \\
0 & \lambda_{j} & \lambda_{i} & -\left(\mu_{i}+\mu_{j}\right)
\end{array}\right) .
$$

An estimator for the expected value of the buffer contents for all $t$ is given by

$$
\begin{equation*}
\mu_{\phi(t)}=E[\phi(t)]=\varrho^{-1}\left[\left(\xi_{i}-\xi_{j}\right)\left(\mu_{i} \mu_{j}\right)-\xi_{j}\left(\lambda_{i} \mu_{j}\right)+\xi_{i}\left(\mu_{i} \lambda_{j}\right)\right] \tag{18}
\end{equation*}
$$

and the variance satisfies

$$
\begin{equation*}
\sigma_{\phi(t)}^{2}=\varrho^{-1}\left[\left(\xi_{i}-\xi_{j}\right)^{2}\left(\mu_{i} \mu_{j}\right)+\xi_{j}^{2}\left(\lambda_{i} \mu_{j}\right)+\xi_{i}^{2}\left(\mu_{i} \lambda_{j}\right)\right]-E^{2}[\phi(t)] \tag{19}
\end{equation*}
$$

Derived from the above, we have that the total expected production $\varphi_{i}$ of each machine $i$ during the planning horizon $T$ can be obtained by adding the partial productivities generated during the $k$ production cycles, when process (6) is in state 1 , that is (see Figure 2),

$$
\begin{equation*}
\varphi_{i}=\sum_{l=1}^{k}\left(\frac{\mu_{l}}{\mu_{l}+\lambda_{l}}\right) h_{l}, \quad i=1, \ldots, n \tag{20}
\end{equation*}
$$

The expected total production of the line is given by

$$
\begin{equation*}
M_{\text {total }}=\sum_{i=1}^{n} \varphi_{i}=\sum_{i=1}^{n} \sum_{l=1}^{k}\left(\frac{\mu_{l}}{\mu_{l}+\lambda_{l}}\right) h_{l} . \tag{21}
\end{equation*}
$$

The number of average empty slots $S_{e}$ in each $B_{i j}$ buffer is given by

$$
S_{e}= \begin{cases}h_{i}-E[\phi(t)], & \text { if } E[\phi(t)] \geq 0  \tag{22}\\ h_{i}, & \text { otherwise }\end{cases}
$$

This model constitutes an important manufacturing case where a machine can be fed in a single way. That is, to start its operation, it considers taking all the material that precedes it in its operation. A numerical example for this situation will be shown later.


Figure 2. Alternative process cycles $\frac{d}{d t} \phi(t)$.

### 3.4. One by One Format

In this alternative model, we consider that the elements of the buffer content are dislodged from it one by one by the subsequent machine. In addition, each machine is always available when it is requested by the production line.

### 3.4.1. The Birth-and-Death Model

Let $\alpha_{i}$ and $\beta_{i}$ be the number of pieces that arrive and leave machine $i$ per unit of time, respectively, and let $\mathcal{S}$ be an integer interval (finite or infinite). Then, the process of arrivals and departures of products to a certain buffer can be seen as a Markov chain with subspace $\mathbb{Z}$ such that $\alpha \rightarrow[0, \infty)$ and $\beta \rightarrow[0, \infty)$. Again, we will suppose that $h \leq \max (\alpha, \beta)$.

Let $X(t)=X_{t}$ be the number of pieces in buffer $B_{i j}$ at time $t$, and let $P_{x}(t)=P\{X(t)=x\}$, $x=0,1, \ldots$ be the probability associated with the length of the queue at time $t$.

We will also assume the following:

1. The probability of transition $x \rightarrow x+1$ in the interval $(t+\Delta t)$ is $\alpha_{x} \Delta t+o(\Delta t)$;
2. The probability of transition $x \rightarrow x-1$ in the interval $(t, t+\Delta)$ is $\beta_{x} \Delta t+o(\Delta t)$;
3. The probability of transition to another neighboring state is $o(\Delta t)$;
4. The probability of no change is $1-\left(\alpha_{x}+\beta_{x}\right) \Delta t+o(\Delta)$.

Therefore, the system can be seen as a Markov process in continuous time of the type birth-and-death, i.e.,

$$
\begin{align*}
P_{x}(t+\Delta t)= & \alpha_{x-1} P_{x-1}(t) \Delta t+\left[1-\left(\alpha_{x}+\beta_{x}\right) \Delta t\right] P_{x}(t)+  \tag{23}\\
& \beta_{x+1} P_{x+1}(t) \Delta t+o(\Delta t) .
\end{align*}
$$

A reasonable assumption in this model is that $\alpha>\beta$, i.e., no backorders are allowed. The above result is associated with the following Kolmogorov equation

$$
\frac{d P_{x}(t)}{d t}=\alpha_{x-1} P_{x-1}(t)-\left(\alpha_{x}+\beta_{x}\right) P_{x}(t)+\beta_{x+1} P_{x+1}(t), x=1,2, \ldots
$$

and, in particular for $x=0$, we have

$$
\frac{d P_{0}(t)}{d t}=\beta_{1} P_{1}(t)
$$

Furthermore, if it is satisfied that in the initial state, the system is in the state $x=x_{0}$, $0<x_{0}<\infty$, then the initial conditions are $P_{x}(0)=1$ for $x=x_{0}$, and $P_{x}(0)=0$ otherwise. Without loss of generality, we will assume that $\lambda_{x}=\lambda$ and $\mu_{x}=\mu$. Using the generating function of the probabilities, $F(s, t)=\sum_{x=0}^{\infty} P_{x}(t) s^{x},|x| \leq 1$, we have as in [23]

$$
\frac{\partial F(s, t)}{\partial t}=\left[\alpha_{s}^{2}-(\alpha+\beta) s+\beta\right] \frac{\partial F(s, t)}{\partial s}
$$

whose general solution is given by

$$
F(s, t)=f\left(\frac{\beta-\alpha s}{1-s}\right) e^{-(\alpha-\beta) t}
$$

Note that when $X(0)=x_{0}=1$, then $F(s, 0)=s$. Therefore,

$$
s=f\left(\frac{\beta-\alpha s}{1-s}\right)
$$

and

$$
f(\xi)=\frac{\beta-\xi s}{\alpha-\xi}
$$

where $f$ is an arbitrary function. Hence,

$$
\begin{equation*}
F(s, t)=\frac{\beta\left(1-e^{(\alpha-\beta) t}\right)-\left(\alpha-\beta e^{(\alpha-\beta) t}\right) s}{\beta-\alpha e^{(\alpha-\beta) t}-\alpha\left(1-e^{(\alpha-\beta) t}\right) s} \tag{24}
\end{equation*}
$$

The coefficients of $s^{x}$ are given by (using the expansion method in power series)

$$
P_{x}(t)=\left\{\begin{array}{l}
{[1-\gamma(t)][1-\kappa(t)][\kappa(t)]^{x-1}, x=1,2, \ldots}  \tag{25}\\
0, x=0
\end{array}\right.
$$

where

$$
\begin{gather*}
\gamma(t)=\frac{\beta\left(e^{(\alpha-\beta) t}-1\right)}{\alpha e^{(\alpha-\beta) t}-\beta}  \tag{26}\\
\kappa(t)=\frac{\alpha\left(e^{(\alpha-\beta) t}-1\right)}{\alpha e^{(\alpha-\beta) t}-\beta}  \tag{27}\\
E\left\{X_{t}\right\}=e^{(\alpha-\beta) t} \tag{28}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left\{X_{t}\right\}=\sigma_{X_{t}}^{2}=\left[\frac{\alpha+\beta}{\alpha-\beta}\right]\left[e^{(\alpha-\beta) t}\right]\left[e^{(\alpha-\beta) t}-1\right] \tag{29}
\end{equation*}
$$

An estimator for the transition matrix $Q$ is given by

$$
Q(x)= \begin{cases}p(x)=\frac{\alpha(x)}{\alpha(x)+\beta(x)}, & \text { if } x \rightarrow x+1  \tag{30}\\ q(x)=\frac{\beta(x)}{\alpha(x)+\beta(x)}, & \text { if } x \rightarrow x-1 \\ r(x)=0, & \text { if } x \rightarrow x\end{cases}
$$

If $p(x)=q(x)=0$, then $r=1$. That is, the state $x$ is absorbing. Therefore, the generating matrix $\hat{Q}$ is given by

$$
\hat{Q}(x)= \begin{cases}-[\alpha(x)+\beta(x)], & \text { if } x \rightarrow x  \tag{31}\\ \alpha(x), & \text { if } x \rightarrow x+1 \\ \beta(x), & \text { if } x \rightarrow x-1\end{cases}
$$

Two important measures in the above context are the bottleneck and the leisure generated in the system. Leisure is defined as the time when one machine or a set of machines are free from work or other duties. In this topology, leisure in the $B_{i j}$ buffer occurs when the number of $\alpha$ products coming from machine $i$ is less than the number of $\beta$ products that will access machine $j$. Similarly, a bottleneck is a point of congestion in a production system. This occurs in an assembly when workloads arrive too quickly for the production process to handle. In our case, a bottleneck occurs in buffer $B_{i j}$ when the number of $\alpha$ products coming from machine $i$ is greater than the number of $\beta$ products that will access machine $j$. Formally, the buffer $B_{i j}$ can be in any of the following states

$$
\text { Buffer status }\left(B_{i j}\right)= \begin{cases}\text { Leisure }(\mathcal{L}), & \alpha<\beta  \tag{32}\\ \text { Bottleneck }(\mathcal{B}), & \alpha>\beta \\ \text { Steady flow, } & \alpha=\beta\end{cases}
$$

From (28), we have

$$
\lim _{t \rightarrow \infty} E\left\{X_{t}\right\}= \begin{cases}0, & \text { for } \alpha<\beta  \tag{33}\\ 1, & \text { for } \alpha=\beta \\ \infty, & \text { for } \alpha>\beta\end{cases}
$$

During the product movement in the buffers, it may happen that they become empty or become oversaturated due to the large amount of product accumulated in them. In a birth-death process, these phenomena are known as extinction and population explosion. Formally, in this analysis, any of the following events may occur:

1. If $X_{s}=0$ for some $s \in \mathcal{S}$, and hence $X_{t}=0, \forall t \in[s, \infty)$, then the phenomenon of extinction of the population is verified. The probability of emptying the buffer at time $t$ (extinction probability) is obtained from Equations (25)-(27) in the following way:

$$
\lim _{t \rightarrow \infty} P_{0}(t)=\lim _{t \rightarrow \infty}\left[\frac{\beta\left(e^{(\alpha-\beta) t}-1\right)}{\alpha e^{(\alpha-\beta) t}-\beta}\right]= \begin{cases}1, & \text { for } \alpha<\beta  \tag{34}\\ (\beta / \alpha), & \text { for } \alpha>\beta\end{cases}
$$

2. Similarly, if $X_{t} \rightarrow \infty$, as $t \rightarrow \infty,(T=\infty)$, then the phenomenon of population explosion is verified. The probability of explosion, $p_{e}$, is given by

$$
\begin{equation*}
p_{e}=1-\lim _{t \rightarrow \infty} P_{0}(t) \tag{35}
\end{equation*}
$$

Finally, we are interested in the absorption probability function, i.e., $h(x)=P\left(X_{t}=0\right.$ for some $\left.t \in[0, \infty) \mid X_{0}=0, T<\infty\right)$. This is given by

$$
\begin{equation*}
h(x)=\frac{1}{q} \sum_{i=0}^{x-1} \frac{\beta(1) \beta(2) \ldots \beta(i)}{\alpha(1) \alpha(2) \ldots \alpha(i)} \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
q=\sum_{i=0}^{\infty} \frac{\beta(1) \beta(2) \ldots \beta(i)}{\alpha(1) \alpha(2) \ldots \alpha(i)} \tag{37}
\end{equation*}
$$

It is interesting to note the similarity between Equations (34) and (36). One more important result is the following:

$$
\lim _{t \rightarrow \infty} E\left\{X_{t}\right\} \rightarrow x_{0}, \text { if } \alpha=\beta
$$

The application of this model assumes the existence of constant rates of arrival and departure of the system. In order to illustrate its application, a numerical example will be carried out later.

### 3.4.2. The Non-Homogeneous Birth-and-Death Model

In practice, the $\alpha_{i}$ arrival and the $\beta_{i}$ departure rates of products on the machine $i$ are not the same at any instant of time. These change according to the variable speeds of the equipment, the demand requirements and the Master Production Plan (MPS). In this case, these rates should be expressed as a function of the time in which they will be required. Formally, we now define $\alpha_{i}(t)$ and $\beta_{i}(t)$ as the number of pieces arriving and leaving the machine $M_{i}$, respectively, depending on their observation time. Again, let $X(t)=X_{t}$ be the number of pieces in buffer $B_{i j}$ at time $t$. Now, we will assume that the rates are arbitrary functions of time of the state variable. The adjustments to the previous model are based in [24] and reported in [25]. In this case, we have

$$
\begin{align*}
& \gamma(t)=1-\frac{e^{-\omega(t)}}{w(t)}  \tag{38}\\
& \kappa(t)=1-\frac{1}{w(t)} \tag{39}
\end{align*}
$$

where

$$
\begin{equation*}
\left.\omega(t)=\int_{0}^{t}[\beta(\tau)]-\alpha(\tau)\right] d \tau \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
w(t)=e^{-\omega(t)}\left[1+\int_{0}^{t} \beta(\tau) e^{\omega(\tau)} d \tau\right] \tag{41}
\end{equation*}
$$

The mean and variance, respectively, are now given by

$$
\begin{gather*}
E\left\{X_{t}\right\}=e^{-\omega(t)}  \tag{42}\\
\left.\operatorname{Var}\left\{X_{t}\right\}=\sigma_{X_{t}}^{2}=e^{-2 \omega(\tau)} \int_{0}^{t}[\beta(\tau)]+\alpha(\tau)\right] e^{\omega(\tau)} d \tau \tag{43}
\end{gather*}
$$

Under these conditions, the probability of extinction of pieces in each buffer is given by

$$
\begin{equation*}
P_{0}(t)=\frac{\int_{0}^{t} \beta(\tau) e^{\omega(\tau)} d \tau}{1+\int_{0}^{t} \beta(\tau) e^{\omega(\tau)} d \tau} \tag{44}
\end{equation*}
$$

The intensity function and the transition probabilities are, respectively, given by

$$
\begin{equation*}
q_{i}=(\alpha+\beta) i, \quad i=1,2 \ldots \tag{45}
\end{equation*}
$$

and

$$
Q_{i j}= \begin{cases}\frac{\alpha}{\alpha+\beta}, & \text { for } j=i+1, i=1,2, \ldots  \tag{46}\\ \frac{\beta}{\alpha+\beta}, & \text { for } j=i-1, \\ 0, & \text { for }|i-j|>1\end{cases}
$$

The infinitesimal matrix of transition probabilities satisfies

$$
\mathcal{Q}=\left[\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0  \tag{47}\\
\beta & -(\alpha+\beta) & \alpha & 0 & 0 & \cdots & 0 & 0 \\
0 & 2 \beta & -2(\alpha+\beta) & 2 \alpha & 0 & \cdots & 0 & 0 \\
0 & 0 & 3 \beta & -3(\alpha+\beta) & 3 \alpha & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \vdots
\end{array}\right]
$$

The corresponding Kolmogorov equations are given by

$$
\begin{gather*}
\frac{d P_{i j}}{d t}=\alpha_{j-i} P_{i, j-1}(t)-\left(\alpha_{j}+\beta_{j}\right) P_{i j}(t)+\beta_{j+1} P_{i, j+1}(t),  \tag{48}\\
\frac{d P_{i j}}{d t}=\alpha_{i} P_{i+1, j}(t)-\left(\alpha_{i}+\beta_{i}\right) P_{i j}(t)+\beta_{i} P_{i-1, j}(t) \tag{49}
\end{gather*}
$$

and using the generating function, we have that

$$
\begin{equation*}
(F(s, t))^{i}=\left[\frac{\gamma(t)+[1-\gamma(t)-\kappa(t) s]}{1-\kappa(t) s}\right]^{i} \tag{50}
\end{equation*}
$$

where

$$
[\gamma(t)+(1-\gamma(t)-\kappa(t)) s]^{i}=\sum_{n=0}^{\infty}\binom{i}{n}[\gamma(t)]^{i}[1-\gamma(t)-\kappa(t)]^{i} s^{i},
$$

and

$$
[1-\kappa(t)]^{-i}=\sum_{n=0}^{\infty}\binom{i+n-1}{n}[\kappa(t)]^{i} s^{i}, \quad|\kappa(t) s|<1 .
$$

Therefore,

$$
\begin{equation*}
P_{i j}(t)=\sum_{n=0}^{i}\binom{i}{n}\binom{i+j-n-1}{i-1}[\gamma(t)]^{i-n}[\kappa(t)]^{j-n}[1-\gamma(t)-\kappa(t)]^{n}, \quad i \geq j . \tag{51}
\end{equation*}
$$

The above equation is useful for defining a set of $\Omega$ states of the transition matrix and calculating other properties of the system such as absorption first passage time. For the recurrence time, an important result in [26] is the following. If $H_{i j}(t)$ and $H_{i i}(t)$ are the first-passage time and recurrence time distribution of the process $X(t)$, then

$$
\mathrm{Y}=\int_{0}^{\infty} d H_{i i}(t)
$$

defines the probability that the system starts at $i$ and ends at $i$ during a finite period of time.
An interesting extension to birth-death processes is when there exists a jump rate expressed as an asymptotic polynomial dependence on the position of the process; see, for example, [27]. The authors obtain an approximate asymptotic exponential distribution for the probability of excursions of a rescaled process contained within a neighborhood of a given non-negative continuous function.

## 4. Numerical Examples

Below are three numerical examples associated with the cases analyzed in this document. First, an instance associated with the model of the 'takes all formats' type is shown. The second refers to the one-by-one format model. In this case, we show two examples associated; the first one uses the homogeneous birth-death model and the second one uses the non-homogeneous case. Each subsection corresponds to the previously developed models in the same order of presentation. The results obtained are the following.

### 4.1. The Case for the Format Takes All

In order to show a numerical example with this format, we assumed a sequence of six machines with five intermediate buffers. The operation dynamics of this model is as follows:

1. Enter the known values of $h_{i}$, for all $B_{i j} i=1, \ldots, n$;
2. Enter the known values of $\xi_{i}, \lambda$ and $\mu$ for all $M_{i} i=1, \ldots, n$;
3. For all $M_{i}, i=1, \ldots, n$, obtain the magnitudes:

$$
\mu_{\phi(t)}, \sigma_{\phi(t)}^{2}, S_{e}, U, \varphi ;
$$

4. Obtain the states $\mathcal{S}$ of the process: leisure $(\mathcal{L})$ or bottleneck $(\mathcal{B})$.

The presentation is made in three blocks in Table 1. The first block shows the numerical values assigned to the instance. The second block shows the states of $\Omega$. Finally, in the third block, we show the numerical values obtained using our proposal.

For the block $\Theta_{1}$, the following values are proposed (typical quantities in a metalworking manufacturing system). The unit of measurement of time is hours; therefore, $\lambda=1 / 1200$ means one failure every 1200 h , and $\mu=1 / 25$ is interpreted as one repair every 25 h . The values of $\xi$ were arbitrarily proposed and represent the maximum number of pieces processed per hour on each machine $M_{i}, i=1, \ldots, 6$. Here, $\theta_{i j}=\xi_{i}-\xi_{j}$, and $M_{t o t}=37$. Finally, $h_{i j}$ represents the capacity of the buffer $B_{i j}$ in pieces processed per hour.

Table 1. Parametric values and results obtained from the takes all format.

| $\Theta_{1}$ | $M_{1}$ | $B_{12}$ | $M_{2}$ | $B_{23}$ | $M_{3}$ | B34 | $M_{4}$ | $B_{45}$ | $M_{5}$ | $B_{56}$ | $M_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| h |  | 6 |  | 8 |  | 8 |  | 7 |  | 8 |  |
| $\xi$ | 6 |  | 5 |  | 8 |  | 7 |  | 4 |  | 8 |
| $\lambda$ | $\frac{1}{1200}$ |  | $\frac{1}{1150}$ |  | $\frac{1}{1000}$ |  | $\frac{1}{1060}$ |  | $\frac{1}{1200}$ |  | $\frac{1}{1100}$ |
| $\mu$ | $\frac{1}{25}$ |  | $\frac{1}{32}$ |  | $\frac{1}{27}$ |  | $\frac{1}{29}$ |  | $\frac{1}{28}$ |  | $\frac{1}{34}$ |
| $\Theta_{2}$ | $M_{1}$ | $B_{12}$ | $M_{2}$ | $B_{23}$ | $M_{3}$ | B34 | $M_{4}$ | $B_{45}$ | $M_{5}$ | $B_{56}$ | $M_{6}$ |
| $\theta_{i j}$ |  | 1 |  | -3 |  | 1 |  | 3 |  | -4 |  |
| $-\xi_{j}$ |  | -5 |  | -8 |  | -7 |  | -4 |  | -8 |  |
| $\xi_{i}$ |  | 6 |  | 5 |  | 8 |  | 7 |  | 4 |  |
| 0 |  | 0 |  | 0 |  | 0 |  | 0 |  | 0 |  |
| $\mathcal{S}$ |  | $\mathcal{B}$ |  | $\mathcal{L}$ |  | $\mathcal{L}$ |  | $\mathcal{L}$ |  | $\mathcal{B}$ |  |
| $\Theta_{3}$ | $M_{1}$ | $B_{12}$ | $M_{2}$ | $B_{23}$ | $M_{3}$ | $B_{34}$ | $M_{4}$ | $B_{45}$ | $M_{5}$ | $B_{56}$ | $M_{6}$ |
| $\mu_{\phi(t)}$ |  | 1.017 |  | -2.901 |  | 0.096 |  | 2.910 |  | -3.851 |  |
| $\sigma_{\phi(t)}$ |  | 1.162 |  | 1.597 |  | 1.679 |  | 1.278 |  | 1.489 |  |
| $S_{e}$ |  | 4.982 |  | 8.000 |  | 7.038 |  | 4.089 |  | 8.000 |  |
| $U$ | 0.020 |  | 0.027 |  | 0.027 |  | 0.027 |  | 0.023 |  | 0.030 |
| $\varphi$ | 5.882 |  | 4.864 |  | 7.789 |  | 6.8136 |  | 3.988 |  | 7.760 |

The $\Theta_{2}$ block represents the state space associated with the Markovian process $\phi(t)$ (Equation (11)) once the values of the block $\Theta_{1}$ have been replaced. The value of $\mathcal{S}$ defines the buffer positions as leisure $(\mathcal{L})$ or bottleneck $(\mathcal{B})$.

In the $\Theta_{3}$ block, the row assigned to $\mu_{\phi(t)}$ represents the average value of the contents of the system buffers, which is the expected value of the Markovian process $\phi(t)$ (Equation (18)). It is important to note that buffers $B_{12}, B_{34}$ and $B_{45}$ contain a positive value. For example, the case of buffer $B_{12}$ is interpreted as follows. Machines $M_{1}$ and $M_{2}$ have respective processing capacities of six pieces/h and five pieces $/ h$, respectively. The buffer $B_{12}$ will have an average content of 1017 pieces $/ \mathrm{h}$. However, the processing capacity of $M_{3}$ is eight pieces/h, that is, a processing capacity greater than $M_{2}$; therefore, there will be leisure in the buffer $B_{23}$, since it remains starved for material that does not arrive. This situation is reflected in its average content-that is, -2.92 pieces $/ \mathrm{h}$. The rest of the analysis for this row is done with the same logic.

The row associated with $\sigma_{\phi(t)}$ represents the standard deviation of the $\phi(t)$ process (Equation (19)). It is important to highlight that these quantities are very similar, which defines little variability of the process. In the case of the $S_{e}$ variable, it defines the number
of empty slots in each $B_{i j}$ buffer. Special cases are buffers $B_{23}$ and $B_{56}$ (Equation (22)). Similarly, the variable $U$ (Equation (5)) represents the unavailability of the machine $M_{i}$, i.e., a measure of the probability that such a machine is offline and $\varphi$ is the expected production in the system.

Another interesting measure of the activity of each machine is given by Equations (12)-(14), that is, the state probabilities. Table 2 shows these results.

Table 2. Probability distribution for the process $\phi(t)$ in each buffer.

| State $(\boldsymbol{i})$ | $\boldsymbol{M}_{\mathbf{1}}$ | $\boldsymbol{B}_{\mathbf{1 2}}$ | $\boldsymbol{M}_{\mathbf{2}}$ | $\boldsymbol{B}_{\mathbf{2 3}}$ | $\boldsymbol{M}_{\mathbf{3}}$ | $\boldsymbol{B}_{\mathbf{3 4}}$ | $\boldsymbol{M}_{\mathbf{4}}$ | $\boldsymbol{B}_{\mathbf{4 5}}$ | $\boldsymbol{M}_{\mathbf{5}}$ | $\boldsymbol{B}_{\mathbf{5 6}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{\xi}_{i}-\boldsymbol{\xi}_{j}$ |  | 0.9531 |  | 0.9473 |  | 0.9478 |  | 0.9512 |  | 0.9479 |
| $\boldsymbol{q}_{j}$ |  | 0.0199 |  | 0.0264 |  | 0.0256 |  | 0.0260 |  | 0.0221 |
| $\xi_{i}$ |  | 0.0265 |  | 0.0256 |  | 0.0259 |  | 0.0222 |  | 0.0293 |
| 0 |  | 0.0006 |  | 0.0007 |  | 0.0007 |  | 0.0006 |  | 0.0007 |

The components of the matrix represent the probability of the state $s_{i}, i=1, \ldots, 4$ in the $B_{i j}$ buffer. For example, for buffer $B_{23}$, we have $P\left(\xi_{i}-\xi_{j}\right)=0.9473$, and the rest is the same. The values found reveal a high activity of the state $\xi_{i}-\xi_{j}$. Finally, from the values given in this instance, we obtain the initial vector of probabilities (Equation (16))

$$
\begin{gathered}
\Pi_{0}^{B_{12}^{*}}=[0.9531,0.0199,0.0265,0.0006], \Pi_{0}^{B_{23}^{*}}=[0.9473,0.0264,0.0256,0.0007] \\
\Pi_{0}^{B_{34}^{*}}=[0.9478,0.0256,0.0259,0.0007], \Pi_{0}^{B_{45}^{*}}=[0.9512,0.0260,0.0222,0.0006] \\
P i_{0}^{B_{56}^{*}}=[0.9479,0.0221,0.0293,0.0007]
\end{gathered}
$$

### 4.2. The Case One by One

For the analysis of these instances, we proceed as before, separating the corresponding subsections in the order in which they were previously exposed.

### 4.2.1. The Case of the Homogeneous Birth-Death Model

In order to illustrate the second model numerically, we define a punctual estimator of the content of the buffers (independent of $t$ ), and the following statistic is proposed

$$
\begin{equation*}
\bar{y}=\frac{1}{T} \sum_{t=1}^{T} E\{X(t)\} \tag{52}
\end{equation*}
$$

Similarly, for the standard deviation of the content of the buffer $B_{i j}$, we propose the statistic $\bar{z}$ defined as

$$
\begin{equation*}
\bar{z}=\frac{1}{T} \sum_{t=1}^{T} \sigma_{X_{t}} . \tag{53}
\end{equation*}
$$

For the exploration of this instance, we use two methods. In the first, the expected value of $P_{X}(t)$ is proposed as the content of the buffer $B_{i j}$. In the second, the dynamic inputoutput, Work In Process (WIP) and Work In Buffers (WIB) are used. For this case, we define the Work In Process (WIP) as the raw materials, labor, and overhead costs incurred for products that are at various stages of the production process. Similarly, the Work In Buffers (WIB) refers to the amount of material stored in buffer $B_{i j}$ at time $t$ of the planning horizon.

The dynamics of operation in the first approach is as follows

1. Enter the known values of $h_{i}$, for all $B_{i j}, i=1, \ldots, n$;
2. Enter the known values of $\xi_{i}, \alpha$ and $\beta$ for all $M_{i} i=1, \ldots, n$;
3. For all $t$ and for all $M_{i}, i=1, \ldots, n$, obtain the magnitudes:
(a) $\beta\left(e^{(\alpha-\beta) t}-1\right), \alpha\left(e^{(\alpha-\beta) t}-1\right), \alpha e^{(\alpha-\beta) t}-\beta$
(b) $\kappa(t), \gamma(t), P_{x}(t), E\{X(t)\}, \sigma_{X_{t}}$;
4. For each buffer $B_{i j}$, estimate the approximate values of $\bar{y}$ and $\bar{z}, P_{0}(t)$ and $\mathcal{S}$;
5. Assign to the buffer $B_{n, f p}$ the expected value of the production of the system.

Thus, for a $T=100$, we have the numerical values for this case in Table 3.
Table 3. Parametric values and results obtained from the one by one format.

| $\boldsymbol{\Theta}_{\mathbf{1}}$ | $\boldsymbol{M}_{\mathbf{1}}$ | $\boldsymbol{B}_{\mathbf{1 2}}$ | $\boldsymbol{M}_{\mathbf{2}}$ | $\boldsymbol{B}_{\mathbf{2 3}}$ | $\boldsymbol{M}_{\mathbf{3}}$ | $\boldsymbol{B}_{\mathbf{3 4}}$ | $\boldsymbol{M}_{\mathbf{4}}$ | $\boldsymbol{B}_{\mathbf{4 5}}$ | $\boldsymbol{M}_{\mathbf{5}}$ | $\boldsymbol{B}_{\mathbf{5 6}}$ | $\boldsymbol{M}_{\mathbf{6}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ |  | 6.80 |  | 6.75 |  | 6.72 |  | 6.71 |  | 6.70 |  |
| $\bar{\zeta}$ | 10 |  | 10 |  | 10 |  | 10 |  | 10 |  | $6 . f \boldsymbol{f}$ |
| $\alpha$ | 6.80 |  | 6.70 |  | 6.66 |  | 6.59 |  | 6.57 |  | 6.56 |
| $\beta$ | 6.70 |  | 6.68 |  | 6.60 |  | 6.58 |  | 6.56 |  | 6.50 |
| $\bar{y}$ |  | 55.81 |  | 3.22 |  | 69.10 |  | 1.72 |  | 1.72 |  |
| $\bar{z}$ |  | 642.56 |  | 68.30 |  | 1019.42 |  | 39.43 | 39.43 | 69.10 |  |
| $P_{0}$ |  | 0.9853 |  | 0.9970 |  | 0.9910 |  | 0.9985 | 0.998 | 1011.70 |  |
| $\mathcal{S}$ |  | $\mathcal{B}$ |  | $\mathcal{L}$ |  | $\mathcal{B}$ |  | $\mathcal{L}$ |  | 0.9909 |  |

From the values proposed for $\alpha$ and $\beta$, it is observed that in the row of states $\mathcal{S}$, there are two bottlenecks $(\mathcal{B})$ in buffers $B_{12}$ and $B_{34}$. Similarly, buffers $B_{23}, B_{45}$ and $B_{56}$ have respective leisures $(\mathcal{L})$. The content of the buffer $B_{6, f p}=69.10$ represents the amount of finished product (the expected total production) when the system is in steady-state conditions. Figure 3 shows graphically the probability distribution $P_{X}(t)$ for $t=30 \mathrm{~h}$ of operation in machine 1 for $x=1,2,3$.


Figure 3. Probability distribution $P_{X}(t)$ for $t=30 \mathrm{~h}$ of operation in machine 1 for $x=1,2,3$.
The dynamics of operation for the second approach is as follows:

1. Enter the known values of $h_{i}$, for all $B_{i j} i=1, \ldots, n$;
2. Enter the known values of $\xi_{i}, \alpha$ and $\beta$ for all $M_{i} i=1, \ldots, n$;
3. At $t=0$, the raw material arrives at the machine $M_{1}$ at a rate given by the function $\alpha_{1}$;
4. The number of products leaving machine one during the first hour is given by the function $\beta_{1}$;
5. The output rate of products $\left(s_{1}\right)$ from machine 1 is obtained from the quantity

$$
\begin{equation*}
s_{1}(t)=\min \left\{\xi_{1}, \beta_{1}\right\} ; \tag{54}
\end{equation*}
$$

6. The WIP of the first machine is defined as the difference between what is supported and what is delivered as finished product.

$$
W I P_{1}=\alpha_{1}-s_{1}
$$

7. Similarly, the $W I B_{1}$ is given by

$$
W I B_{1}=\min \left\{s_{1}, h_{1}\right\} ;
$$

8. The $W I B_{1}$ and the quantity $\xi_{2}$ constitutes the input to $M_{2}$ in the following form

$$
\alpha_{2}=\min \left\{W I B_{1}, \xi_{2}\right\}
$$

Therefore, the process is repeated updating the respective indices.
Table 4 shows a concentration of the results found with the parameters described.
Table 4. Average values for the homogeneous birth-death process for $T=100 \mathrm{~h}$.

| $\boldsymbol{\Theta}$ | $\boldsymbol{M}_{\mathbf{1}}$ | $\boldsymbol{B}_{\mathbf{1 2}}$ | $\boldsymbol{M}_{\mathbf{2}}$ | $\boldsymbol{B}_{\mathbf{2 3}}$ | $\boldsymbol{M}_{\mathbf{3}}$ | $\boldsymbol{B}_{\mathbf{3 4}}$ | $\boldsymbol{M}_{\mathbf{4}}$ | $\boldsymbol{B}_{\mathbf{4 5}}$ | $\boldsymbol{M}_{\mathbf{5}}$ | $\boldsymbol{B}_{\mathbf{5 6}}$ | $\boldsymbol{M}_{\mathbf{6}}$ | $\boldsymbol{B}_{\mathbf{6}, f \boldsymbol{f}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ |  | 6.80 |  | 6.75 |  | 6.72 |  | 6.71 |  | 6.70 |  | 6.65 |
| $\xi$ | 10 |  | 10 |  | 10 |  | 10 |  | 10 |  | 10 |  |
| $\alpha$ | 12.000 |  | 6.161 |  | 6.121 |  | 6.096 |  | 6.080 |  | 6.080 |  |
| $\beta$ | 16.000 |  | 16.000 |  | 16.000 |  | 16.000 |  | 16.000 |  | 16.000 |  |
| $\mathcal{S}$ | 6.700 |  | 6.700 |  | 6.700 |  | 6.700 |  | 6.700 |  | 6.700 |  |
| WIP | 3.451 |  | -2.387 |  | -2.427 |  | -2.451 |  | -2.467 |  | -2.467 |  |
| WIB |  | 6.161 |  | 6.121 |  | 6.096 |  | 6.080 |  | 6.080 | $\mathcal{B}$ | 6.040 |
| $\mathcal{S}$ |  | $\mathcal{B}$ |  | $\mathcal{B}$ |  | $\mathcal{B}$ |  | $\mathcal{B}$ |  | $\mathcal{B}$ |  |  |

The expected final quantity of production of this model is given by

$$
M_{t o t}=\sum_{i=1}^{6} W I B_{i}=36.578
$$

and $s_{i}=\min \left\{\alpha_{t}, \beta_{t}\right\}, i=1, \ldots, n$, stands for the amount emitted from machine $i$ at time $t$.

### 4.2.2. The Case of the Non-Homogeneous Birth-Death Model

In order to illustrate the non-homogeneous birth-death model, consider the following $\alpha(t)$ and $\beta(t)$ functions (see Figure 4).

$$
\begin{gather*}
\alpha(t)=\left\{\begin{array}{cc}
\frac{5}{7} t+\frac{9}{7}, & 0 \leq t \leq 15 \\
-0.08 t^{2}+3 t-17, & 15<t \leq 30
\end{array}\right.  \tag{55}\\
\beta(t)=\left\{\begin{array}{cc}
t+1, & 0 \leq t \leq 15 \\
-0.25 t+8, & 15<t \leq 30
\end{array}\right. \tag{56}
\end{gather*}
$$

In this case, we will assume that the arrival rate to the system (machine 1) is given by $\alpha_{1}$. Here:

$$
\begin{gathered}
W I P\left[P_{i}(t)\right]=\beta_{i}-\alpha_{i}, \\
W I B\left[B_{i j}(t)\right]=\min \left\{\beta_{i}, \xi_{i}\right\} .
\end{gathered}
$$



Figure 4. Functions $\alpha(t)$ and $\beta(t)$ used in the non-homogeneous birth-death model.
In this model, machine 1 is the access door to the system. Thus, the dynamics of the process is described as follows.

1. At $t=0$, the raw material arrives at the machine $M_{1}$ at a rate given by the function $\alpha_{1}(t)$.
2. The number of products leaving machine one during the first hour is given by the function $\beta_{1}(t)$.
3. The output rate of products $\left(s_{1}\right)$ from machine 1 is obtained from the quantity

$$
s_{1}(t)=\min \left\{\xi_{1}, \beta_{1}(t)\right\}
$$

4. The WIP of the first machine is defined as the difference between what is supported and what is delivered as finished product.

$$
W I P\left[M_{1}\right]=\alpha_{1}(t)-s_{1}(t)
$$

5. Similarly, the $W I B\left[B_{1}\right]$ is given by

$$
W I B\left[B_{1}\right]=\min \left\{s_{1}, h_{1}\right\} .
$$

6. The $W I B_{1}$ and the quantity $\xi_{2}$ constitutes the input to $M_{2}$ in the following form

$$
\alpha_{2}=\min \left\{W I B\left[B_{1}\right], \xi_{2}\right\}
$$

Therefore, the process is repeated updating the respective indices.
From the definitions of $\alpha(t)$ and $\beta(t)$, the following results are obtained:

$$
\begin{gathered}
\omega(t)=\left\{\begin{array}{cc}
\frac{195}{7}, & 0 \leq t \leq 15 \\
-91.875, & 15<t \leq 30
\end{array}\right. \\
E\left(X_{t}\right)=\left\{\begin{array}{cc}
0, & 0 \leq t \leq 15 \\
0, & 15<t \leq 30
\end{array}\right. \\
\sigma_{X_{t}}^{2}=\left\{\begin{array}{cc}
\infty, & 1 \leq t \leq 15 \\
0, & 15<t \leq 30
\end{array}\right. \\
P_{0}=\left\{\begin{array}{cc}
1, & 1 \leq t \leq 15 \\
1, & 15<t \leq 30
\end{array}\right.
\end{gathered}
$$

Table 5 summarizes some interesting results for this case.
Table 5. Average values for the non-homogeneous birth-death process for 100 h of operation.

| $\Theta$ | $M_{1}$ | $B_{12}$ | $M_{2}$ | $B_{23}$ | $M_{3}$ | $B_{34}$ | $M_{4}$ | $B_{45}$ | $M_{5}$ | $B_{56}$ | $M_{6}$ | $B_{6, f p}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $h$ |  | 10 |  | 10 |  | 10 |  | 10 |  | 10 |  | 10 |
| $\xi$ | 8 |  | 8 |  | 8 |  | 8 |  | 8 |  | 8 |  |
| $\bar{\alpha}(t)$ | 12.000 |  | 7.096 |  | 7.096 |  | 7.096 |  | 7.096 |  | 7.096 |  |
| $\bar{\beta}(t)$ |  | 16.000 |  | 16.000 |  | 16.000 |  | 16.000 |  | 16.000 |  | 16.000 |
| $s$ | 7.096 |  | 7.096 |  | 7.096 |  | 7.096 |  | 7.096 |  | 7.096 |  |
| WIP | 4.93 |  | 0 |  | 0 |  | 0 |  | 0 |  | 0 |  |
| WIB |  | 12.000 |  | 7.096 |  | 7.096 |  | 7.096 |  | 7.096 |  | 7.096 |
| $\mathcal{S}$ |  | $\mathcal{B}$ |  | $\mathcal{B}$ |  | $\mathcal{B}$ |  | $\mathcal{B}$ |  | $\mathcal{B}$ |  | $\mathcal{B}$ |

Again, the expected final quantity of production of this model is given by

$$
\begin{equation*}
M_{t o t}=\sum_{i=1}^{6} W I B_{i}=47.48 \tag{57}
\end{equation*}
$$

and $s_{i}=\min \{\alpha(t), \beta(t)\}, i=1, \ldots, n$ represents the amount of product coming from machine $i$ at time $t$.

### 4.3. A Brief Discussion of the Results Obtained

In the takes all approach, the results obtained in the analyzed cases show some important differences. In the first one, it is assumed that the totality of the material contained in the buffer is taken to be processed. This implies that the subsequent work station is capable of channeling the material from which it is fed, placing it in tandem while the worksation absorbs it. This situation is typical of a numerical control center (NCC) with robotic systems for picking, classifying and placing the product on the equipment platform: for example, in car door assembly and welding, LE TV assembly, inspection and packaging lines, or vehicle engine cover assembly lines.

The numerical values obtained for the occupation, expected production and leisure totally depend on the $\lambda$ and $\mu$ rates. In our example, these quantities were obtained experimentally in companies of the mechanical metal industry. Naturally, various values for these constants can be found reported in the literature. In the Conclusion, we cite several authors that report figures similar to ours. Although the estimators $\bar{y}$ and $\bar{z}$ are approximate values of the average production volume obtained during the planning horizon, they provide an indicator of the most likely values to be obtained under the conditions imposed on the system. The disadvantage of using them is the huge variance associated with them. In a model with multiple runs, it may be more appropriate to fit a theoretical density function to the samples created.

In a Markovian model, its simulation is simple due to the simplicity of the state matrix associated with the model. For example, taking advantage of the flow balance property from Equations (1) and (2) and knowing that the property $\pi_{i} p_{i j}=\pi_{j} p_{j i}$ for $i, j \in \Omega$ is fulfilled, then the Metropolis-Hasting algorithm is a useful tool for analyzing the behavior of the stochastic process $\zeta(t)$.

For the case of the pure birth-death and the non-homogeneous birth-death process, the ease of the model lies in their theoretical importance and the extensive literature on the subject. The classical values as the $\hat{Q}$ matrix uniquely determine the asymptotic behavior of the system, which allowed us to identify, under stable-state conditions of the system, the moments of leisure, bottlenecks and its stability.

Knowing the rates of birth (arrival of pieces to the buffer) and death (exit of pieces from the buffer), the system is practically characterized. Its simulation is also feasible for different initial (boundary) conditions in its parameters using the same Metropolis-Hasting algorithm. This could be a future line of research.

Particularly fascinating is the non-homogeneous birth-death model. Its beauty lies in the fact that arrival and departure rates depend on the instant of time in which they are observed. In practical models, this is an almost necessary condition that must be fulfilled to guarantee greater reality as in our proposal. Developing a simulation model of this process is almost a necessity. This would allow the analysis of more system variables such as operating costs (fixed and variable), stochastic demand and level of customer service.

In relation to the instances proposed in this approach, the results are very similar in terms of the average expected amount of production. In our case, the proposed models, in Equations (55) and (56) are estimated values of the production rate in flexible manufacturing systems associated with metalworking processes. Another important result found in this proposal is the Work in Process (WIP) and the introduction of a new variable called Work in Buffer (WIB). Our approach constitutes one more contribution to the literature since these metrics are mandatory in flexible manufacturing processes.

Finally, we want to express that the application of these models to real manufacturing cases is ready to be carried out. It is only necessary to obtain the magnitudes involved in the models through statistical sampling applied to the historical files that are prepared in the area of Maintenance Engineering in any manufacturing company. In Conclusions, several relevant papers are mentioned where models successfully have been applied to real engineering cases. The restrictions of our proposal is that it is limited only to those manufacturing models that satisfy the working hypotheses.

## 5. Conclusions

In this paper, we have carried out an analysis of the dynamics in the buffers of a mass production system whose workstations are aligned. By using probability theory, we were able to approximate three models that represent three different but common situations in the manufacturing industry. The results obtained show that under certain working hypotheses of the model, it is possible to make good approximations with a minimum of uncertainty.

We have analyzed three common situations. In the first one, we assumed that the total amount of product existing in each buffer is placed in the subsequent machine, and it is capable of operating simultaneously the volume of material received. In the second case, we assumed that there is a constant rate of access of products to the manufacturing line (a common situation in automated systems). With this in mind, we proposed a homogeneous birth-death model. The proposed rates are approximate magnitudes that are normally found in the metalworking industry, which is why they are very close to reality. The capacity of the buffers are also magnitudes that are directly related to the manufacturing capacities in the antecedent and consequent machines. Finally, the third case was built under the assumption that the corresponding arrival and departure rates of the products in the system buffers depend on the time in which the manufacturing line is operating. This assumption is not so unrealistic, since at certain times of the day, the rates vary due to factors such as worker fatigue, machine wear, shift changes, and set ups. We used a variant of the discrete-state stochastic process called the non-homogeneous birth-death process.

Although the assumptions under which this proposal is built vary substantially in each case, the results suggest that there is a great similarity in the expected amount of production in a planning horizon of 100 h . However, the idle levels and the number of bottlenecks are significantly different in each case. For this reason, we assume that the indicators of the models faithfully express their behavior. Measurements such as the unavailability of equipment, the expected variability of demand, and the probability distributions associated with the quantity of products stored in the buffers are engineering indicators of high value in the industry when the assumptions under which they were built are respected.

Although we may feel tempted to prepare a comparative table between the results obtained in each model, this would not be fully representative (except in the expected average production), since the construction assumptions change significantly from model
to model. The proposed technique allows an exploration very close to the operation of a real system and, therefore, the results obtained are highly reliable.

In future lines of research in this topic, greater detail in aspects such as the time that the product remains in each work station should be included. In this case, a technique based on the age-dependent branching stochastic processes (also called regenerative processes) could be implemented as in $[28,29]$.

Finally, another important aspect to address is the case of interconnected lines with derivations and stoppages.

In relation to the supposed reliability that should be had in a manufacturing line, reliability is defined as the probability that a system (in this case, a manufacturing line) operates satisfactorily at the time it is required. As a measure of probability, rarely does a system reach the value 1 . That is, even the most reliable systems have an associated probability of failure. Therefore, buffer systems exist in both automated and non-automated manufacturing lines. For example, in automated lines, buffers automatically handle production stops and allow machines on the line to continue. The following papers refer to buffers in automated manufacturing lines: [30-36].

As for mean time to repair (MTTR), this is the ratio of the total time spent on unplanned maintenance to the number of times a piece of equipment has failed during a specified period. MTTR does not consider parts lead time and is not used for scheduled maintenance. The concept assumes a metric with a single meaning. However, the letter R can stand for repair, recovery, response or resolution, and each case is specific to the company where it is used [37]. The variability of times lies in the fact that each company is a particular case; each facility and its topology is different. MTTR provides information to the extent of the data on which it is based. Therefore, a careful service history must be kept of the machines involved.

An estimate of the MTTR must be made considering the correct workflow and timestamps that collect data from multiple sources. For example, a workflow can be made up of the following activities: (a) Equipment operator enters a work order, (b) A scheduler releases the work order, (c) A technician adds his time to the work order, (d) The technician executes the requested work, and (e) Work order completed. An ordinary sequence of times to determine this magnitude is as follows [38]:

Incident $\rightarrow$ Failure detected $\rightarrow$ Diagnosis $\rightarrow$ Repair $\rightarrow$ Recovery $\rightarrow$ Availability $\rightarrow$ Incident
In any case, if the MTTR is too large, then the replacement of the damaged part is considered. In any case, this consumes a time that is never standard for all the companies that make use of this concept. Some authors who report their experience in the use of high values for an MTTR are the following: [39-42]. In particular, Ref. [43] i ncludes the idea of using buffers and MTTR.

In a manufacturing line, we could have two failure causes. In the first one is the operator or another instance that decides to stop the system. In the second, the failure is considered due to some technical aspect. In this work, we were only interested in failures of the technical type.

To date, there is a significant increase in the complexity of production technologies and the equipment used in them. In this case, mathematical models help to understand the complexity of the systems and their interactions with other components in a manufacturing line. A typical example of this is trying to understand how bottlenecks arise in the production process. Traditionally, in some industrial companies, mathematical models are used to analyze the system and make operational or resource decisions. The advantage of a mathematical model of a new system can be reflected in cost and flexibility to adapt the decisions made and due to its relative accuracy, which influences how and where they can be used [44]. Some significant examples showing the advantages and delimitations of mathematical models applied to industrial situations can be verified in [45,46].
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