
Citation: Shen, Y.; Gou, F.; Wu, J.

Node Screening Method Based on

Federated Learning with IoT in

Opportunistic Social Networks.

Mathematics 2022, 10, 1669. https://

doi.org/10.3390/math10101669

Academic Editors: Gaogao Dong and

Jianguo Liu

Received: 12 April 2022

Accepted: 9 May 2022

Published: 13 May 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

mathematics

Article

Node Screening Method Based on Federated Learning with IoT
in Opportunistic Social Networks
Yedong Shen 1, Fangfang Gou 1,* and Jia Wu 1,2,*

1 School of Computer Science and Engineering, Central South University, Changsha 410083, China;
sydong8203190211@csu.edu.cn

2 Research Center for Artificial Intelligence, Monash University, Clayton, Melbourne, VIC 3800, Australia
* Correspondence: gff8221@csu.edu.cn (F.G.); jiawu0510@csu.edu.cn (J.W.)

Abstract: With the advent of the 5G era, the number of Internet of Things (IoT) devices has surged,
and the population’s demand for information and bandwidth is increasing. The mobile device
networks in IoT can be regarded as independent “social nodes”, and a large number of social nodes
are combined to form a new “opportunistic social network”. In this network, a large amount of data
will be transmitted and the efficiency of data transmission is low. At the same time, the existence
of “malicious nodes” in the opportunistic social network will cause problems of unstable data
transmission and leakage of user privacy. In the information society, these problems will have a
great impact on data transmission and data security; therefore, in order to solve the above problems,
this paper first divides the nodes into “community divisions”, and then proposes a more effective
node selection algorithm, i.e., the FL node selection algorithm based on Distributed Proximal Policy
Optimization in IoT (FABD) algorithm, based on Federated Learning (FL). The algorithm is mainly
divided into two processes: multi-threaded interaction and a global network update. The device
node selection problem in federated learning is constructed as a Markov decision process. It takes
into account the training quality and efficiency of heterogeneous nodes and optimizes it according
to the distributed near-end strategy. At the same time, malicious nodes are screened to ensure the
reliability of data, prevent data loss, and alleviate the problem of user privacy leakage. Through
experimental simulation, compared with other algorithms, the FABD algorithm has a higher delivery
rate and lower data transmission delay and significantly improves the reliability of data transmission.

Keywords: opportunistic social network; federated learning; community restructuring; Internet of
Things; deep reinforcement learning; mobile edge computing

MSC: 91D30

1. Introduction

In recent years, with the rapid development of society, people’s lives have begun to
center around the Internet. Online social networks and e-commerce have developed rapidly,
and online life has become an indispensable part of modern life. With the popularity of
mobile devices and wearable devices, the device nodes in the network have also become
diverse, and the rapidly increasing number of device nodes has higher requirements for
network bandwidth and data transmission efficiency. This laid the groundwork for the
arrival of the 5G era [1].

5G introduces more key technologies and significantly improves spectrum efficiency
and capacity. Its communication transmission speed, efficiency, and quality have been
greatly improved, delay and power consumption control are better, and more new services
are associated with it. The IoT technology under the 5G network is one of them. With a high-
speed and stable 5G network, IoT technology can use sensor technology and embedded
technology to intelligently identify, locate, track, and monitor objects, so that it can fully
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realize the interconnection of the human, machine, and things at any time and place [2–4].
Because 5G technology has high-speed data transmission efficiency and a long transmission
distance, in actual operation, it can effectively improve the original cellular data module [5],
and it can also enrich the communication mode of the terminal and broaden the network
frequency band. Therefore, on a 5G network, the coverage area of the IoT can be expanded,
and the IoT has found huge development opportunities in the era of 5G networks.

With the advent of the 5G era, the population’s mobile data traffic is increasing rapidly,
and the demand for network bandwidth and information is also increasing [6]. There are
more and more types and numbers of devices in the IoT [7–10]. Opportunistic network
is a self-organizing network in which a complete path does not need to exist between
the source node and the destination node, and the communication between the networks
can be carried out through encounters in the process of node movement. In this network,
two nodes exchange data in the way of “storage-carry-forward” to realize communication
between nodes. Individual members in social networks have a relatively stable relationship
system due to interaction, and interaction will also affect social behavior. The opportunistic
social network combines the characteristics of the above two networks. With the rapid
transmission of large-capacity data in the 5G network, the efficiency and reliability of data
transmission at the edge are difficult to guarantee. Therefore, it is necessary to find a routing
algorithm that can improve the efficiency of data transmission and ensure data reliability.

Many researchers found that suitable node selection algorithms can effectively improve
the delivery rate of data transmission and reduce the transmission delay. However, due
to a lack of experience in dealing with complex social relations in opportunistic social
networks, they often have difficulty in proposing effective node selection schemes. With
the advent of edge intelligence, more and more intelligent applications will be trained
and executed on the edge side, and node selection algorithms based on edge computing
have become a hot topic in research. However, previous researchers did not notice that
the size of the data set on the terminal is often different [11], and the data may not meet
the independent distribution characteristics, which makes the training quality of the local
model different [12]. At the same time, not all terminal devices tested at the edge are perfect,
and some malicious nodes may tamper with the training results, which will cause data loss
and poor data reliability. Therefore, how to reasonably select equipment to participate in
the calculation to complete node selection is an urgent problem to be solved [8–11]. Many
materials use deep learning algorithms such as Q learning, deep Q learning, etc., but these
algorithms still have the problems of difficulty in determining the learning rate and low
convergence rate [12].

To solve the problems of low data transmission efficiency, unstable transmission,
and user privacy leakage in opportunistic social networks, combined with the relevant
characteristics of the nodes in the opportunistic social network, this paper decided to
adopt a distributed model training architecture based on federated learning (FL) to deal
with the problem of node selection during message transmission. This paper proposes a
FABD, FL node selection algorithm based on Distributed Proximal Policy Optimization
in IoT algorithm based on federated learning. Under the FL-based distributed training
architecture, edge-tested terminal devices can use the data collected by themselves to
perform training tasks locally, and then upload the trained local model parameters to
the cloud server for model aggregation. After completing the aggregation, evaluate the
heterogeneous data quality and training capabilities of the terminal equipment, and select
nodes based on the training data. In the opportunistic social network environment, our
FABD algorithm can also obtain the optimal set of nodes more efficiently. The main work
of this paper is as follows:

1. In order to achieve high-quality data transmission, it is necessary to evaluate nodes.
Therefore, this paper establishes a community model in opportunistic social networks,
divides nodes into different communities according to their evaluation results and
node properties, and studies nodes within the community. Select relevant content to
improve the efficiency of data transfer.
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2. To realize the screening of malicious nodes and the selection of heterogeneous device
nodes, this paper establishes the FL distributed training system architecture based on
deep reinforcement learning. Then, a node selection-oriented accuracy optimization
problem model is constructed, which aims at minimizing the overall loss function
of the participating equipment during each FL iteration process and satisfies the
constraints including transmission and calculation delays.

3. A node selection algorithm based on distributed near-end strategy optimization is de-
signed, and the device node selection problem in federated learning is constructed as
Markov decision optimization (MDP), and actions, state spaces, and reward functions
are defined. Based on the thread and PPO algorithm, a DPPO-based node selection
algorithm is designed to optimize the problem and solve it.

4. Based on a variety of data sets and diversified simulation training, the proposed
algorithm and other routing algorithms are simulated experimentally to verify the
performance. The experimental results show that the model and data transmission
method proposed in this paper has a higher delivery rate, better delay performance,
so it can improve data transmission reliability than other algorithms in different
environments. At the same time, the algorithm has good convergence and robustness.

The rest of this paper is as follows: In the second part, some representative research on
data transmission routing algorithms in opportunistic social networks will be introduced.
In the third part, some terms, concepts, and algorithm models used in this paper will
be introduced. The fourth section of this paper will introduce the setup of simulation
experiments, the performance of our proposed model will be verified in this section, too.
The full text will be discussed and summarized at the end of the article.

2. Related Work

Recently, the research of data transmission in opportunistic social networks has become
a hot issue; how to improve the efficiency and reliability of transmission is worthy of
further investigation. Up to now, many people proposed routing algorithms based on
data transmission in opportunistic social networks. Here are some of the well-known
routing algorithms.

The main idea of Yovita and Restu [13] was to use the First Contact algorithm [11] on
the delay-tolerant network. The basic idea of the algorithm was to copy the message it
carries, and then hand it to other nodes that are encountered first. Li and Chen proposed
the Floyd shortest path algorithm [14]. The algorithm took into account the time factor of
the wireless link, and it can obtain the shortest delay path more effectively than the First
Contact and Direct Delivery algorithms. Aung and Ho [15] believed that data transmission
in opportunistic networks needs robustness and flexibility to deal with mobility issues
caused by fading. They proposed new data transmission solutions to ensure low latency and
low overhead and control unnecessary transmission/duplication, which mainly include
two main algorithms: storage-carry-coordinated forwarding routing and information
popularity control.

Eshghi [16] studied epidemic routing in energy-constrained delay-tolerant networks
(DTN); they found that the optimal dynamic forwarding decision follows a simple threshold-
based structure in the mean-field state. Lenando and Alrfaay [17] noticed an important
social feature of epidemic routing and forwarding strategies in their research, namely
degree centrality, and then proposed the EpSoc hybrid routing protocol, which uses the
TTL of the message according to the centrality of the node. Rango et al. [18] proposed an
expansion method optimized for the reasons of energy consumption and message trans-
mission when studying the epidemic algorithm, to solve the problem that the source node
in the network cannot be guaranteed. In the study by DTN, Karimi, and Darmani [19],
they found that when the message is transmitted between nodes, the replication process
consumes a lot of network resources, so they developed two different transmission paths
and two Energy-saving probability forwarding methods for heterogeneous node sets with
different available numbers.
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Among routing algorithms, the flooding routing algorithm is a simple and effective
method, but this strategy will generate a large number of duplicate packets, which will
greatly occupy network resources. To reduce the cost of flooding in delay-tolerant networks,
McGeehan et al. [20] proposed the ChitChat system, which is a new message routing
system based on social context and focuses on sparse connections. Various factors such as
buffer space, energy limitation, node density, and sparse network will affect the message
transmission, so Sharma et al. [21] proposed a new routing protocol that put forward
the concept of supernodes on the basis of flooding, and organized the network in the
form of clusters to limit flooding. However, in mobile opportunistic networks, connection
interruptions caused by node mobility and unreliable wireless links may trigger flooding
operations in the route repair process. Therefore, Prabhavat et al. [22] proposed the LOFT
algorithm on the basis of flooding, which reduces routing expansion based on the efficient
cost of querying localized routing protocols, thus controlling the propagation of routing
data packets in the routing discovery and routing repair mechanism.

Spyropoulos et al. [10] proposed an algorithm called “Spray and Wait”. This new
algorithm can avoid the performance dilemma of practical solutions based on complexity,
and also overcome the epidemic and flooding algorithms’ drawbacks. Derakhshanfard and
Sabaei [23] noticed the superiority of this algorithm when studying opportunistic networks,
and improved them, then proposed a method of continuously selecting the next node and
considering the number of copies that a node can deliver. To enhance the performance
of “Spray and Wait”. Cui [24] proposed a new metric called Quality of Node (QoN) to
measure the ability of a node to forward messages, and then proposed an adaptive Spray
and Wait for routing algorithm based on QoN. Wu et al. [25] combined the Spray and Wait
strategy with social relations and proposed the SC-SS algorithm, which is an adaptive
multi-jet waiting routing algorithm.

In the actual network environment, the amount and priority of traffic are different, so
the research on priority in routing strategy is valuable. Zhang and Zhou [26] proposed a
new routing algorithm based on an efficient path routing strategy, it aimed to overcome the
network congestion which is caused by a large number of traffic with different priorities.
Cabaniss and Vulli [27] believed that in networks such as mobile ad hoc networks, messages
are transmitted from node to node. From node to a base station, dynamic social grouping
(DSG) can reduce bandwidth and delivery time. Therefore, the efficiency of the routing
algorithm based on the grouping strategy is better.

In the study of opportunistic social networks, Wu and Chen [7] proposed a method
called the effective data packet iteration and transmission algorithm (EDPIT) to avoid the
death of nodes. Yang and Wu [3] found in their research that the information transmis-
sion between nodes can be carried out through the broadcast model, so they proposed a
low-latency algorithm based on continuous interference cancellation technology for op-
portunistic networks to improve propagation delay. Based on the symmetry problem in
opportunistic social networks, Xiao and Wu [6] established a message repetitive adaptive
distribution and jet routing strategy (MDASRS) algorithm model, which used social pres-
sure to measure the strength of connections between nodes to achieve the effect of reducing
network burden and network overhead.

The above research on routing algorithms have discussed how to improve the effi-
ciency of message transmission in opportunistic social networks from various perspectives,
but none of them reconstruct the social network according to the actual situation, and
the quality of message transmission is not high. In this paper, researchers established a
community model in an opportunistic social network, and established a FL distributed
training system architecture based on deep reinforcement learning within the community
to realize the screening of malicious nodes and the selection of heterogeneous device nodes.
In contrast to previous scholars’ work, such preparations can ensure the efficiency of mes-
sage transmission in opportunistic social networks and improve the performance of node
selection algorithms. The rest of this paper will mainly introduce the node selection method
and FABD algorithm based on federated learning.



Mathematics 2022, 10, 1669 5 of 27

3. Methods
3.1. Model Description

The basis of this paper is the opportunistic social network, and the data transmission
model in the opportunistic social network is a very important aspect [28]. In the era of the
IoT, the number of devices in opportunistic networks has increased dramatically, and data
transmission between devices has become more complicated. Figure 1 is the overall model
design diagram, which simulates the real scenes of various mobile devices and computing
servers such as mobile phones and personal computers in the context of the IoT. The letters
used in the model design of this paper and their definitions are listed in Table 1.
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Table 1. Symbol explanation.

Symbol Description

N A collection of nodes representing terminal equipment in an opportunistic
network

D The set of edges between nodes
wu,v w represents the weight between u and v
M Collection of servers
Λ Collection of training tasks
Um,n The data set of the terminal covered by the server z
Ψ(t) The degree of community modularity at time t
K Indicates the total weight of the community node
κa The total weight of all edges in the community a
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Table 1. Cont.

Symbol Description

ϕs Represents the sum of degrees adjacent to node s in the community
Uλ Represents the total data set related to the task λ

µ
The weight of the current training model represents the size of the training
data set

Sλ The sum of the loss function of task λ
Wn Available bandwidth between device and micro base station
Wm Available bandwidth between the device and the macro base station
Cn Channel gain between device and micro base station
Cm Channel gain between the micro base station and macro base station
en The transmission power of the device
em Transmit power of the micro base station
N0 Noise power spectral density

ttra
λ

The total transmission time for the device to upload local parameters to the
model aggregation server

tcom
λ Computational delay of terminal equipment

fm,n
The CPU frequency when the terminal device executes the federated
learning task

Tλ Total delay
Et

λ The state of the environment at time t in the MDP model
Iλ Information about the federated learning task λ

Rt
λ

The terminal equipment can be used for the resources of the federated
learning task λ at time t

Ut−1
λ

The data set of the terminal device at the last moment
zt−1

λ
Node selection scheme at the last moment

γt
λ

The node selection scheme of the federated learning task λ at time t is
modeled as a 0–1 binary vector

υt
λ Reward function of task λ at time t

θ A strategy, a mapping from state space to action space
φt Discount factor
πnew Updated strategy parameters
πold Strategy parameters before the update
∇πY Objective gradient function
Y(θ) The reward function under the strategy θ

Advθ

(
Et

λ, zt−1
λ

)
Dominance function

θπ(z|E) Probability of taking action z in state E based on policy θ

In the opportunistic social network, we define P = (N, D, w), where N represents the
set of terminal device nodes in the opportunistic network, and D is the set of edges between
nodes, which can also be expressed as D = {(u,v)|u ∈ N, v ∈ N}, w represents the weight
between u and v. In the IoT network, multiple devices will be controlled by different servers
for data transmission. The server will be stored in micro base stations and higher-level
macro base stations. We set the set of these servers as M, and each server m ∈M has certain
computing power. It covers several terminal devices through adjacent servers. Um,n={xm,n,
ym,n} to represent the data set of terminal n covered by server z.

To ensure the high speed and stability of data transmission, we need to use a better
node selection method during the transmission process, which can also reduce the loss
during the transmission process and improve the accuracy of the transmission [29]. In the
IoT network, many devices including a large number of handheld devices are nodes in
the network, and the data transmission between them has a certain degree of randomness
and instability [30–32]. In this article, we mainly discuss the influence of node selection on
data transmission during the forwarding process, and propose a FABD, FL node selection
algorithm based on DPPO in IoT algorithm based on federated learning. It can ensure the
reliability and high efficiency of data transmission and can make the selection of nodes fast
and high-quality in the IoT network with a huge number of nodes.
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3.2. Community Model Design

In opportunistic social networks, communication between nodes is generally carried
out through the store-carry-forward mode, so it also has a certain degree of mobility and
randomness. When analyzing the problem of data transmission in the opportunistic social
network, we must first have a certain understanding of the structure of the opportunistic
social network. In the traditional opportunity network, each node seems to be independent
of each other; however, due to the existence of various social relationships, nodes may
aggregate into a community, and this will be explored through a few inferences.

According to the definition of the weighted network above, the current degree of
community structure is defined as:

Ψ(t) =
κa

K
− ϕs

(2K)2 (1)

where Ψ represents the degree of modularity of the community, K represents the total
weight, κa represents the total weight of all edges in the community a, and ϕs represents
the sum of the degrees adjacent to the node s in the community.

Theorem 1. In an opportunistic social network, increasing the weight can increase the degree of
association with the community.

Theorem 2. If the connection weights of two sub-communities have the following relationship.

ϕi ϕj

2K
< κij < ∆κ +

ϕi ϕj + ϕs∆κ + ∆κ2

2(K + ∆κ)
(2)

then these two communities are separate.

Theorem 3. When the weight of an edge decreases, two nodes are connected by this edge, and this
edge is the only edge of one of the nodes. If the weight of this side changes, then the community is
not divided.

The proof of the above theorem is attached in the Appendix A. From the above
several theorems and their proofs, we can obtain some characteristics of the opportunistic
social network, and the most important one is its “community” nature. There are many
relationships between nodes in the opportunistic network, such as social relationships,
because these nodes will be divided into communities. There will be more connections
between nodes in the same community, and the data transmission between them is more
changeable. Therefore, below we will focus on the data transmission scheme between
nodes in the same community.

3.3. Description of the Transmission Process

The focus of the transmission process in the community lies in the selection of nodes.
In terms of node selection, we mainly design and select schemes and algorithms based on
federated learning. As mentioned above, the composition of a computing network includes
terminal equipment, micro base stations, macro base stations, and computing servers. In
the terminal equipment, we must first perform local training. For a task λ ∈ Λ, define the
total data set related to the task as

Uλ = ∑
m∈Mλ

∑
n∈Nλ

Um,n (3)
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When the terminal device n is performing the local training task λ, the loss function
can be expressed as

Uλ = ∑
m∈Mλ

∑
n∈Nλ

Um,n (4)

When the terminal device n is performing the local training task λ, the loss function
can be expressed as dλ

m,n(xm,n, ym,n; µm,n), This can represent the difference between its
predicted value on the sample data set Um,n and the true value, so the loss function of task
t in all data sets can be defined as:

Dλ(µ) =
1
|Uλ| ∑

m∈Mλ

dλ
m,n(xm,n, ym,n; µm,n) (5)

where µ is the weight of the current training model |Uλ| represents the size of the training
data set. The main purpose of federated learning in this transmission model is to minimize
the loss function Dλ(µ) of the task to optimize the global model parameters, which can be
expressed as:

µ = argminDλ(µ) (6)

The parameters of federated learning in this article need to be updated, and the method
of updating is gradient descent. This can also be expressed as randomly selecting a piece
of data {xm,n, ym,n} to update each time. This method can greatly reduce the amount of
calculation, but because it is randomly selected, we also need to carry out enough local
training to take care of the quality of the model. The update of model parameters can be
expressed as

µ
p
m,n = µ

p
m,n − σ∇d

(
µ

p−1
m,n

)
(7)

Among them, σ represents the learning rate when the parameters are updated, and p
is the number of iterations.

When the local model calculation reaches a certain amount or the number of iterations
reaches a certain amount, the server of the macro base station can perform global model
aggregation on the local model. The specific weight aggregation can be expressed as:

µ∗a = µa + ∑
m∈Mλ

∑
n∈Nλ

|Um,n|
(
µ∗m,n − µm,n

)
|Uλ|

(8)

Among them, Um,n represents the size of the data set of the terminal device n partic-
ipating in the federated learning task. It can be seen that a terminal device with a larger
data set has a larger weight.

The selection of device nodes is affected by many factors. First, the differentiated
computing and communication capabilities of terminal devices will directly affect the local
training and data transmission delays. Second, the size of the data set of each terminal
device in the opportunistic social network is also different, so this paper constructs a model
of the optimal accuracy problem for node selection.

The first thing to pay attention to is the accuracy rate. For a federated learning task
λ ε Λ, its training quality is defined as the test accuracy rate of the aggregated global model
on the test data set. This article uses the sum of the loss functions of the test data set to
express the test accuracy rate, it can be expressed as:

Sλ = Dλ(xtest, ytest; µa) (9)

Then consider the issue of time delay. The total delay of each model aggregation will
include the training delay of the data on the terminal equipment and the transmission delay
on the link. The transmission rate of the parameter data of the federated learning task t
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between the terminal equipment and micro base station and which between the micro base
station and the macro base station can be expressed as

vn
λ = Wnw

(
1 +

enCn

N0Wn

)
, n ∈ Nλ (10)

vm
λ = Wmw

(
1 +

emCm

N0Wm

)
, m ∈ Mλ (11)

Among them, Wn and Wm respectively represent the available bandwidth between
the device and the micro base station and between the device and the macro base station.
Cn is respectively expressed as the channel gain between the device and the micro base
station and Cm means that between the micro base station and the macro base station. en
and em represent respectively the transmit power of the device and the micro base station,
N0 represents the noise power spectral density.

Therefore, the total transmission time for the device to upload the local parameters to
the model aggregation server is

ttra
λ =

∣∣µ∗m,n
∣∣

vn
λ

+

∣∣µ∗m,n
∣∣

vm
λ

, n ∈ Nλ, m ∈ Mλ (12)

where µ∗m,n represents the size of the local model parameter to be uploaded by the terminal
device λ. The calculation delay of the terminal equipment can be expressed as

tcom
λ =

|Um,n|Fλ

fm,n
, n ∈ Nλ, m ∈ Mλ (13)

where |Um,n|Fλ represents the number of CPU cycles required to complete the federated
learning task λ on the terminal n, and fm,n represents the CPU frequency when the terminal
device executes the federated learning task. The total delay of each round of federated
learning is determined by the terminal device with the largest delay. Therefore, the total
delay is defined as

tdelay = min

 1
Λ ∑

λεΛ

Sλ

 (14)

For a federated learning task λ ε Λ, the node selection problem can be summarized as
selecting the node set Nλ ε N for each iteration, so that the accuracy of this training is the
best, which means the total loss function is the smallest, and the constraints are the training
and transmission delays. They must be controlled within a certain range. It can be seen
that the above problem is a typical NP problem.

In a changeable edge network, the node selection strategy needs to be changed as the
environmental status information changes. The DRL-based node selection framework [33–38] can
continuously interact with the environment and learn node selection strategies to obtain the
greatest return. The DRL-based node selection framework proposed in this paper is shown
in Figure 2. It consists of three parts: environment, agency, and reward. The environment
mainly includes network status, terminal equipment, and target model information. The
agent interacts with the environment, starts from a state, chooses actions according to its
strategy distribution, and obtains rewards. Agents obtain batch samples of actions, rewards,
and environmental status to update the actor-critic (AC, actor-critic) network.

There are often a large number of terminal devices participating in FL training in edge
networks. When dealing with node selection problems, the learning rate of the traditional
AC algorithm is difficult to determine, this problem easily leads to slow or premature
convergence [39–44]. The convergence performance is not ideal. Therefore, this paper
designs a DPPO-based node selection algorithm based on the idea of multithreading and
PPO algorithm design. As shown in Figure 3, PPO, as a reinforcement learning algorithm
based on the AC framework, limits the policy update range by means of regular terms,
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which solves the problem that the traditional policy gradient update step size is difficult
to determine [45–50]. To further improve the convergence speed, the DPPO-based node
selection algorithm uses multiple threads to collect data in the environment, and multiple
threads share a global PPO network.
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In this paper, the federated learning node selection problem is expressed as an MDP
model, and then a DPPO-based node selection algorithm is designed to solve the problem.
The specific design is described in detail below.

State space. The environmental state Et
λ at time t can be represented by a four-tuple

Et
λ =

{
Iλ, Rt

λ, Ut−1
λ , zt−1

λ

}
, where Iλ represents the federated learning task λ information,

Rt
λ represents the resources that the terminal device can use for the federated learning task

λ at time t, Ut−1
λ represents the data set of the terminal device at the previous time, and

zt−1
λ represents the previous Node selection scheme at the moment.

Action space. In the action selection of each step, the agent is only allowed to adapt one
node selection scheme, and the node selection scheme of the federated learning task λ at
time t is modeled as a 0–1 binary vector γt

λ = {bλ,1, bλ,2, bλ,3, . . . , bλ,n}, bλ,n ε {0, 1}, where
bλ,n = 1 means that the device numbered n is selected in this node selection, and 0 means
it is not selected. Therefore, the weight aggregation after node selection is expressed as

µ∗a = µλ
a + ∑

m∈Mλ

∑
n∈N

|Um,n|
(
µ∗m,n − µm,n

)
|Uλ|

bλ,n (15)

Reward function. When the agent executes a certain action according to a certain node
selection strategy, the environmental information will change accordingly and obtain a
reward value for evaluating this behavior. This paper considers the design of the reward
function based on the test accuracy of federated learning and sets the maximum delay as
the constraint of each action selection. The reward function can be expressed as

υt
λ =

−1
∑nεN bλ,n

Dλ
(

xtest, ytest; µλ
a

)
(16)

The source of the executive action above is a strategy θ, which is a mapping from the
state space to the action space, it can be expressed as

Ft
λ = θ

(
Et

λ

)
(17)

The goal of the MDP model is to obtain an optimization strategy, i.e., after taking
corresponding actions according to the strategy in the corresponding state, the goal of
reinforcement learning-the expectation of cumulative return will be the largest, i.e., solving

θ∗ = argmaxθT[

∞

∑
t=0

φtυt
λ] (18)

where φt is the discount factor, and its value decreases with the increase of time.
The following describes the node selection algorithm based on DPPO-based federal

learning. There are two Actor networks (Actor1 and Actor2) and a Critic network in the
global PPO network. Actor1 represents the current latest strategy θ and is responsible for
guiding each thread to interact. The Critic network evaluates the current strategy according
to the rewards obtained after the agent performs the node selection action, and realizes the
update of Critic network’s parameters through the back propagation. Actor2 represents the
old strategy θold. After the circle step is trained, Actor2 is updated with the parameters of
Actor1, and the above process is repeated until it finally converges.

Compared with the traditional policy gradient algorithm, PPO first improves the
algorithm gradient, and the equation for updating the original parameters of the policy
gradient is

πnew = πold + ρ∇πY (19)

Among them, πnew and πold respectively represent the policy parameters after and
before the update, ρ represents the learning rate, and∇πY represents the objective function
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gradient. PPO decomposes the reward function of the new strategy into the reward
function corresponding to the old strategy plus other items. To achieve the monotonic
return function, it is necessary to ensure that the other items in the new strategy are greater
than or equal to 0, which can be expressed as

Y
(

θ̃
)
= Y(θ) + TE0,z0,...,θ̃ [

∞

∑
t=0

φt Advθ

(
Et

λ, zt
λ

)
] (20)

where Y represents the reward function of the current strategy, θ represents the old strategy,
θ̃ represents the new strategy, and Advθ

(
Et

λ, zt−1
λ

)
represents the advantage function. Based

on the above analysis, it can be obtained that the optimization goal of PPO is to update the
parameter π to satisfy

maxπT[
θπ(z|E)

θπold(z|E)
Advπold

(
Et

λ, zt
λ

)
] (21)

Among them, θπ(z|E) is the probability of taking action z in state E based on the strategy
θ, and Dmax

KL (πold, π) ≤ ς, The left part of the above formula represents the maximum value
of relative entropy between the parameters of the old strategy and the new strategy, relative
entropy is used to measure the similarity between the probability distributions of the two
parameters πold and π, and then to control the update range of the strategy.

DKLPEN(π) = Tt[
θπ(z|E)

θπold(z|E)
Advπold

(
Et

λ, zt
λ

)
− λlagKL[θπold , θ̃π ]] (22)

After considering the constraints, the initial strategy based on the Lagrangian multi-
plier method in PPO is as the above formula. To solve the problem that the hyperparameter
λlag is difficult to determine, this paper considers using the ratio of the new strategy at time
t to the old strategy to measure the strategy’s update range, expressed as

extentt(π) =
θπ(z1|E1)

θπold(z1|E1)
(23)

When the strategy has not changed, extentt(π) = 1. Use the cutting function cut to
limit the update range between the new and old strategies. The improved strategy update
method is

DCUT(π) = Tt[min(extentt(π)Advt, cut(extentt(π)), 1− ξ, 1 + ξ)Advt] (24)

Among them, ξ ε [0, 1] is a hyperparameter, and the clipping function constrains the
value of extentt(π) within the interval [1− ξ, 1 + ξ]. Based on the above analysis of PPO,
combined with the idea of multi-threading, we proposed the FABD (FL node selection
algorithm based on DPPO in IoT) algorithm based on federated learning, which is mainly
divided into two processes: multi-thread interaction and global network update.

Multithreaded Interaction.

Step 1 Input the initial state into the Actor1 network, and each thread selects an action
to interact with the environment based on the strategy θold, which is zt

λ = θ
(
Et

λ

)
.

Step 2 Each thread interacts with the environment several times in succession, collects
samples containing actions, states, and rewards, and transmits batches of samples to the
PPO network simultaneously.

Global Network Update.
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Step 1. The global network uses the above formula to calculate the advantage function
of each time step, namely

Advt = ∑
y>t

φy−tυt
λ −Qσ

(
Et

λ

)
(25)

Among them, Q is the state value function, and σ is the Critic network parameter.

Step 2. Use D(I) = −∑tn
t=1

(
∑y>t φy−tυt

λ −Qσ

(
Et

λ

))2
to calculate the loss function of

the Critic network, and back-propagate to update the parameter σ of the Critic network.
Step 3. Use DCUT(π) and the advantage function to update the parameters of the

Actor1 network.
Step 4. After the circle step, use the network parameters in Actor1 to update the

parameters of Actor2.
Step 5. Repeat steps 1–4 until the model converges.
After the global network model converges, it can guide the agent to obtain correspond-

ing actions in different environmental states, and then select a reasonable set of nodes
to participate in the federated learning aggregation. The detailed FABD Algorithm 1 is
as follows:

Algorithm 1. FABD, FL node selection algorithm based on DPPO in IOT algorithm

Input: The initial state of the network, federated learning task information

Output: Node selection scheme
1. Initialize network, equipment, and task information, randomly initialize system status and
global network parameters
2. FOR move ε {1,2, . . . , MO}
3. FOR sub_move ε {1,2, . . . ,MOs}
4. Each agent executes the node selection action zλ,t according to the global PPO strategy
zλ,t = θ(Et)
5. Each agent obtains the reward υt and the next state Et+1 according to Equation (16) and saves
the current state, state, action, and reward as a sample
6. Update current network and device status information
7. END FOR
8. Each agent will synchronously upload the collected data to the global network
9. Update Actor1 network parameter π according to Formula (25) advantage function and
Formula (24)
10. Update the parameter σ of the Critic network according to D(I) backpropagation
11. IF sub_move%circle==0
12. Use the function in Actor1 to update Actor2
13. END IF
14. END FOR

4. Results
4.1. Experimental Setup

After the design of the FABD algorithm is completed, the research needed to evaluate
its performance. In the evaluation, the research used a simulation tool called ONE [51],
which can quantitatively evaluate indicators such as the transmission ratio and average
cost of data transmission in the opportunistic social network. In the evaluation process,
the FABD algorithm and DMPPD (data delivery based on multi perceived domain) algo-
rithm [2], SECM (status estimation and cache management) algorithm [36], ICMT (informa-
tion cache management and data transmission) algorithm [37], Spray and Wait [45] algorithms
are compared, the principles of these comparison algorithms are introduced below:

• DDMPD: This algorithm is a transmission scheme based on multi-sensing domains.
The available node accepts and stores some data of the source node S to itself, and
then converts it into a relay node. This new relay node can transmit information
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widely to other nodes. When the source node moves, it can search for available nodes
nearby and convert them into relay nodes according to the above method, which can
effectively save overhead and ensure the security of information.

• SECM: This is an algorithm that improves the environment based on user nodes and
neighbors in an opportunistic network. Such a network can identify neighbors around
it, and then evaluate the probability of the nodes, so as to evaluate the neighbors to
ensure that the node has a high probability of obtaining information first, this can
realize cache adjustment, so that the node cache can be reasonably distributed. At the
same time, the cooperation of neighboring nodes and the sharing of the node’s cache
task can effectively distribute data, improve the cache use rate of the node, reduce the
delay of data transmission, and improve the overall efficiency.

• ICMT: This algorithm is a method of node identification used to evaluate the proba-
bility. It adjusts the priority of the nodes that meet the high probability and rebuilds
the cache space. To prevent accidental deletion of cached verses, the node’s cache
task is collaboratively shared by neighboring nodes, to achieve the purpose of buffer
adjustment, to ensure the effective transmission of data.

• Spray and Wait: The algorithm is an improved algorithm based on the flooding
strategy. It is divided into Spray and Wait stages. Some data packets in the source
node are spread first. In the second stage, if the target node is not found during
the spray process, the node containing the data packet will use the Direct Delivery
method to deliver the data packet to the target node. This algorithm is a kind of
traditional algorithm, but the transmission delay is small, and it can maintain better
algorithm performance.

In the opportunistic network, this research generally used the following parameters to
measure the data transmission effect of the opportunistic social network:

(1) Transmission ratio: Probability of relay node being selected (during transmission).
(2) Overhead on average refers to the average cost of two nodes in the community during

the information transmission process.
(3) Energy consumption: The node’s energy consumption during transmission.
(4) End-to-end delay: The average delay of information transmission between two nodes

in the community.

In the parameter setting stage of the experiment, according to the relevant situation of
the Reality Mining Dataset [52], we input the relevant terrain and building distribution of
the collection area of the dataset into the ONE system, and input the values of some param-
eters (such as the energy required to send a single data packet) into the ONE system with
appropriate idealization [46–50]. The experimental parameter settings were automatically
generated by the platform, as shown in Table 2.

Table 2. Numerical values of experimental parameters.

Simulation Parameters Value

Simulation time 1–7 h
Network area 4600 m × 3400 m

Number of nodes 400
Node moving speed 0.5–1.5 m/s

The maximum amount of cached information 5 M
Maximum transmission domain 12 m2

Data packet sending interval 25–35 s
Transmission speed 251 kb/s
Node initial energy 100 J

Sending a single data packet requires energy 1 J

Dataset: For the experimental data, we used the Reality Mining Dataset, which was
constructed by studying the social data of 100 students from MIT’s Media Lab and Sloan
School of Business. These studies consist of one hundred Nokia 6600 smart phones pre-
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installed with several pieces of developed software developed, as well as a version of the
Context application from the University of Helsinki (Raento et al. (2005)). The information
collected includes call logs, Bluetooth devices in proximity, cell tower IDs, application
usage, and phone status (such as charging and idle), which comes primarily from the
Context application. The study generated data collected by one hundred human subjects
over the course of nine months and represent approximately 500,000 h of data on users’
location, communication, and device usage behavior.

4.2. Experimental Results

After the simulation parameters are determined, the simulation analysis is performed,
and the analysis is completed to generate an analysis report. The degree of correlation
between time and the four parameters is shown in Figures 4–7.
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The delivery ratio and simulation time’s relationship in this simulation is shown in
Figure 4. The transmission rate of the traditional Spray and wait algorithm is the lowest,
fluctuating between 0.32 and 0.365, because the traditional Spray and Wait algorithm is
used in the transmission process in the flooding strategy. In addition, the copy ratio in
its simulation is 30. Because a lot of duplicate information is copied, there will be a lot of
information loss and redundancy in such a community, so the delivery is relatively low.
For the SECM algorithm, it is also an algorithm based on the flooding strategy, so there
is also the problem of high information loss rate, and the delivery ratio will not be very
high, floating in the range of 0.36 to 0.39. The ICMT algorithm evaluates the probability of
nodes, rebuilds the buffer space, controls the transmission rate of forwarded information,
and makes the data transmission more stable. Therefore, the delivery is also improved
compared to the previous two algorithms; it fluctuates between 0.498 and 0.568. Compared
with the traditional algorithm Spray and Wait, the delivery rate has increased by about
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55%. DDMPD uses a combination of multi-sensing communities and mobile nodes to
increase the transmission rate in opportunistic social networks and reduce data loss, so the
transmission is relatively high, fluctuating in the range of 0.55 to 0.63. The FABD algorithm
is based on federated learning, because of the precise selection of nodes based on DPPO
during the transmission process and the loss of the transmission process is relatively small;
the delivery ratio is also better. The lowest value is 0.59, which exceeds 50%, and the highest
is 0.692, The best performance among all comparison algorithms.

Figure 5 shows the relationship between routing overhead and time. From the results
of the simulation experiment, it can be seen that the routing overhead of the Spray and Wait
algorithm is the largest among all algorithms, floating in the range of 151–297 Mb. Although
the traditional algorithm is easy to understand and implement, its usability is very poor, so
the routing overhead is correspondingly high. The routing cost of the SECM algorithm is
between 140 and 221. Its cost is relatively stable most of the time, but there will be a certain
flooding situation around 2 h. The usability is better than the traditional algorithm, but it
still cannot meet the requirements. The principle of the ICMT algorithm is to select nodes
based on probability evaluation, while controlling the frequency of sending information. Its
maximum routing overhead appears within 2 h. It has a better control effect on overhead,
and the average overhead is lower than the above two algorithms. When the DDMPD
algorithm is applied to an opportunistic social network, as time increases, the number of
nodes and communities participating in the propagation will increase accordingly, so the
routing overhead remains relatively stable, between 105 and 116. The routing overhead
of the FABD algorithm is stable and low, keeping it between 88 and 106. Because when
the data transmission in the opportunistic social network adopts the FABD algorithm, the
appropriate node selection will be made according to the current situation until the selected
node is optimal. This will minimize the useless overhead of routing, so the algorithm
performs best in controlling routing overhead.

Figure 6 shows the relationship between energy consumption and time. As time
increases, the increase in energy consumption of each algorithm and the trend of change
are somewhat different. The energy consumption of the Spray and wait algorithm has
always been the highest among all the algorithms. Because the algorithm is based on
a flooding strategy, every node in the network needs to transmit information through
Spray. The energy consumption surges within 1.5 to 3 h of the simulation. The total energy
consumption for 6 h exceeds 500. Both SECM and ICMT algorithms are routing algorithms
for node identification through probability evaluation, so their energy consumption gap is
not large, because of their selectivity, the energy consumption is greatly reduced compared
to the Spray and Wait algorithm. However, as the simulation time increases, the usability
of the algorithm decreases. After 3 h, the energy consumption increases significantly. The
energy consumption of the DDMPD and FABD algorithms is much lower than the energy
consumption of the above-mentioned algorithms, and the energy consumption gap between
FABD and other algorithms in the early stage of the simulation is not very large, but after
3.5 h, the energy consumption of the FABD algorithm is still relatively stable; however, the
energy consumption of other algorithms will increase sharply to varying degrees.

Figure 7 shows the average end-to-end delay and time of the above-mentioned algo-
rithms in opportunistic social networks’ relation. It can be seen that the average delay of
the SECM is the highest because this algorithm uses a large amount of copy information in
the data transmission in the community, which increases the delay. Its time delay fluctuates
in the range of 232–272. The ICMT algorithm controls the time interval of information
transmission, but it still consumes more time in the process of evaluating the probability,
so its time delay is relatively high, concentrated in the interval of 200–220. The DDMPD
algorithm will have a large amount of information transfer process in the process of sending
a message, which occupies a part of network resources, so its delay is relatively high. The
FABD algorithm needs to select nodes in the process of data transmission. In node selection,
there will be a certain amount of time consumption during the local calculation and up-
loading to the base station for calculation, so the delay will increase accordingly. The delay
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of the FABD algorithm is slightly lower than that of the DDMPD algorithm for most of the
time, fluctuating in the range of 180 to 196. Because the process of the traditional spray
and wait algorithm is relatively simple and does not have many additional calculation
processes, the information diffusion capability is also relatively strong, and the delay is
relatively low, which fluctuates in the range of 180 to 196.

From the above simulation, we can conclude that the FABD algorithm has a faster
transmission rate, lower routing overhead, and lower energy consumption compared with
other existing algorithms, but compared to traditional algorithms, its delay is slightly
increased, but it is still lower than other algorithms. All in all, the FABD algorithm has an
excellent performance in experimental simulations and is better than other algorithms in
most of the performance indicators.

In opportunistic social networks, another important factor is node caching, which has
a direct impact on the transmission efficiency of the algorithm, so it is important to combine
the impact of node caching to conduct a new round of evaluation of the four algorithms.
Here to test its performance.

Figure 8 reflects the relation between delivery ratio and cache. It can be seen that the
delivery ratio of the FABD is better than other algorithms. Because the FABD algorithm uses
federal learning for node selection when the node increases the cache, the higher the cache,
the better the delivery rate. Traditional algorithms such as Spray and Wait use flooding to
transmit information on community nodes, so the information loss rate is also very high,
and the transmission rate is also very low, floating in the range of 0.33–0.52. The delivery
rates of ICMT and DDMPD algorithms are relatively close, the former is in the range of
0.58–0.78, and the latter is in the range of 0.63–0.78. The delivery rate of the SEMC algorithm
is lower than the above two algorithms, but due to its mechanism of identifying neighbors
around, the transmission ratio is still slightly better than the traditional algorithm.
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Figure 9 shows the relation between routing overhead and cache. With the increase
of cache, the routing overhead of the five algorithms is significantly reduced. In the case
of a low cache, the Spray and Wait algorithm has a slightly larger overhead than the
SECM algorithm. However, as the cache increases, its cost becomes smaller than the SECM
algorithm, but the routing cost of these two algorithms is still higher than other algorithms.
The ICMT algorithm based on the probability evaluation mechanism makes its cost lower
than the traditional algorithm, but it is still slightly higher than the DMPPD and FABD
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algorithms. The overhead of the DDMPD algorithm and the FABD algorithm is the same
as the cache changes, and overhead of the FABD is less than which in the DDMPD. The
routing cost of the FABD algorithm is in the range of 15 to 201. Therefore, increasing the
cache of nodes can increase the routing overhead in the community, and FABD is also
superior to several other algorithms in terms of routing overhead control.
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Figure 10 reflects the relation between energy consumption and cache. From the
figure, it can be seen that the energy consumption of the traditional algorithm Spray
and Wait increases with the increase of the cache, and in the case of a high cache, its
energy consumption is very high. This is because each node of the algorithm transmits
information to each neighbor in the community, so as the cache of the node increases,
the energy consumption of the node increases sharply. The energy consumption of the
ICMT algorithm and the SECM algorithm are basically the same, floating in the range
of 52 to 175. Like the SECM algorithm, it uses the occasional transmission method to
copy information through a single copy, so the energy optimization effect is better than
the traditional algorithm. The energy consumption control of the DDMPD algorithm is
better than the above algorithms. The main reason is that the DDMPD algorithm uses the
information transmission method provided by the community, which significantly reduces
energy consumption. With the increase of the cache, the energy consumption of the FABD
algorithm has been stable at about 45, which shows that the node selection method of
federated learning has great advantages in energy consumption control.

Figure 11 shows the relations between the end-to-end delay and the cache. From
the simulation results, it can be seen that as the cache increases, the end-to-end delay
of all algorithms decreases. The delay of the Spray and Wait algorithm is the highest,
but in the case of high cache, the delay is not much different from the SECM algorithm,
and finally stabilized at about 85 s. The delay of the ICMT is reduced from 178 to 51,
which of the DDMPD and the FABD are reduced from 96 and 81 to 43 and 31, respectively.
The experimental results show that as the cache increases, the end-to-end delay in the
opportunistic social network will decrease. At the same time, among several comparison
algorithms, the delay of FABD is also the smallest.
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In the actual environment, the information transmission method is not single, and
different information transmission methods may also have a certain impact on the informa-
tion transmission performance of the algorithm. Below this research choose three mobile
models to test the performance of the FABD algorithm. These three models are Shortest
Path Map-Based Movement), RWP (random way point), and RM (random walk) models.

The delivery ratio of the FABD in different mobile models is shown in Figure 12. In
the SPMBM mobile model, the receiving rate of the opportunistic network is the highest,
followed by RWP, and RM is the lowest. In about 3 h, the transmission rate of the SPMBM
mobile model reached the maximum value, about 0.67, the transmission ratio of the RWP
model reached the maximum value at 4 h, about 0.625, and the transmission rate of the
RM model reached the maximum value at 3 h. The value is 0.587 and then floats around
0.53. After simulation, this research found that the best delivery rate is the FABD algorithm
under the SPMBM mobile model.
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Figure 13 shows the average overhead of the FABD algorithm under the three mobility
models. From the simulation results, it can be seen that the routing cost of the FABD
algorithm is less affected by the mobility model. The routing cost of the three models
is in the range of 110 to 118, this is because in the process of node selection, due to the
continuous progress of calculations, the community has formed a large number of tasks for
nodes to share information in the process of information transmission.
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Figure 14 shows the energy consumption of FABD under different mobile models.
Because the FABD algorithm has a firm transmission function, when the model changes, the
method will not change greatly. This view has been verified to be correct in the simulation.
The simulation results of the three models have little difference in energy consumption.
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Figure 15 shows the average delay of the FABD algorithm under the three mobile
models. The simulation results show that the delay difference between the three community
models is not obvious. The average delay under the SPMBM mobile model will be slightly
lower, and the average delay of RWP will be slightly higher. The delays of the three models
are all within the range of 180–215.
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5. Conclusions

In summary, when studying the data transmission problem in the opportunistic social
network, this paper communicates the social network of opportunities, and proposes an
effective node selection scheme based on federated learning, which greatly improves the
transmission efficiency and improves the reliability of data transmission. On the Reality
Mining dataset, this paper compares the FABD algorithm with four existing algorithms, and
the results show that FADB has the highest delivery rate, the lowest energy consumption,
and the lowest average overhead, although the end-to-end delay of FADB is not the lowest,
it can be concluded that its comprehensive performance is excellent.
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In the 5G era, IoT technology is developing rapidly, and good data transmission
capabilities have become an important factor in improving user experience and network
stability. In the future, the FABD algorithm proposed in this paper will have broad ap-
plication prospects in improving data transmission efficiency and reducing node energy
consumption. In future work, as the number of terminals in the opportunistic social net-
work increases and computing power increases, our FABD algorithm will have greater
practical advantages. We will also collect real data sets in social scenarios, optimize and
improve them, and continue to improve the performance of the algorithm.
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Appendix A

According to the definition of the weighted network above, the current degree of
community structure is defined as:

Ψ(t) =
κa

K
− ϕs

(2K)2 (A1)

Theorem A1 . In an opportunistic social network, increasing the weight can increase the degree of
association with the community.

Proof of Theorem A1. At time t, the degree of modularity of the community is Ψ(t), and the
degree of modularity after some time can be expressed as

Ψ(t + 1) =
κa + ∆κ

K + ∆κ
− (ϕs + 2∆κ)2

4(K + ∆κ)

Use (30) − (1) to get

Ψ(t + 1)−Ψ(t) = κa+∆κ
K+∆κ −

(ϕs+2∆κ)2

4(K+∆κ)
−
(

κa
K −

ϕs

(2K)2

)
= 4K3∆κ0−4K2 ϕs∆κ−4K2κa∆κ+2K2 ϕs∆κ

4K2(K+∆κ)2 − 4Kϕs∆κ2−(ϕs∆κ)2

2K2(K+∆κ)2

≥ 4K3∆κ−6K2 ϕs∆κ+2K2 ϕs∆κ−2K2 ϕs∆κ+(ϕs∆κ)2

4K2(K+∆κ)2

= ∆κ
4K3−6K2 ϕs+2K2 ϕs−2K2 ϕs+ϕs

2∆κ

4K2(K+∆κ)2

(A2)

= ∆κ

(
2K2 − 2Kϕs − ϕs∆κ

)
× (2K− ϕs)

4K2(K + ∆κ)2 (A3)

Because we assume ∆κ > 0, in order to prove that (A2)-(A1) is greater than zero, we
only need to prove (

2K2 − 2Kϕs − ϕs∆κ
)
× (2K− ϕs) > 0 (A4)
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In other words {
2K2 − 2Kϕs − ϕs∆κ > 0
2K− ϕs > 0

2K2 − 2Kϕs − ϕs∆κ > 0
2K− ϕs > 0
∆κ > 0

⇒
{

0 < ∆κ < 2K
(

K
ϕs
− 1
)

ϕs < 2K
(A5)


0 < ∆κ < 2

(
K
ϕs
− 1
)

2
(

K
ϕs
− 1
)
> 0

ϕs < 2K

⇒⇒
{

0 < ∆κ < 2
(

K
ϕs
− 1
)

ϕs < K

Because 2Ψ is the sum of the degrees in the entire network, the sum of the degrees of
the communities in the network does not exceed 2Ψ, so from the above proof, we can know
that in the social opportunistic network, increasing the weight can increase the degree of
relevance to the community. �

Theorem A2. If the connection weights of two sub-communities have the following relationship.

ϕi ϕj + ϕi∆κ

2(K + ∆κ)
−

ϕi ϕj

K
=

ϕi∆κ(K− ϕi)

K(K + ∆κ)
< 0 (A6)

ϕi ϕj

2K
< κij < ∆κ +

ϕi ϕj + ϕs∆κ + ∆κ2

2(K + ∆κ)
(A7)

then these two communities are separate.

Proof of Theorem A2. Assuming that the original N of the community is divided into
ηi and ηj due to the decrease in weight, then the relationship is as follows:

Ki + Kj < K
εi
K −

ϕi
2

4K2 +
ε j
K −

ϕj
2

4K2 <
ϕi+ϕj+κij

K − (ϕi+ϕj)
2

4K2

κij >
ϕi ϕj
2K

(A8)

In this way, the total weight will decrease, which can be expressed by the formula:

K∗i + K∗j > K∗ (A9)

κij < ∆κ +
ϕi ϕj + ϕs∆ϕ + ∆ϕ2

2(K + ∆κ)
(A10)

Therefore, when the sub-communities ηi and ηj of community N have a
ϕi ϕj
2K < κij <

∆κ +
ϕi ϕj+ϕs∆κ+∆κ2

2(K+∆κ)
relationship, the communities have been separated. �

Theorem A3. When the weight of an edge decreases, two nodes are connected by this edge, and this
edge is the only edge of one of the nodes. If the weight of this side changes, then the community is
not divided.

Proof of Theorem A3. For an edge (u, v), the weight of this is ∆κ. If the community must
be separated, the following three conditions should be met:

Ki + Kj < K
εi
K −

ϕi
2

4K2 +
ε j
K −

ϕj
2

4K2 <
ϕi+ϕj+κij

K − (ϕi+ϕj)
2

4K2

κij >
ϕi ϕj
2K

(A11)
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After changing the weight, the weight of the community becomes{
K∗i + K∗j > K∗

κij < ∆κ +
ϕi ϕj+ϕs∆ϕ+∆ϕ2

2(K+∆κ)

(A12)

This formula can also be seen as

ϕi ϕj

2K
< κij <

ϕi
(

ϕj + ∆κ
)

2(K + ∆κ)
=

ϕi ϕj + ϕi∆κ

2(K + ∆κ)
(A13)

Because
ϕi ϕj + ϕi∆κ

2(K + ∆κ)
−

ϕi ϕj

K
=

ϕi∆κ(K− ϕi)

K(K + ∆κ)
< 0 (A14)

So we can get:
ϕi ϕj + ϕi∆κ

2(K + ∆κ)
<

ϕi ϕj

K
(A15)

In other words,
ϕi ϕj
2K < κij < ∆κ +

ϕi ϕj+ϕs∆κ+∆κ2

2(K+∆κ)
does not hold, so the community is

not separated. From this proof, we can know that the weight of an edge is reduced, two
nodes are connected by this edge, and this is the only edge of one of the nodes, then the
community is not divided. �
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