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Abstract: Science teacher knowledge for effective teaching consists of multiple knowledge bases, one
of which includes science content knowledge and pedagogical knowledge. With the inclusion of
science and engineering practices into the national science education standards in the US, teachers’
content knowledge goes beyond subject matter knowledge and into the realm of how scientists use
practices for scientific inquiry. This study compares two approaches to constructing and validating
two different versions of a survey that aims to measure the construct of teachers’ knowledge of
models and modeling in science teaching. In the first version, a 24-item Likert scale survey containing
content and pedagogical knowledge items was found to lack the ability to distinguish different
knowledge levels for respondents, and validation through factor analysis indicated content and
pedagogical knowledge items could not be separated. Findings from the validation results of the first
survey influenced revisions to the second version of the survey, a 25-item multiple-choice instrument.
The second survey employed a competence model framework for models and modeling for item
specifications, and results from exploratory factor analysis revealed this approach to assessing the
construct to be more appropriate. Recommendations for teacher assessment of science practices
using competence models and points to consider in survey design, including norm-referenced or
criterion-referenced tests, are discussed.

Keywords: modeling; content knowledge of models and modeling; modeling competence;
teacher assessment

1. Introduction

Reform efforts in K-12 science education in the US over the past two decades have
shifted the focus away from science disciplinary knowledge and towards work that more
closely resembles the true work of scientists [1]. The Next Generation Science Standards
(NGSS) [2] place an emphasis on science practices as a major means for students to learn
conceptual, procedural, and epistemic understandings of science [3]. Students use science
practices to serve as their own epistemic agents of science learning [4,5]; in doing so, they
become more scientifically literate citizens [2,6]. One such practice, developing and using
models, is noted as having the largest impact on student learning outcomes due to its
ability to promote inquiry [7,8]. Other studies showcase effective teaching strategies where
modeling is found to improve students’ abilities to reason with evidence [9], promote
science integration skills [10], help students view science phenomena in the context of a
system [11], and serve as a source of STEM integration by promoting data literacy [12]
and engineering design [13]. These findings are one of the many reasons why numerous
scholars suggest that modeling be the centerpiece of science teaching today [14–16].

Despite these promising outcomes on student learning, teachers do not readily im-
plement science practices, including modeling, into their science classrooms [17,18] and
literature suggests modeling, in particular, is not being implemented by teachers in a way
that aligns with the way modeling is done by scientists [19–22]. A main reason for this
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limited implementation of modeling is a lack of knowledge about (1) how models function
in science and (2) how to employ models as epistemic tools in the science classroom [1,5,23].
With this in mind and conceptualizing how models function in science as content knowledge
of models, or CK, and how to employ models as epistemic tools in the science classroom as
pedagogical knowledge of models, or PK, we have conducted a study that aims to develop and
validate an instrument which measures both domains (CK and PK) of teachers’ knowledge
of models and modeling in science teaching, called KMM-ST hereafter. The major assumption
underlying the study is that CK and PK are two separate bodies of knowledge essential to
the development of pedagogical content knowledge (PCK) required for effective science
teaching since PCK is an amalgamation of CK and PK [24], even though it is more than the
sum of both [25,26].

Previous studies to measure teacher knowledge for teaching science through models
and modeling [27–31] tend to focus on measuring the knowledge base through the lens
of pedagogical content knowledge (PCK) as it is defined by Lee Shulman [24] and Shirley
Magnusson [32], where PCK is composed of several elements (e.g., orientations toward
teaching, knowledge of the curriculum, knowledge of assessment, knowledge of students,
knowledge of instructional strategies). However, few studies involve measuring CK and
PK as distinct bodies of knowledge from PCK that function as parental knowledge bases
for PCK development [26], mainly due to the lack of appropriate instruments to assess
CK and PK. Such studies on CK and PK will contribute to our better understanding of the
relationship among CK, PK, and PCK in the context of model-based science teaching. This
current study responds to this need.

Through an iterative process of development and validation of two versions of the
KMM-ST survey using different approaches to item construction, we explore the plausibility
of having a single instrument which can quantitatively measure the construct of the KMM-
ST. Results from both rounds of validation offer insights into the clarification of the KMM-ST
construct and the boundaries of measuring this construct. Supported by PCK research, our
findings in the validation of the first version of the survey showed CK and PK as being
highly integrated components. These findings influenced the construction of the second
version of the survey, in which we purposefully constructed CK test items using different
item specifications from PK test items and validated them separately. Because validation is
still being conducted on PK items from the second survey, we only report findings from
CK items in the second survey in this paper. Conceptual frameworks and methodological
approaches utilized in this study can serve as a prototype model for researchers interested
in developing measures of teacher knowledge necessary for the effective implementation of
other science practices besides developing and using models. In addition, the final KMM-ST
instrument can pave the way for future studies that examine relationships between teacher
knowledge, teaching practices, and student-related variables.

2. Theoretical Backgrounds
2.1. Conceptualizations of the KMM-ST Construct Used to Develop the 1st Version Survey
2.1.1. Content Knowledge for Models and Modeling

Shulman’s [24] seminal work in PCK frames CK and PK as the knowledge domains
that teachers must enact together to make science content understandable for students. In
the context of modeling, CK is knowledge about how models and modeling function in
science, for which there is a wealth of literature that has focused on the identification of this
construct [30,31,33,34] as well as ways to measure and assess this construct [35,36]. Since
modeling was identified as one of the eight science and engineering practices by the NGSS,
much of the research has focused on students, aiming to identify what students should
learn about models/modeling and how the uptake of this knowledge occurs. By viewing
teachers as adult learners who must possess the CK that they expect their students to learn,
we can use the research on students’ CK of models/modeling to build the construct of
CK. Regarding what students should learn, many researchers agree that students should
have knowledge of modeling practices [30,31,36]. This refers to the iterative process of
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modeling, which includes phases of model construction, model testing or evaluation, and
model revision and is often referred to as the conceptual understanding of modeling [37].

In addition to this knowledge, there is a consensus among researchers that students
should have an epistemological understanding of models [30,31,33,34,36]. Seminal work
investigating this domain of CK coined the term “metamodeling knowledge” [33] (p. 166)
and referred to it as students’ knowledge of the nature and purposes of models. In a
review of model-based learning literature, Louca and Zacharia [37] concluded that teaching
students to develop and use models (i.e., modeling practices) is not enough to satisfy
what reform documents expect of students in reference to science practices. Rather, there
should be a “meta-modeling layer” [37] (p. 485) in which this metamodeling knowledge
is explicitly taught and integrated into the iterative modeling cycle. Given the consensus
on knowledge of modeling practices and metamodeling knowledge, our initial conceptual
framework of KMM-ST was built using these two components to operationalize the CK
subconstruct within KMM-ST.

2.1.2. Pedagogical Knowledge for Models and Modeling

Science teachers play a crucial role in facilitating students’ engagement with models
and modeling [1,38]. In Todd Campbell and colleagues’ review study, they refer to peda-
gogies that are specifically linked to the use of models and modeling in the classroom as
“modeling pedagogies” [19] (p. 159). While this review was conducted using literature
prior to the release of NGSS, their findings showed that in the majority of studies, teachers
use modeling pedagogies to teach content rather than to teach scientific inquiry and science
practices. This is consistent with Gouvea and Passmore’s [5] useful heuristic of models of
versus models for. They claim that many teachers are using models to represent or illustrate
a phenomenon (models of ) when, in fact, they should be using the models as tools for
inquiring (models for), as this is the way models are used in science and is the way the
NGSS posits models should be used. Therefore, teachers who are adopting a models for
view would be those who are using modeling pedagogies that show connections to other
science and engineering practices as students engage in inquiry.

Chen and Terada [7] offer a helpful conceptual model for making sense of how mod-
els might integrate with other science and engineering practices. Their comprehensive
model places each of the eight science and engineering practices within one of the three
phases of knowledge development that occur during the inquiry cycle: (1) investigating,
(2) sensemaking, (3) evaluating and communicating. In the investigating phase, students
are sharing their prior knowledge, and the teacher is eliciting student ideas related to
the scientific phenomena [7]. In the sensemaking phase, students are dealing with their
data from the investigation phase, and the teacher is facilitating any changes in student
thinking that may occur as a result of their analysis and interpretation of findings [7]. In
the evaluation and communication phase, students collaboratively critique the findings
until a class consensus is reached, and the teacher works to establish and support the
routines and procedures necessary for productive evaluation and communication in a
scientific community [7].

Figure 1 shows Chen and Terada’s [7] comprehensive model and shows modeling as
being part of the sensemaking phase, but many scholars argue that modeling should be
the centerpiece of the science curriculum because it has the potential to tie all other science
practices together [14–16].

2.1.3. Initial KMM-ST Conceptual Framework

Using the aforementioned theoretical underpinnings of CK and PK for models and
modeling, we developed an initial KMM-ST framework that was used as the conceptual
framework on which items were designed for the initial KMM-ST survey (1st version
survey). KMM-ST has two subconstructs, CK and PK. The CK subconstruct consists
of knowledge regarding modeling practices and metamodeling knowledge. Modeling
practices are defined as a teacher’s understanding of a series of iterative steps such as
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construction, use, evaluation, and revision [31]. Metamodeling knowledge is defined as
the metacognitive awareness of the nature and purposes of models while in the process of
modeling [33]. This metacognitive awareness helps scientists make decisions about their
models and how to move forward in a modeling iteration. For the PK subconstruct, we
argue that in order for teachers to demonstrate their knowledge of modeling pedagogies,
they will need to show evidence of knowledge of pedagogical moves that can be imple-
mented across the three different phases of knowledge development during inquiry. That is
to say, if we were to modify Chen and Terada’s [7] comprehensive model to have modeling
at the core, a teacher should have knowledge of how modeling pedagogies can be used
across all three phases of inquiry. Figure 2 shows how we envision this.
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students to ask questions, plan out investigations, or be used synergistically with math-
ematical or computational thinking. At the sensemaking phase, teachers demonstrate
knowledge of modeling pedagogies by showing evidence of how models or modeling are
integrated into students’ analysis and interpretation of data and their ability to construct ex-
planations. At the evaluating and communicating stage, teachers demonstrate knowledge
of modeling pedagogies by showing evidence of how models can be used in the process of
argumentation and in obtaining, evaluating, and communicating information. The entire
KMM-ST conceptual framework, shown in Figure 3, was used to construct items for our
initial KMM-ST survey.
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2.2. Conceptualizations of the KMM-ST Construct Used to Develop the 2nd Version of the Survey

Findings from the administration and validation of the 1st version of the survey
informed our revision of the KMM-ST framework. Specifically, it confirmed that CK and
PK are tightly integrated components in KMM-ST, which is elaborated in Section 4. While
revisions were made to both the CK and PK subconstructs of the framework, this paper
only focuses on the revisions to CK as the revisions to PK are still underway and ongoing.
Thus, the theoretical underpinnings that support the revision to the CK subconstruct are
described here, while future work will describe and elaborate on the revisions to the
PK subconstruct.

While there is agreement in the modeling literature regarding what students should
know regarding modeling CK (i.e., modeling practices and metamodeling knowledge),
how scholars represent the uptake of this knowledge falls into two different categories:
(1) learning progressions and (2) competence models. Both are models which illustrate
student learning with regard to a particular topic, and both models have been constructed
for modeling in science education (see [31] for the learning progression model and [39]
for the competence model). Of these two models, the competence model has been the
most extensively investigated [40], having been theoretically derived but then further
refined through empirical examination [34]. Additionally, the theoretical basis for the
model considered literature from both students’ knowledge of models and modeling [41]
as well as teachers’ (e.g., pre-service and in-service) knowledge [42].

A deeper dive into this competence model, called the Framework for Modeling Com-
petence (FMC), shown in Table 1, shows modeling competence as being composed of five
components: (1) nature of models, (2) multiple models, (3) purpose of models, (4) testing of
models, and (5) changing models.

In the initial conceptualization of CK within the KMM-ST framework, we considered
modeling practices and metamodeling knowledge to be two separate components, or
factors; however, many scholars believe metamodeling knowledge to be subsumed into
modeling practices [37]. This was the assumption with the FMC and was also supported
by our validation work with the 1st version of the survey. When considering that, the
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FMC identifies three levels of increasing sophistication that students or teachers could
demonstrate to show their knowledge of modeling, both in relation to their knowledge of
modeling practices as well as their knowledge of metacognitive aspects of modeling. Level
1 for any component shows evidence that the individual does not examine the model in
relation to the phenomenon that it represents. Level 2 for any component shows evidence
that the individual recognizes the need to compare it to the phenomenon, but the focus is
on using the model as a representative tool (i.e., model of [5]). Level 3 for any component
shows evidence that the individual compares the model to the phenomenon and uses the
model for the purpose of generating knowledge.

Table 1. The framework for modeling competence as it is described in Upmeier zu Belzen et al. [34].

Aspect Level I Level II Level III

Nature of models Replication of the original Idealized representation of the original Theoretical reconstruction
of the original

Multiple models Different model objects Different foci on the original Different hypotheses
about the original

Purpose of models Describing the original Explaining the original Predicting something
about the original

Testing models Testing the model object Comparing the model and the original Testing hypotheses
about the original

Changing models Correcting defects of the model object Revising due to new insights Revising due to the falsification of
hypotheses about the original

Note: a level zero, representing no knowledge of the component, was added when adopting this framework for
constructing the 2nd version of the survey.

Revised KMM-ST Conceptual Framework

Driven by the results from the validation of the first survey, we decided to reconfigure
how we were conceptualizing CK within the KMM-ST framework. Given the evidence
supporting the FMC model as a legitimate model for assessing student knowledge [36,43,44]
and the fact that this model was also developed from empirical studies of pre-service and in-
service teacher knowledge [34], we have adopted this model into the KMM-ST framework.
The 2nd version of the survey was constructed using this revised KMM-ST framework
(Figure 4). We chose to include an additional level to the FMC, which we called Level 0,
which was prompted by Grünkorn et al.’s identification of an “initial level” [39] (p. 1651).
This level indicates no knowledge of the component whatsoever.
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3. Methods

The KMM-S survey has been through two major rounds of the iterative process of item
development and content validation, administration, construct validation, and revision.
Detailed descriptions of the stepwise process are as follows.

3.1. The 1st Version of the KMM-ST Survey
3.1.1. 1st Version Item Development and Content Validation

Using the initial KMM-ST framework shown in Figure 3 as a guide, initial CK items
were written to reflect the two components, modeling practices and metamodeling knowl-
edge, as well as PK items. All the items were written as 4-point Likert scale items. An
example CK item is shown in Figure 5. To avoid unintentionally weighting one portion of
the scale more than the other, CK and PK had equal item counts (14 items in CK, 14 items
in PK). Specifically, for CK items, modeling practices had five items and metamodeling
knowledge had nine items.
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The initial 28-item KMM-ST survey was sent to subject matter experts (SMEs) to collect
content-related validity evidence. Two SMEs were scientists: one was a climate scientist
that did climate modeling, and the other was an environmental engineer that did hydraulic
modeling. Two other SMEs were science educators with a research focus in NGSS Science
and Engineering Practices. SMEs were provided a framework for the construct, which
defined our operationalization of the CK and PK subconstructs and the components within
them. They were also provided a content validation worksheet (see Supplementary File S1),
and they were asked to provide a score of relevancy for each item as well as written
feedback (optional) on the items. Based on the analysis of the evaluation and feedback from
SMEs, 28 items were reduced to 24. Justifications for the removal of 4 items are provided
in Section 4.

3.1.2. Administration

The 24-item survey was imported into Qualtrics, an online survey platform. The
survey was distributed to secondary science teachers (grades 6–12, ages 12–18) across the
US using mailing lists and social media sites for science teachers. Participants were not
provided with compensation for their completion of the survey. After being active for one
month, we stopped survey collection, and a total of 105 complete surveys were collected.

3.1.3. Construct Validation and Revision

Using StataIC 16 [45] and RStudio (2021.09.0, Build 351) [46], exploratory factor anal-
ysis (EFA) was conducted to determine the factor structure of the survey items after
determining that the sample was suitable for EFA using the Kaiser–Meyer–Olkin (KMO)
Measure of Sampling Adequacy and Bartlett’s Test of Sphericity [47]. Principle Axis Fac-
toring was used to explore the data, as this method, as opposed to Principal Component
Analysis, is more aligned with social science research [48]. There are two broad types of
rotations that can be utilized during factor analysis: orthogonal and oblique. Orthogonal
rotation assumes there is no correlation between factors, while oblique rotation assumes
correlated factors [47]. Given the theoretical background of the KMM-ST construct, we
assumed factors would be correlated and adopted an oblique rotation method, Oblimin
rotation. Factor structure was assessed using model fit statistics (RMSEA, TLI, and BIC),
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and three methods were utilized for determining factor retention: Kaiser’s criterion [49],
Horn’s parallel analysis [50], and the empirical Kaiser criterion [51]. These methods are
described in greater detail as they are presented in the results.

3.2. The 2nd Version of the KMM-ST Survey
3.2.1. 2nd Version Item Development and Content Validation

Using the revised KMM-ST framework shown in Figure 4, focusing only on the CK
portion of the framework, CK items were written to reflect the five components of the CK
subconstruct as well as the levels defined in the FMC. All items were written as multiple-
choice items. Item specifications included: (1) background information which would
contextualize the model for the participant, (2) a question stem that was aligned with
one of the five components in the FMC, and (3) answer options which corresponded to
each level in the FMC for that modeling component. Background information for each
question was constructed through the modification of eight models provided in a pre-
existing German multiple-choice instrument to assess pre-service science teachers’ scientific
reasoning competences [52], translated into English [53,54]. Modifications were made to
the eight models to improve their clarity (i.e., recreate figures and graphs) and to add
additional background information necessary for contextualizing the model. An example
item showing the three parts (background, question stem, and answer options) is shown in
Figure 6. Each of the five components in the FMC was assessed with five items each for a
total of 25 items in the 2nd version of the survey.
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The 25-item survey was sent to SMEs to collect content-related validity evidence.
While these SMEs were not exactly the same as the SMEs from the first survey, their roles
were similar. Two SMEs were in science and engineering fields; one was an ecologist and
the other an environmental engineer. The other two SMEs were science educators with a
PhD in STEM education and a focus on curriculum and instruction. The same method used
in the 1st version of the survey for collecting content validity was used here. In addition,
for each answer option, SMEs were asked to provide the level (in the FMC) to which they
believed the answer option was assigned. The content validation worksheet can be found
in Supplementary File S2. Based on the analysis of the evaluation and feedback from SMEs,
no items were dropped from the survey, but some question stems and answer options were
revised. Justification for these revisions is provided in Section 4.
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3.2.2. Administration

The 25-item survey, along with background questions including years of teaching
experience, science teaching disciplines, school context, and additional certifications or
teaching credentials, was imported into Qualtrics, an online survey platform. The survey
was distributed to secondary science teachers (grades 6–12, ages 12–18) across the south-
east US using email addresses collected from public records requests. Participants were
provided a USD 20 Amazon e-gift card for their completion of the survey. After being
active for one month, we stopped survey collection, and a total of 144 complete surveys
were collected.

3.2.3. Construct Validation and Revision

Using StataIC 16 [45] and RStudio (2021.09.0, Build 351) [46], exploratory factor anal-
ysis (EFA) was conducted to determine the factor structure of the survey items after
determining that the sample was suitable for EFA using the Kaiser–Meyer–Olkin (KMO)
Measure of Sampling Adequacy and Bartlett’s Test of Sphericity [47]. We followed the same
process for EFA as was conducted for the validation of the first survey.

4. Results
4.1. Validation and Revision of the 1st Version of the KMM-ST Survey
4.1.1. Content Validation through SME Consultation

In reviewing the results from SMEs Content Validation Worksheets, we found two
items from the CK subconstruct and two items from the PK subconstruct that experts had
identified as not being related to the framework. These four items were items that all four
SMEs agreed needed to be removed. In addition, for items that only a portion of SMEs
found issues with, we opted to revise these items rather than remove them entirely from the
scale. This resulted in 10 items from CK and four items from PK that were revised. For the
final survey, the CK subconstruct, composed of modeling practice items and metamodeling
knowledge items, had five and seven items, respectively. The PK subconstruct, composed
of investigating, sensemaking, and evaluating and communicating items, had five, three,
and four items, respectively. In total, the finalized survey that was administered contained
a total of 24-Likert scale items.

4.1.2. Analysis of Responses to the 1st Version of the KMM-ST Survey
Descriptive Statistics

The initial survey asked respondents to answer on a four-point response scale
(1 = inaccurate, 2 = somewhat inaccurate, 3 = somewhat accurate, and 4 = accurate).
All items in the survey were written to either be answered with inaccurate (1) or accurate
(4). No items were written to be correctly answered with 2 s or 3 s. As such, to compile the
descriptive statistics for the survey, we recoded all the data to show whether the item was
answered correctly (coded with “1”) or incorrectly (coded with “0”).

Table 2 shows the descriptive statistics of the 1st version of the survey. Respondents
were able to respond correctly to the majority of items, as evidenced by the mean scores of
the individual items. The average score on the 24-item survey was 20.34. Reverse-coded
items appeared to be the most difficult items in the survey (MMK2R, EC1R, and EC2R).
Respondents scored relatively similarly on CK and PK items (average scores of 10.21 and
10.13, respectively).

Results from Exploratory Factor Analysis

We conducted a test to determine the suitability of the data for exploratory factor
analysis (EFA). The Kaiser–Meyer–Olkin (KMO) Measure of Sampling Adequacy and
Bartlett’s Test of Sphericity can be used for this purpose [47]. Bartlett’s Test of Sphericity
(χ2 = 753.55; d.f. = 276; p < 0.001) and the KMO Measure of Sampling Adequacy
(KMO = 0.663) indicate that EFA was appropriate for our sample. Factor analysis (Principal
Axis Factoring) of the dataset using Oblimin rotation revealed a four-factor model based on
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eigenvalues which were greater than one (i.e., Kaiser’s criterion [49]). It should be noted
that there was no clear drop in eigenvalues below one, which indicated the need for alter-
native methods for clarifying the factors in the scale. We used Horn’s parallel analysis [50]
to further examine the scale. The analysis revealed a seven-factor model would be more
suitable for the data (Figure 7). Using Horn’s method for parallel analysis [50], a random
set of data was generated over 720 iterations to produce eigenvalue distributions at the 95th
percentile. In Figure 7, the red line shows the observed data, the black line shows the 95th
percentile (adjusted data), and the blue line shows the randomly generated data. Again,
there is a lack of clarity regarding the number of factors to retain, as the graph shows seven
factors to be retained, yet factors from three to seven fell below the blue line. Upon seeing
this result, we adopted a third method for exploring the number of factors to be retained:
the empirical Kaiser criterion method [51]. This method “clearly outperforms parallel
analysis for the specific case of oblique factors” [51] (p. 463). Figure 8 shows the findings
from the empirical Kaiser criterion method, which indicated three factors be retained.

Table 2. Descriptive statistics of the 1st version of the survey.

Item Mean

MP1 0.92 Mean of MP Items Mean of all CK Items Total Mean Score
MP2 0.99 4.43 (of 5) 10.21 (of 12) 20.34 (of 24)
MP3 0.92

MP4R 0.70
MP5 0.90

MMK1R 0.93 Mean of MMK Items
MMK2R 0.45 5.78 (of 7)
MMK3 0.97

MMK4R 0.89
MMK5 0.76
MMK6 0.85
MMK7 0.93

IN1 0.65 Mean of IN Items Mean of all PK Items
IN2 0.93 4.35 (of 5) 10.13 (of 12)
IN3 0.97

IN4R 0.81
IN5 0.99

SM1 0.99 Mean of SM Items
SM2 0.97 2.92 (of 3)
SM3 0.96

EC1R 0.47 Mean of EC Items
EC2 0.96 2.86 (of 4)

EC3R 0.44
EC4 0.99

Note. Items recoded as “1” (correct) and “0” (incorrect). Items with “R” at end (e.g., MP4R) are reverse
coded items.

Taken together, the three methods used for discerning the number of factors to retain
indicated that between two and seven factors would be appropriate for the data. We
ran models for each factor structure using Oblimin rotation and referenced the model fit
statistics to help us discern which factor structure was appropriate. Table 3 shows RMSEA,
Tucker Lewis Index (TLI), and Bayesian information criterion (BIC) statistics for each model.
Following the guidance of Finch [55] and Preacher et al. [56], we determined decent model
fit to be RMSEA values less than 0.05 and TLI values of 0.9 or greater, and we searched for
small (or negative) BIC values. As Table 3 indicates, the six- and seven-factor models fit
these criteria. Thus, we moved forward with examining the factor loadings and interitem
correlations in six- and seven-factor models despite these not aligning with our theoretical
framework for survey development.
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Table 3. Model fit statistics for various factor structures in the 1st version of the KMM-ST survey.

RMSEA TLI BIC

Two-Factor Model 0.09 0.52 −649
Three-Factor Model 0.07 0.68 −645
Four-Factor Model 0.06 0.76 −606
Five-Factor Model 0.05 0.84 −563
Six-Factor Model 0.04 0.90 −513

Seven-Factor Model 0.01 0.99 −470

We extracted the six-factor model using Principal Axis Factoring and Oblimin rota-
tion. The six factors explained a total variance of 44%. As Figure 9 shows, factor loadings
for all 24 variables ranged from 0.3 to 0.8 with the exception of one item (MP5), which
had a negative factor loading (−0.8 on Factor 3). More detailed factor loadings can be



Educ. Sci. 2023, 13, 405 12 of 25

found in Supplementary File S3, and the correlation matrix for this survey can be found
in Supplementary File S4. This factor structure does not coincide with the theoretical
framework on which the items were developed: (1) modeling practices (CK subcon-
struct), (2) metamodeling knowledge (CK subconstruct), (3) investigating (PK subconstruct),
(4) sensemaking (PK subconstruct), and (5) evaluating and communicating (PK subcon-
struct). Figure 9 is color-coded to show this. Ideally, we would expect items of the same
color to fall into the same factor, and this was not the case.
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Next, we extracted the seven-factor model using Principal Axis Factoring and Oblimin
rotation. The seven factors explained a total variance of 49%, an improvement of 5% from
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the six-factor model. As Figure 10 shows, 22 of the 24 variables loaded onto the seven
factors, and the factor loadings ranged from 0.4 to 0.9, a slight improvement from the
0.3 to 0.8 range in the six-factor model. Item MP5 was still a problematic item with a
negative factor loading (−0.8 on Factor 2). More detailed factor loadings can be found
in Supplementary File S3, and the correlation matrix for this survey can be found in
Supplementary File S4. Again, this factor structure does not coincide with the theoretical
framework on which the items were developed. As Figure 10 shows, the items continue
to load based on factors that we did not anticipate (i.e., colors are not matched to factors).
Reverse-coded items are loading onto factors by themselves (e.g., Factor 1), and CK items
(e.g., MP and MMK items) are loading onto factors with PK items (e.g., IN, SM, and EC
items). Furthermore, two items, MMK6 and SM2, did not load onto any of the seven factors
because they had cross-loadings across two or more factors (see Supplementary File S3).
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4.2. Validation and Revision of the 2nd Version of the KMM-ST Survey
4.2.1. Content Validation through SME Consultation

On the Content Validation Worksheets, SMEs were asked to provide a score of rele-
vancy for each question stem as a way to indicate to the researchers whether items were
appropriately assigned to the component to which we had assigned them. A review of this
data indicated that one item (NM_Pumpkin) was not relevant. This prompted revision of
the item (see Figure 11).
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Figure 11. Revisions to NM_Pumpkin.

In addition to scores of relevancies, SMEs were also asked to examine the answer
options in each item within the instrument and report the level that they believed the
answer option was associated with, using the theoretical framework they were provided.
We analyzed these results to search for items in which SMEs had selected levels that were
non-adjacent scores (e.g., SME 1 says answer option A is level 1, and SME 2 says answer
option A is level 3). A total of 10 items had non-adjacent scores. For these 10 items, we
revised the answer options to better fit the proposed levels in the framework (Table 1). An
example of such a revision is shown in Figure 12.
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4.2.2. Analysis of Responses to the 1st Version of the KMM-ST Survey
Descriptive Statistics and Item Analysis

Results from the survey revealed a mean score of 57.6 points out of a total of 75 points
(SD = 5.88) and a median score of 59 points. When examining each of the five components
in the revised KMM-ST framework (Figure 4), participants scored the lowest on changing
models, with a sum of 9.90 (SD = 2.20) for the five items related to this component, fol-
lowed by multiple models, with a sum of 11.21 (SD = 1.82). The remaining three aspects,
nature of models, purposes of models, and testing models, had sums of 12.35 (SD = 1.91),
12.03 (SD = 1.88), and 12.20 (SD = 1.72), respectively. The mean scores and standard
deviations for each independent item are shown in Table 4 below.

Table 4. Descriptive statistics of the 2nd version of the survey.

Item Name Mean (SD) Endorsed
Level 0

Endorsed
Level 1

Endorsed
Level 2

Endorsed
Level 3

CM_Museum 2.49 (0.84) 7 (4.9%) 12 (8.3%) 29 (20.1%) 96 (66.7%)

CM_Turtle 2.09 (0.79) 2 (1.3%) 33 (23.0%) 59 (41.0%) 50 (34.7%)

CM_Language 1.73 (0.96) 7 (4.9%) 69 (47.9%) 24 (16.7%) 44 (30.5%)

CM_Biomem 1.88 (0.89) 17 (11.8%) 16 (11.1%) 79 (54.9%) 32 (22.2%)

CM_Pumpkin 1.72 (0.91) 1 (0.7%) 82 (56.9%) 18 (12.5%) 43 (29.9%)

NM_Museum 2.37 (0.79) 0 (0.0%) 28 (19.4%) 35 (24.3%) 81 (56.3%)

NM_Eating 2.33 (0.72) 2 (1.4%) 15 (10.4%) 60 (41.7%) 67 (46.5%)

NM_Biomem 2.63 (0.60) 3 (2.1%) 0 (0.0%) 44 (30.6%) 97 (67.4%)

NM_Pumpkin 2.56 (0.62) 1 (0.7%) 7 (4.9%) 46 (31.9%) 90 (62.5%)

NM_Population 2.45 (0.66) 3 (2.1%) 4 (2.7%) 62 (43.1%) 75 (52.1%)

MM_Museum 2.42 (0.79) 3 (2.1%) 18 (12.5%) 39 (27.1%) 84 (58.3%)

MM_Turtle 1.75 (0.71) 1 (0.7%) 56 (38.9%) 65 (45.1%) 22 (15.3%)

MM_Language 2.17 (0.81) 2 (1.4%) 31 (21.5%) 52 (36.1%) 59 (41.0%)

MM_Eating 2.38 (0.64) 1 (0.7%) 9 (6.3%) 69 (47.9%) 65 (45.1%)

MM_Climate 2.50 (0.73) 0 (0.0%) 20 (13.9%) 32 (22.2%) 92 (63.9%)

PM_Turtle 2.38 (0.70) 2 (1.4%) 12 (8.3%) 60 (41.7%) 70 (48.6%)

PM_Language 2.65 (0.62) 1 (0.7%) 8 (5.6%) 32 (22.2%) 103 (71.5%)

PM_Eating 2.56 (0.67) 2 (1.4%) 8 (5.6%) 42 (29.1%) 92 (63.9%)

PM_Climate 2.01 (0.66) 0 (0.0%) 31 (21.5%) 81 (56.3%) 32 (22.2%)

PM_Population 2.45 (0.87) 6 (4.2%) 18 (12.5%) 25 (17.4%) 95 (65.9%)

TM_Eating 2.45 (0.76) 1 (0.7%) 21 (14.6%) 34 (23.6%) 88 (61.1%)

TM_Climate 2.22 (0.66) 2 (1.4%) 13 (9.0%) 81 (56.3%) 48 (33.3%)

TM_Biomem 2.19 (0.60) 1 (0.7%) 12 (8.3%) 90 (62.5%) 41 (28.5%)

TM_Pumpkin 2.52 (0.74) 2 (1.4%) 15 (10.4%) 33 (22.9%) 94 (65.3%)

TM_Population 2.83 (0.49) 2 (1.4%) 1 (0.7%) 17 (11.8%) 124 (86.1%)

Results from Exploratory Factor Analysis

We conducted a test to determine the suitability of the data for exploratory factor
analysis (EFA). The Kaiser–Meyer–Olkin (KMO) Measure of Sampling Adequacy and
Bartlett’s Test of Sphericity can be used for this purpose [47]. Bartlett’s Test of Spheric-
ity (χ2 = 488.09; d.f. = 300; p < 0.001) and the KMO Measure of Sampling Adequacy
(KMO = 0.600) indicate that EFA was appropriate for our sample. Factor analysis (Principal
Axis Factoring) of the dataset using Oblimin rotation revealed a one-factor model based
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on eigenvalues which were greater than one (i.e., Kaiser’s criterion [49]). We used Horn’s
parallel analysis [50] to further examine the scale. This analysis revealed a five-factor
model would be more suitable for the data (Figure 13). Using Horn’s method for parallel
analysis [50], a random set of data was generated over 720 iterations to produce eigenvalue
distributions at the 95th percentile. In Figure 13, the red line shows the observed data, the
black line shows the 95th percentile (adjusted data), and the blue line shows the randomly
generated data. A one-factor model is consistent with the revised KMM-ST framework
(Figure 3), where all five components tested in this survey belong to the CK subconstruct.
A five-factor model would also be supported by the literature if it aligns with the five
components identified in the FMC (Table 1). Given the discrepancy between Kaiser’s
criterion and Horn’s parallel analysis, we adopted a third method for determining factor
retention: the empirical Kaiser criterion method [51]. This method suggested a one-factor
model was most appropriate for the data (Figure 14).
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Given that both a one-factor and five-factor model would be consistent with the
theoretical background on which the items were constructed, we ran both models and
determined which model had the best fit for the data based on fit statistics (RSMEA, TLI,
and BIC). For clarity, we also ran two-, three-, and four-factor models to examine changes to
the fit statistics as we approached the five-factor model. Table 5 shows the five-factor model
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is favored over the one-factor model primarily due to the Tucker Lewis Index. Ideally,
a good model fit should have a TLI score of 0.09 or greater [55]. When comparing the
TLI of the one-factor model to the five-factor model, only the five-factor model meets this
TLI criterion.

Table 5. Model fit statistics for various factor structures in the 2nd version of the KMM-ST survey.

RMSEA TLI BIC

One-Factor Model 0.03 0.83 −1062
Two-Factor Model 0.02 0.90 −981

Three-Factor Model 0.01 0.96 −900
Four-Factor Model 0.00 1.06 −826
Five-Factor Model 0.00 1.10 −745

We extracted the one-factor model using Principal Axis Factoring and Oblimin rotation.
The one factor explained a total variance of 10%. As Figure 15 shows, a total of 13 items
loaded onto the factor with factor loadings between 0.3 and 0.7. A total of 12 items had
inadequate factor loadings (less than 0.3). More detailed factor loadings can be found
in Supplementary File S5, and the correlation matrix for this survey can be found in
Supplementary File S6. This factor structure could align with theory, as all five components
of the FMC are part of the CK construct; thus, the factor could be measuring content
knowledge of models and modeling as defined by the FMC components. Items are color-
coded in Figure 15 to show the component of the FMC to which they were assigned.
Figure 15 shows that there are at least two of each FMC-component item within the one
factor that was retained, thus ensuring the measure captures all components of the FMC in
the measure.
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Next, we extracted the five-factor model that was supported by model fit statistics as
well as Horn’s parallel analysis. This model explained 24% of the variance in the data, an
improvement of 14% from the one-factor model. As Figure 16 shows, 19 of the 25 variables
were loaded onto the five factors, with loadings ranging from 0.3 to 0.7. A total of six
variables did not load onto any factor due to cross-loading issues (see Supplementary
File S5). In addition, CM_Language had a negative factor loading as this item proved
difficult for survey respondents. Most importantly, this factor structure indicated that items
were not loaded onto the anticipated five factors aligned to the FMC. This can be seen in
Figure 16, where we would expect items of the same color to load onto the same factor.
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Unlike the items from the first version of the KMM-ST survey, the second KMM-ST
survey showed potential for alignment with the theoretical framework. Therefore, we
moved into a period of iterative item reduction in hopes of clarifying the factor structure.
We used the one-factor model to guide this work because it was supported by the empirical
Kaiser criterion [51] and general Kaiser’s rule [49] as the appropriate factor structure for the
data. Using guidance from Ford et al. [57], we took a stepwise approach to item reduction
in which we dropped items with communalities less than 0.20 and factor loadings less
than 0.40. We dropped one item at a time, choosing items with the lowest communality
value and factor loading each time, and reexamined the factor structure after each item
was dropped. A total of 14 items were dropped from the scale before a factor structure
resembling the FMC was revealed. This factor structure was found to be a four-factor
model (RMSEA = 0; TLI = 1.06; and BIC = −70), in which testing models and nature of
models fall into the same factor while the other components of the FMC (changing models,
purpose of models, and multiple models) are in their own factors. Dropping over 50% of
the total items is not ideal, and we do not suggest the final scale is a valid and reliable scale
for measuring KMM-ST given the measures taken to clarify the factor structure. However,
it does show promise for the next round of revision of the KMM-ST survey as it helps
to show patterns in the items that belong to the same factor. Figure 17 shows the factor
structure, while Table 6 shows the factor loadings and communalities for the retained items.
More detailed information can be found in Supplementary File S5.
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Table 6. Final communalities, factor loadings, and reliability estimates for 11 KMM-ST items produced
by a four-factor solution.

Cronbach’s Alpha (α) Item Factor 1 Factor 2 Factor 3 Factor 4 Communality

Factor 1 TM_Population 0.68 0.47
α = 0.63 TM_Eating 0.65 0.47

TM_Biomem 0.63 0.62
NM_Eating 0.62 0.59

NM_Population 0.53 0.41
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Table 6. Cont.

Cronbach’s Alpha (α) Item Factor 1 Factor 2 Factor 3 Factor 4 Communality

Factor 2 MM_Language 0.72 0.54
α = 0.35 MM_Eating 0.70 0.52

Factor 3 CM_Pumpkin 0.81 0.68
α = 0.43 CM_Biomem 0.74 0.57

Factor 4 PM_Climate 0.77 0.69
α = 0.27 PM_Population 0.68 0.57

5. Discussion
5.1. Discussion of the Findings from the 1st Version of the KMM-ST Survey

In the development and validation of two versions of a KMM-ST survey aimed at
measuring teachers’ content and pedagogical knowledge of models and modeling in science
teaching, we were able to obtain insights into measuring this knowledge construct that
could be a helpful addition to the extant literature on modeling assessments for teachers.
When examining the descriptive statistics and feedback from SMEs from the first version of
the KMM-ST survey, we found CK and PK items using a Likert-scale to be unchallenging
for respondents. The majority of respondents were able to easily select the correct response
for both CK (M = 10.21; 85%) and PK (M = 10.13; 84%) items. A plausible explanation could
be that as NGSS have been implemented for almost 10 years and the use of science models
has been emphasized in science education as a key component of scientific inquiry even
before the release of NGSS [58,59], science teachers are likely to be familiar with the nature
of models and modeling and their applications in science classrooms. This indicates that
our initial items are not challenging enough to discriminate between different levels of
teacher understanding and led us to adjust the difficulty level of the items by changing
their format to a multiple-choice item (for CK items only). One limitation to this study is
that we did not collect background information for this group of participants, so we were
unable to examine whether these results were reflective of a specific subset of teachers
(e.g., those with advanced degrees) or all teachers. In addition, modeling is at the core of
scientific reasoning [60], which is why modeling is frequently found within assessments
of scientific reasoning (e.g., PISA [61]). Therefore, it is possible that the first version of the
KMM-ST survey might measure scientific reasoning skills and the enactment of those skills
in the classroom (i.e., pedagogies) rather than understanding of scientific modeling. This
could explain the high mean scores on items even for teachers who have little experience
with scientific modeling (e.g., those who teach in non-NGSS states).

One of the most problematic methodological issues we found in the 1st version of
the KMM-ST survey was with reverse-coded items loading onto the same factor. Many
researchers have recently become critical of reverse-coded items [62], and one reason for
the criticism is that these items may measure something that the researchers do not intend
to measure [63]. When reviewing our reverse-coded items as a whole, one theme emerged
in relation to beliefs about learning. For example, one PK item reads, “The critique of
scientific models in the science classroom should function to support students’ content knowledge
development”. Teachers who have a strong belief that science teaching should prioritize
content acquisition are more likely to endorse this item, and thus this item might measure
teachers’ epistemic beliefs about teaching science instead of their pedagogical knowledge
of models or both, depending on how individual teachers interpret and respond to the item.
Furthermore, in consultation with SMEs in science education, several points of feedback
described PK items as potentially controversial due to different “teaching styles” and this
appears to be confirmed, at least for reverse-coded items, by the factor analysis. This finding
is one reason why we adopted a multiple-choice format for the 2nd version of KMM-ST.

The decision to use a Likert response scale for the first version of the KMM-ST survey
was influenced by a survey by van Driel and Verloop [22], where they used Likert scale
items to assess teachers’ knowledge of models and modeling in science. One key difference
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between our survey and the van Driel and Verloop [22] survey is the approach to assessing
this construct. In the van Driel and Verloop [22] survey, they captured teacher knowledge
of the construct with reference to science teaching norms. In other words, their survey
acted as a norm-referenced test. Alternatively, our aim with the construction of this survey
is to arrive at an instrument that can measure teacher knowledge in relation to a predefined
set of knowledge of models and modeling, also known as a criterion-referenced test [64].
This required us to dichotomize responses (i.e., recode the data to represent “correct”
and “incorrect” responses) when describing the data. Given the problems we found with
reverse-coded items, items exhibiting a ceiling effect because they were unchallenging, the
need to recode our data for descriptive purposes, and the factor analyses showing a factor
structure that was unsupported by theory where CK and PK items were loading onto the
same factors, we determined that our response scale needed to change for the 2nd version
of the KMM-ST survey.

5.2. Discussion of the Findings from the 2nd Version of the KMM-ST Survey

Reflecting on the results from our 1st version of the KMM-ST survey, we reconsidered
the Likert response scale as well as the issue of having CK and PK items load onto the same
factors. We knew that our response scale needed to be more reflective of response scales
that are typical for criterion-referenced tests, and we would encourage scholars involved
in the assessment of science and engineering practices to first consider the distinctions
between norm-referenced and criterion-referenced tests. We would argue that (1) for most
practices, there exists a large enough body of literature to justify cut scores for criterion-
referenced tests, and (2) norm-referenced tests are more susceptible to the inclusion of
additional school- or teacher-level variables and thus harder to validate. For this reason,
we adopted the multiple-choice format for items in the 2nd version of the survey. In
addition, we also chose to separate the CK and PK subconstructs and measure them using
different scales, meaning they would be validated separately. Our work on the PK items,
which are designed using an open-ended questionnaire format, is ongoing and will be
reported in a later publication. In the case of our 2nd version of the KMM-ST, the CK
items were constructed through the adoption of the FMC (Table 1), a competence model,
because it offered a clear method for determining cut scores and a framework for building
multiple-choice items. We encourage scholars investigating other science practices to refer
to pre-existing learning progressions or competence models [40] that have been constructed
for their desired practice. These frameworks serve as the standard or objective on which
item specifications can be built and cut scores can be derived. For example, in the case
of the FMC, scholars suggest that students who have reached level 3 show evidence of
using the models for perspective, while students at level 2 continue to use the models of
perspective [5,33]. As such, the cut score can be established as being between level 2
and level 3.

In reference to the results from the exploratory factor analysis, we found evidence to
support a four-factor model consistent with the FMC but with low reliability estimates and
extreme negative impacts on validity. This can be explained by the small number of items in
each factor (e.g., three factors with two items each). We plan to move forward by using the
retained items as a guide for revising the dropped items so that we can reincorporate these
items into the survey and improve the reliability and validity of the scale. Additionally, the
results showed that the nature of models items loaded onto the same factor as testing models.
We suspect that this could be because both the nature and purposes of models tend to be
inherent in the other components (i.e., testing, changing, and multiple models). We attempted
to clarify the nature of models items which loaded onto the testing models factor so that these
items, in future survey administrations, would load onto a separate fifth factor.

5.3. Limitations and Future Work

Moving forward, we plan to continue revisions and subsequently collect validity-
related evidence for the KMM-ST survey using the multiple-choice approach. Dropping a
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total of 14 items from a 25-item scale (the 2nd version of the KMM-ST survey) impacted the
validity and reliability of this survey. This limitation, in conjunction with a smaller sample
size (1st version: n = 105; 2nd version: n = 144), are the two pieces we aim to improve in
future work. As previously mentioned, item revisions to the 2nd version of the KMM-ST
survey are underway and are driven primarily by the aim of revising dropped items in
ways that make them mirror the retained items in their factor, with the goal of improving
the reliability and validity of the scale in future iterations. Should this not be possible, we
plan to consider an additional layer to the item response format—a ranking task for each
item. Currently, respondents are asked to endorse only one correct answer for each question.
A ranking task would mean that respondents are asked to rank each answer option in the
question from “applies least” to “applies most” [44]. This could be a possible solution
which would improve the reliability of the scale should the revised items still not load onto
their appropriate factors in a future survey administration. However, we recognize that
there are advantages and disadvantages to this approach. Ranking the answer options
could prove to be tedious for respondents and could result in testing fatigue whereas the
same is not true for multiple-choice items. Yet, respondents are more likely to randomly
endorse items if they are asked to select a single answer. Finally, cognitive interviews
with two teachers at the conclusion of the administration of the second version of the
KMM-ST revealed that teachers are struggling with selecting a single answer option. This
is because levels one, two, and three answer options are all plausible and valid answers,
but only level three is the most correct. This indicates that we may be able to capture
more insightful information from teachers if we were to utilize the ranking task method.
In reference to sample size, EFA is highly susceptible to sample size effects, yet there is
disagreement in the psychometric community about the size needed to test for statistical
significance in validation work [65]. Item-to-response ratios vary between 1:4 [66] and up
to 1:10 [67]. In this work, our sample sizes were at the lower end of the ranges described.
As such, future work will aim for a sample size of 200 or more, making the item-to-response
ratio 1:8. In conclusion, by comparing two different approaches to measuring teachers’
content and pedagogical knowledge of models and modeling in science teaching, we were
able to determine the most appropriate method for assessing the CK subconstruct and
continue this work for the PK subconstruct. Based on the outcomes of the validation of
the first version of the KMM-ST survey, we have determined that PK items are better
suited to an open-ended assessment format. This is justified by their correlation with
CK items, the feedback from science education SMEs suggesting these items might be
“controversial” due to teachers’ different approaches and orientations to teaching, and
previous scholars who argue pedagogy is context-dependent [68], making it difficult to
assess without a consideration of context. Additionally, approaches for constructing CK
items should follow guidelines for criterion-referenced tests rather than norm-referenced
tests. Given that a wealth of modeling literature exists to determine cut scores for criterion-
referenced tests, these tests can indicate a more accurate knowledge level against standards.
Finally, as we continue to collect more construct-related validity on the CK portion of the
KMM-ST survey, we will examine additional factors that might improve the reliability
of the survey that involve revisions of previously dropped items and the possibility of
including a ranking task within the multiple-choice items. Overall, this work builds on
the existing literature for modeling assessment for teachers and provides insights into the
ways that either competence models or learning progression frameworks designed for
student learning could also be applicable for measuring teacher knowledge of science and
engineering practices.
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