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Abstract: Although research on schema has been widely investigated for the past decades, little
research has addressed the development of a systematic instructional design theory using schema
principles and processes. This study proposes a systematic schema-based instructional design model,
including general and schema analysis, schema-based design, and development processes and
techniques for evaluating a learner’s acquired schema. By synthesizing empirical studies, this study
comprehensively reviews literature on schema and foundational principles for learning. The goal of
the study is to enrich the knowledge base of schema-based instructional design for different learning
environments. Thus, the study is concluded by a discussion on how to utilize a schema-based
instructional design for self-paced learning environments with additional implications and further
recommendations.
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1. Introduction

Over recent decades, scholars and practitioners have enriched the knowledge base of
schema and cognition in diverse fields. However, a systematic schema-based instructional
design theory has not been fully developed. Generally, large-scaled self-paced online
courses do not entail that an instructor is always available. Within many learning contexts,
especially self-paced online environments, learners struggle to acquire in-depth knowledge
and skills due to limited methods for accurate assessments of learning and absence of
personal communications [1,2]. Learners are likely to experience cognitive overload and
perceive the learning gaps as an overwhelming challenge. The high cognitive load may
cause learners to only learn the content to a shallow degree [3]. Thus, an online course
without considerations of cognitive load and instructional design is likely to be inconsistent
in its effectiveness [4].

Research on online learning retention strengthens the above argument. A review of
the literature on retention in online courses reported that online courses have a 10–20%
higher failed retention rate than courses taught in a traditional classroom [5]. The situation
is even direr in large-scale self-paced online courses, where research shows the retention
rate is approximately 5–10%, which calls for further work to improve students’ quality of
learning in these contexts [6]. Furthermore, few studies have emphasized the availabil-
ity of instructional design theories specifically for large-scale self-paced online learning.
By synthesizing empirical studies on schema and foundational principles, we present a
schema-based instructional design model.

This study is guided by the following research questions:

1. What principles of cognition can be utilized to design and develop both online and
traditional classes?
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2. What is a schema-based instructional design and development process?
3. What schema-based instructional techniques can be used for creating a quality learn-

ing environment?
4. How is a schema-based instructional design model applicable to different learning

environments?

2. Focused Literature Review

We conducted a focused literature review in order to propose an instructional design
model for developing a large-scale self-paced online learning environment. Addressing the
four aforementioned research questions, we searched four databases including PsycINFO,
EBSCOHOST, Google Scholar, and SocINDEX. An extensive search was not limited to the
field of education, because schema theory has been discussed in several fields such as
psychology and social studies. The keywords for searching included “schema”, “schema-
based approach”, “schema-based instruction”, “schema-based learning”, and “schema-
based instructional design”. The initial search resulted in 5566 studies. We excluded
duplicates so that only the most recent versions of the studies are included rather than
working papers or conference proceedings, resulting in 684 studies. We then excluded
studies that were not published in non-academic outlets such as magazines or newspapers.

3. Results

RQ1. What principles of cognition can be utilized to design and develop both online
and traditional classes?

3.1. Principles of Schema-Based Instruction

Schema is a cognitive structure that helps to organize and process incoming informa-
tion. Schema enables a human to discern the key features of an object from other irrelevant
information; that is, prior knowledge and beliefs play a key role in the construction of
more complex cognitive structures. Newly acquired information is paired with existing
and readily available knowledge in the process of schema construction [7]. Sweller et al.
highlighted that people elaborate their schema by incorporating elements from low-level
schemas into higher-level schemas [3]. The cognitive schema theory posits that learners’
prior knowledge helps them to engage in in-depth cognitive processing [8].

The theoretical explanation of learners’ cognitive dissonance offers further insights into
how to support schema elaboration in self-paced learning environments. The accumulation
of new information does not necessarily result in schema elaboration [9]. Learners often
struggle to assimilate new information into an existing schema when the new information
is inconsistent with what they already know or believe [10]. Learning often entails such
cognitive dissonance when learners are required to acquire new knowledge and skills [11].
When learners are perplexed by new information that conflicts with their prior knowledge,
their working memory is overloaded, resulting in the failure of incorporating the new
information. Instruction should be designed in a manner that allows learners to reduce
this dissonance and achieve consonance with the external instructional guidance [9]. When
learners are guided to devote their mental efforts to learning tasks, they are likely to
accept the new information and elaborate their existing schema concerning the topic [12].
For example, Jermias found that learners willingly accepted new information that conflicted
with their prior knowledge and beliefs when given opportunities to justify their choice for a
new cost accounting system [12]. The study suggested that meaningful learning takes place
when learners are asked to engage in reflection on their given learning tasks. For example,
in-depth discussion following an instructor-led lecture could help learners elaborate their
knowledge regarding a specific course topic.

Another approach designed to reduce the cognitive load imposed on learners’ working
memory is to allow them to learn from multiple examples [13]. When learners develop a
consistent and well-structured schema through learning with numerous examples, they
can overcome cognitive dissonance in the face of new information [14]. A well-developed
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schema established by exposure to numerous examples, extensive practice, and instruc-
tional support allows a learner to use minimal working memory in the future. Such
exposure enables learners to focus more on the critical features of an object rather than
surface features, with an increased working memory capacity [15].

Instruction using visualized structures also facilitates a reduction in working memory
load and schema elaboration regarding a concept. Visualized structures such as dia-
grams delineate semantic relations between the concepts and procedural knowledge to be
learned [16]. The visual structures of objects have been recognized as facilitating learners
to attend to key features of the objects they are learning about. For example, Jitendra et al.
revealed that diagrams, compared with text-only materials, helped learners attend to a
logical flow representing the process [17]. The results indicated that students who learned
mathematical concepts with schema diagrams outperformed students who were taught
without diagrams.

Furthermore, visual structures combined with cues or additional learner activities
are even more effective in terms of knowledge acquisition. According to Scheiter and
Eitel, when presented with diagrams combined with signals, students attended to key
information more frequently than those learning only with diagrams [18]. Additional
activities such as self-explanation contributed to the acquisition of transferable knowledge.

RQ2. What is a schema-based instructional design and development process?

3.2. Processes of Schema-Based Instructional Design

This section includes a summary of a literature review regarding the instructional
design process, emphasizing the effective schema development in a large-scale online
learning environment.

3.3. General Needs Analysis

Reigeluth stated that instructional design theories require two components: (1) instruc-
tional methods and (2) situations [19]. Situations are composed of: (a) desired learning
outcomes and (b) instructional conditions, including: (i) learning, (ii) learner, (iii) learning
environments, and (iv) development constraints.

3.4. Needs Analysis

Practically every instructional design theory should start by identifying preconditions
of the instructional context for optimal learning outcomes and actions. Therefore, the pri-
mary goal of the first stage of schema-based instruction is to facilitate a systematic process
for both establishing goals and identifying discrepancies between the goals and the pres-
ence in order to determine priorities for instructional actions [20]. While the general needs
analysis is similar to traditional instructional design theories, schema-based instruction fa-
cilitates an additional analysis process for explicating and representing experts’ know-how
by Cognitive Task Analysis (CTA) for capturing an expert’s convert knowledge, schema
hierarchization, and knowledge-mapping process.

3.5. Learner Analysis

Instructional methods are dependent on many factors and the nature of learners plays
an important role in this regard. In some large-scale learning environments, the average age
of a MOOC is 42 years old, most of whom hold master’s degrees [21], while The National
Center for Educational Statistics (NCES) indicated that students who are 18–24 years old
are traditional college students [22]. Likewise, it is imperative to understand the nature of
learners for creating and providing effective instructions suited for learners in a context.
Reigeluth identified the three components: (1) prior knowledge, (2) learning strategies,
and (3) motivations [19]. Considering the emergence of online education, it is important
to understand learners’ readiness for online learning. Hung, Chou, Chen, and Own
proposed the Online Learning Readiness Scale (OLRS) composed of five dimensions,
which we included as essential components requiring investigation before developing
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instructions [23]. Those dimensions are: (4) computer-internet self-efficacy, (5) self-directed
learning, (6) learner control, (7) online communication self-efficacy, and (8) motivation for
learning

3.6. Learning Environment (Context) Analysis

Learning environments refer to the diverse physical locations, contexts, and cultures
where students learn and interact with different people and content; Thus, factors of the
learning environment contribute to the learning task [24]. Students may further their learn-
ing through outside-of-classroom environments such as online education, open learning
environments [25], or Massive Open Online Course [26], wherein researchers have cate-
gorized distance/remote learning environments as Virtual Learning Environments (VLE).
In order to analyze a VLE context, Reigeluth proposed that the nature of learning environ-
ments is composed of the following aspects: (1) the location, (2) the format (e.g., online vs.
face-to-face), (3) the number of learning peers, and (4) the purpose of the learning environ-
ments (e.g., workplace, military, college, or government) [19]. In addition, VLE commonly
requires additional functions relative to the large-scale online learning environment; thus,
a fifth aspect, an effective Learning Management System, is also required to facilitate and
deliver content, manage students’ learning progress, and offer just-in-time training [27,28].

3.7. Performance Objective Analysis

Dick and Carey stated that the performance objective analysis is dependent on analysis
regarding the context, the learner, and the problems relating to potential solutions [29].
By understanding the cause of the problem, as schema-based instructional design focuses
on higher-order thinking skills, this stage can offer more practical solutions and clearer
performance objectives that can be used by the majority of the audience. The performance
objective analysis should be conducted in concurrence with instructional analysis and
learner/context analysis.

3.8. Feasibility Analysis

Feasibility analysis, also referred to as feasibility study, is a process of ensuring that all
of a project’s proposed outcomes are feasible to achieve [30]. In the field of management,
feasibility analysis considers four primary aspects: (1) economic, (2) technical, (3) opera-
tional, and (4) schedule feasibility. By applying these concepts to an instructional design
project, feasibility can represent a valuable tool for assessing the feasibility of the pro-
posed timeline, technical infrastructure, and resources needed to accomplish the project’s
outcomes [30].

3.9. Schema Analysis

Unlike traditional instructional design theories and models, schema-based instruction
starts with a Cognitive Task Analysis (CTA) conducted by a learning designer in close
collaboration with a domain expert. The CTA explicates the expert’s tacit knowledge and is
effective in establishing a knowledge map of the domain [31]. Schema analysis is unique in
comparison to traditional instructional design analysis in the sense that this process is used
to explicate an expert’s behavioral and cognitive tasks.

3.10. Cognitive Task Analysis (CTA)

Cognitive Task Analysis (CTA) is a process of explicating what people (who are usu-
ally experts) know, the way they think, how they organize and structure their knowledge,
and most importantly how they think of achieving their desired performance outcomes [31].
CTA should be performed before instructional design and development, especially when
the student population is composed of adult learners. Considering that traditional instruc-
tional design theories primarily analyze behavioral tasks, conducting CTA can address
a task that is largely covert and nonprocedural in nature. There are four major analysis
tools for conducting CTA: (1) behavioral, (2) information processing, (3) goals, operations,
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methods, and selection rules (GOMS) [32], and (4) the critical decision method. The first
two, behavioral and information processing, analyze and capture procedural knowledge,
while the latter two methods focus on rule-based analysis.

3.11. Schema Hierarchical Analysis

Upon the completion of CTA, one may have a decent understanding of which, and how,
covert and overt tasks/concepts relate to performing a certain task. With this, schema
hierarchization is necessary in order to sequence how such organized forms of knowledge
associate with each other. The hierarchical analysis is more of a bottom-up approach based
on learning taxonomies [33]. According to Botvinick and Plaut, schema hierarchization
starts by modeling naturalistic action with the goals of identifying the sequential sub-
ordinate actions involved in a task [34]. The architecture of the overall model includes:
(1) perceptual input, (2) internal representation, and (3) actions; these three components
thus interact with the environment.

3.12. Knowledge Mapping

The last schema analysis is knowledge mapping. Once schema and its
hierarchies—superordinate–subordinate relationships—are identified, learning design-
ers should develop a knowledge map for providing a visual of the knowledge base (or a
schema). Knowledge mapping is a process where learning designers put pieces into place
through visual references. It is an efficient and effective way to categorize and visualize
“organizational knowledge” ([35], p. 83). Knowledge mapping has been widely used in the
field of knowledge management [36]. Knowledge mapping is a useful process for capturing
both implicit (overt/behavioral) and explicit (covert/cognitive) knowledge [37]. Please see
Table 1 for details.

Table 1. General and Schema Analysis for Designing Large-Scale Online Learning Environments.

Phase Stage Key Objective Reference

General Analysis Needs Analysis

Identifying preconditions of the instructional context for
optimal learning outcomes and actions

Identifying discrepancies between the goals and
the presence

[20]

Learner analysis

Identifying learners’ (1) prior knowledge, (2) learning
strategies, (3) motivations, (4) computer-internet

self-efficacy, (5) self-directed learning, (6) learner control,
and (7) online communication self-efficacy

[19,22,23,25]

Learning Environment
(context) Analysis

Understanding/identifying the nature of learning
environments composed of (1) the location, (2) the

format (e.g., online vs. face-to-face), (3) the number of
learning peers, and (4) the purpose of learning

environments, as well as (5) the Learning Management
System (LMS)

[19,24]

Performance Objective
Analysis

Synthesizing three primary components: (1) contexts, (2)
learner, and (3) problems with potential solutions in

order to create effective performance objective analysis
[29]

Feasibility Analysis
Identifying the four primary aspects of feasibility: (1)

economic, (2) technical, (3) operational, and (4) schedule
feasibility (Timeline)

[30]

Schema Analysis Cognitive Task Analysis

Explicating what experts know, the way they think,
how they organize and structure their knowledge,

and how they think to achieve the desired
performance outcomes

Conducting (1) behavioral task analysis to capture overt
actions and (2) procedural task analysis to capture

covert actions/concepts

[31,38]
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Table 1. Cont.

Phase Stage Key Objective Reference

Schema Hierarchical Analysis

Performing schema hierarchization, starting with
modeling naturalistic action with the goals of

identifying the sequential subordinate actions involved
in a task

Understanding the architecture of the overall model
including (1) perceptual input, (2) internal

representation, and (3) actions

[33,34]

Knowledge Mapping

Performing a knowledge map analysis for providing a
visual of such knowledge base

Creating a knowledge map of a schema following the
9-step process suggested by researchers.

[35–37]

4. Design and Development

The design and development focus on both learning experiences and materials [39].
Since the results of analyses provide a visualized knowledge map and schema hierarchies
as well as the nature of learning contexts, learners, desired outcomes, and learning ac-
tivities should foster: (1) activating, (2) constructing, and (3) automating schema, while
also (4) updating/modifying existing schema through assimilation and accommodation,
and (5) facilitating schema elaboration. If a learner has never learned a lesson’s desired
learning outcomes, creating a new schema is essential in order to mimic the knowledge
system of an expert; the ways in which experts think, how they make decisions regard-
ing particular situations, and how they achieve their desired goals. On the other hand,
if learners also have similar experiences with, or knowledge of, the learning objectives,
instructions should trigger and activate the existing schema for refresher learning [40]. In this
section, we provide selected examples of instructional techniques and strategies for schema
activation, construction, automation, modification, and elaboration.

4.1. Schema Activation

Schema activation is also referred to as knowledge activation. In this stage, instructions
prompt learners to revisit or activate such individual knowledge or belief systems with
the goal of identifying learning gaps or discrepancies. Researchers claim that one of the
primary reasons for schema activation is to improve the comprehension of a text [41–43].
Based on a study conducted by Cho and Ma, schema building activation had a short-term
and long-term effect on increasing learners’ reading comprehension [44]. Educational
psychologists have developed several approaches for schema activation, of which pre-
reading tasks are widely used activities [45]. Pre-reading activities help learners to create
top-down semantic and structural information before reading a text. These pre-reading
activities belong to a higher category called pre-organizers.

4.2. Schema Construction

When learners try to comprehend a text, they tend to associate it with prior knowl-
edge and experiences for interpretation [45]. By relating the text with prior knowledge,
learners can better understand an author’s message. As learners link new knowledge to
existing knowledge, learning outcomes can be increased while also decreasing cognitive
load [46]. While scholars have developed instructional strategies to help learners activate
and employ prior knowledge and experiences for comprehension, schema theories rarely
explain how learners modify and create a new schema for dealing with novel information
or skills. Scholars have suggested four main methods for schema construction: (1) cases,
(2) interactive video recordings, (3) hierarchical concept maps, and (4) Vee diagrams [39].
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4.3. Schema Automation

Schema automation has been widely investigated by educational psychologists [3,47,48].
Schema automation is the opposite of conscious processing, in which individuals utilize a
large amount of working memory to process presented concepts or information. An em-
pirical study conducted by Kotovsky, Hayes, and Simon represents a good example for
showing the importance of schema automation [49]. The results of their study revealed
that students who learned a new concept had to spend their working memory—processing
effort—on retrieving “rules”, to solve the problem, while students who had already mas-
tered the concept utilized their working memory to identify “patterns”. This mastery and
familiarity of a concept comes from repeated practices and processes of strengthening that
lead to automation [7]. Given this, researchers have proposed instructional techniques
related to schema automation, among which we present the methods that are reliably tested
and empirically proven.

RQ3. What schema-based instructional techniques can be used for creating a quality
learning environment?

4.4. Instructional Techniques for Schema Construction and Automation

Sweller and Levine introduced the following aspects: (1) Goal-free problems in an
effort to reduce extraneous cognitive load generated by means–ends analysis [50]. An ex-
ample of a goal-free mathematics problem is to replace the last statement rather than
providing a goal statement such as “calculate the value of as many variables as you can”.
In this way, learners do not search for the “right answers”; rather, they practice reasoning
for achieving “possible” answers. As there is no specific goal identified in a problem,
learners must find alternative problem-solving mechanisms that can be applied; (2) Worked
example is another method that can promote schema automation and construction. Worked
examples are also supposed to remove means–ends searches, freeing working memory
capacity by decreasing extraneous cognitive load [51]. Worked examples should facilitate
active learning, focus on problems and solution steps that can connect worked examples
to existing knowledge and minimize extraneous demands for the effective construction
of knowledge [52] (Renkl, 2021). However, worked examples may not force learners to
study problems carefully; thus, using worked examples should be mixed with conventional
problems; (3) The completion-problems effect was introduced to fill the gaps of worked
examples. Van Merrienboer and Krammer suggest that completion problems can offer
partial solutions, enabling learners to figure out the remaining solutions [53]. With the
clues provided, this method has been largely effective in design-oriented disciplines such
as software development or architecture; (4) The split-attention effect is also important
to consider when designing instruction. Chandler and Sweller conducted an empirical
study on visual split attention [54]. The results of the study found that requiring learners to
split their attention is not conducive to learning. When text and diagrams are presented
simultaneously, learners’ cognitive loads are evidently high, thus negatively impacting
learning [55]. If possible, split attention should be avoided in practically all instructional
situations [4]. Derived from the split-attention effect, scholars suggested (5) the modality
effect when designing instruction. Rather than merely presenting split-sources informa-
tion, integrating visuals such as diagrams and providing verbal sources of information
in the auditory form is conducive to learning [4]. Narrations with instructional visuals
are preferred over visuals with written texts because it allows for independent visual and
auditory processing that lighten the cognitive load on working memory [56]. However,
this effect is only proven under the split-attention situations [57]; (6) The redundancy effect
is also derived from the split-attention effect. Basically, the redundancy effect claims that
working memory can be reduced and schema automation/construction can be improved
by eliminating redundant sources of information [58], especially when instruction is deliv-
ered through a screen [4]. Rather than reinforcing important information, redundancy of
identical information can decrease performance because of its interference with processing
key information [59] (Fiorella and Mayer, 2021). Lastly, (7) implementing the variability
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effect is advisable. By experiencing the full spectrum of a concept, learners are able to
identify implied problems, thus increasing the probability for transfer of learning [60].

4.5. Schema Modifications

Schema is difficult to change once constructed and automated [61]. However, as knowl-
edge advances and skills elaborate, schema needs to be updated and maintained. Although
schema modification is integral for the whole design and development processes, the last
stage for holistic evaluation of schema is advisable as a learner is supposed to have a
well-organized knowledge base of a task and is thus likely to possess a high level of
meta-cognition [62]. Moreover, schema modification requires a large amount of mental
energy, which can be counterproductive for learning a new task. Therefore, the schema
modification process should occur during the last phase, facilitating activities that mainly
focus on re-evaluating a learner’s existing schema in order to promote an efficient use of
mental efforts [63].

Schema modification can be explained by Jean Piaget’s theory of cognitive develop-
ment, wherein his idea of accommodation is particularly applicable for schema modification.
Piaget stated that an individual experiences a state of cognitive disequilibrium when a new
concept or piece of information cannot be fitted into an existing schema [64]. A learner
trying to balance her or his cognitive state through changing an existing schema is called
accommodation, which allows the person to once again achieve a state of equilibrium [64].

While Piagetian theorists enriched the knowledge base of cognitive development,
they did not articulate how to modify established schema. In the review of literature,
we believe the two learning strategies—unlearning/relearning and reflection—can be
highly effective in modifying and updating schema. “Unlearning” means a planned, active,
and deliberate process designed to generate critical rethinking [65], whereas “relearning”
refers to the process of developing new understandings and skills regarding the same
concepts [66]. An example is a task requiring learners to: (a) challenge what they think
they know, (b) question everything, (c) step outside their circle of influence, (d) believe,
and (e) accept and adapt. Reflection, meanwhile, has a diversity of meanings; in education
it is an intentional inquiry process regarding the motives, methods, materials, and outcomes
of educational practices [67]. While many reflection models are proposed, the common
process follows three steps: (a) reflection, (2) planning, and (3) action.

4.6. Schema Elaboration

Once a schema is constructed and automated, instructions promoting schema elabora-
tion should follow. The schema elaboration process is necessary for improving the resolution
of the schema. Schema elaboration is a process of maturating, saturating, or sophisticating
the acquired schema through instruction in a different yet similar domain. This process
is known as either an inter-schema interaction or a parallel schema interaction. A learner
applies a trained schema to an immature schema in order to perform a self-directed or
instructor-guided pattern recognition activity. A learner then identifies similarities and
differences from a presented case or problem; the learner is able to revisit the acquired
concepts and skills, resulting in the strengthening of such understandings.

Schema elaboration is facilitated by an inter-schema or parallel schema interaction. Such
interaction requires a partner schema that is immature, enabling a learner to compare
and contrast an acquired schema with an immature schema. We believe instructional
methods for partner schema should be different depending on what type of schema a
learner compares with or what the instructor considers important: (1) A non-existing
schema is a schema that a learner has never been exposed to, (2) an idling schema is a
previously learned schema that is deeply tacit and has not been utilized frequently, (3) an
incomplete schema is a mental model that an individual has an overview understanding of,
yet schema automation is not facilitated, (4) an inactive schema is a seldom-used schema
in which a learner has completed the automation and construction process and which
is seldom used in work or real life, (5) an active schema is a frequently used schema in
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real life and work context; thus, an active schema is up-to-date and is readily articulable.
We believe that there is an inversely proportional relationship between the five schemas
and cognitive load or element interactivity. Figure 1 portrays the proposed concept.

Figure 1. A relationship between the five types of schema and element interactivity.

The inter-schema interaction should occur in a different domain of knowledge for
optimal knowledge transfer while intra-schema interactions—upper–lower schema in
the same domain of knowledge—should be facilitated for the schema automation phase.
Figure 2 portrays the schema elaboration process.

Figure 2. Schema elaboration process.

Taken in total, Table 2 provides a summary of the instructional design process.

Table 2. Schema-Based Instructional Design and Development Process, Goals, Objectives, and Strategies.

Stage Key Objective(s) Instructional Strategies Reference

Schema activation

Activating a learner’s prior knowledge and
experiences to accelerate the learning process

Helping novel learners quickly grasp an
overview understanding of a concept or topic

Pre-reading activities
Pre-organizers

Advance organizers
Previews

Thematic organizers

[39,41–45,68,69]
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Table 2. Cont.

Stage Key Objective(s) Instructional Strategies Reference

Schema construction

Assisting learners with self-initiated
instructional activities for accelerating

schema construction
Helping a learner exposed to a framework

with themes for schema construction

Cases
Interactive video-recordings
Hierarchical concept maps

Vee diagrams

[39,46]

Schema automation
Assisting learners to be able to solve

problems effortlessly
Helping learners automate acquired schema

Goal-free problems
Worked example

Completion problems effect
The split-attention effect

The modality effect
The redundancy effect
The variability effect

[4,7,49,51,53,60]

Schema modifications

Helping learners practice
assimilation-accommodation processes for

updating schema
Facilitating learners to understand their

existing schema and mismatching schema in
reality for schema modification

Training learners to unlearn in order to learn
and relearn

Unlearning/relearning
Reflection [63,64,66]

Schema elaboration
Enabling a learner to mature, saturate,

or sophisticate the acquired schema through
instruction in a different yet similar domain

Pattern recognition
Parallel schema interaction [22]

5. Evaluation

Given that mental efforts regarding learning tasks are indicative of cognitive pro-
cessing [70], it is possible to use the cognitive load as a proxy through which to deter-
mine whether learners are engaged with a given learning task. Sweller, Van Merrienboer,
and Pass suggest three major techniques to measure students’ mental efforts: (1) Subjective
techniques can be used, with the assumption that students are able to introspect on their
cognitive processes [3]. The major strengths of subjective techniques are their simplicity and
applicability; however, the simplicity can also be seen as a weakness, because results may
provide a general rather than specific measure of cognitive load [60] (Sweller et al., 2019).
Self-report tools such as online questionnaires have been regarded as feasible methods for
learners to report accurate numerical values representing their mental efforts invested in
learning tasks [71]. In self-paced online learning environments, survey tools designed to
measure students’ cognitive load can easily be implemented; therefore, self-report tools
have been most frequently used for evaluation [72]. For example, Jung, Shin, and Zum-
bach carried out multiple surveys at three different phases of learning while students
were participating in computer-supported collaboration in order to examine the effect
of pre-training on the students’ cognitive load and achievement [21]. (2) Physiological
techniques can be employed when students’ physiological reactions to learning tasks can
be collected, such as their heart rate or eye movement. According to de Jong, physiological
response indicators could promise accurate data on learner response to various mental
efforts and cognitive load [72]. Recent advances in wearable devices such as eye trackers,
neuro-imaging techniques, and heart rate monitors equipped in mobile devices (e.g., smart
watches) combined with the affordability of such technologies, have made it possible to
collect students’ physiological data more easily than ever before in self-paced online learn-
ing contexts [72]. Lin et al. attempted to track students’ cognitive processes using an eye
tracker while they were debugging in a computer programming class [73]. The sequential
analysis of participants’ eye gazes revealed that high performers moved their eyes in a
more logical manner than low performers. The study presented the potential advantages
of such wearable devices for the implementation of physiological techniques to measure
students’ mental efforts in self-paced online learning settings. (3) Task- and performance-
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based techniques are focused on analyzing student performance after learning tasks are
completed. Objective task characteristics such as the number of attempts made for critical
reasoning, time spent on a learning task, or test scores are considered traditional ways
of measuring cognitive load without factoring subjective information [74]. Sweller et al.
claimed that while these task- and performance-based techniques have been employed
as reliable and easy-to-use methods, an increasing amount of attention is being paid to
subjective and physiological techniques to measure learners’ on-task cognitive loads [3].
Given the fact that at-risk students need to be identified in the early phase of self-paced
online courses in order to provide timely instructional support, the use of subjective or
physiological techniques should be considered.

5.1. Schema Acquisition Test

Since students’ schema is a complex structure, it is important to leverage multiple
techniques in order to evaluate what schema they acquired during the instruction. Ahn,
Mooney, Brewer, and DeJongstressed that a schema is supposed to apply to a large number
of new instances beyond one example with which learners acquire knowledge regarding a
target concept; that is, the quality of schema should be evaluated through the following
strategic measures, which allow learners to demonstrate a comprehensive understanding
of the concept [75]:

(1) Self-explanation of the acquired knowledge could enable students to offer their
understanding about a concept. Given prompts, learners self-explain and elaborate on their
knowledge and the information provided [60]. While learners are articulating cognitive
structures built in their schema, an evaluator can capture the degree of correspondence
between the learners’ conceptual schema, its representation, and interpretation [76]. Wong,
Lawson, and Keeves reported that students who performed self-explanation using certain
prompts achieved better results in studying a new geometry theorem than students who
studied using a booklet [77]. The findings suggest that self-explanation served to increase
students’ awareness of what they learned and what they still did not understand.

(2) A checklist approach can also be considered when evaluating learners’ schema.
This is differentiated from conventional test methods in that a scoring method based on
the checklist approach is designed to monitor what aspects of knowledge taught during
instruction were actually acquired. For example, Han et al. assessed students’ schema by
checking if they correctly understood the difference between the variables and constraints
of a given problem; the approach enables the comprehensive evaluation of a schema that
would not be fully revealed through conventional tests [75].

(3) Concept mapping could also be a complementary way to self-explanation methods
that often lead learners to omit a full account of their learning. Once learners draw a concept
map representing their cognitive structure built in their schema, it is possible to evaluate
how they understand relationships between conceptual components and what needs to
be taught to address knowledge gaps that are often delineated by omitted components or
disconnected linkage. Kim proposed a web-based tool designed to visualize how semantic
components are linked in learners’ schemas [78]. The author proved that the tool can be
used to convert learners’ writing into a visually interpretable structure, regardless of the
languages they used. This digital visualization tool has the huge potential to be used in
large-scale online learning because individual learners can use it without an instructor. It is
thus possible for instructors to see what their students typically do not understand for each
phase of learning.

5.2. Measurement of Knowledge Transfer

One of the purposes of the proposed instructional design theory is to prepare learners
for a new context in which they are required to apply what they learned to solve a novel
problem. Near transfer is defined as a transfer between similar contexts; students learn to
subtract two-digit numbers by one example and then are asked to solve another problem
of the same kind involving different numbers. Far transfer, in contrast, refers to transfer
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between substantially different contexts [79,80]. For example, it may be considered far
transfer when learners are asked to explain how to resolve an energy issue between
two countries after learning about game theory. While the distinction between “near” and
“far” does not “imply any strictly defined metric of closeness” ([79,80], p. 4), the facilitation
of the transfer of learning has been researchers’ main concern in the area of schema-based
instruction [81]. This is because the construction of schema implies that learners are
equipped with the ability to link their learning with novel problems [82].

Surprisingly, and despite a plethora of research on transfer, there is little to no research
on how to measure when a transfer occurs. Of the few studies that have been conducted,
one way to determine whether a schema has been well constructed is to evaluate learner
performances with (1) intervals. Learners who are intermittently evaluated during learning
are more likely to dedicate cognitive efforts toward information processing, as well as to
transfer what they learn into practice, compared with those who were evaluated at the end
of learning [83]. Research concerned with transfer of learning has implemented multiple
tests at multiple time points during and after learning to examine whether learners obtained
transferable knowledge and skills from learning [84,85].

Another method is (2) to expose learners to incrementally complex problems during
the instruction in such a way that they obtain a sense of what they will actually do after the
completion of learning. Kaner and Padmanabhan reported that students who studied with
practice exercises showing numerous worked examples of the use of software techniques
that become incrementally difficult were able to obtain the skills needed to resolve novel
problems [86].

Some researchers have tested novel approaches for the evaluation of the transfer of
learning. For example, Brown, McCracken, and O’Kane revealed that (3) reflective learning
journals helped to facilitate and evaluate training transfer [87]. In the study, employees
who were participating in a leadership development program were encouraged to keep a
learning diary in order to reflect on their own learning from each module. A qualitative
analysis conducted to investigate participants’ experiences showed that they not only
engaged with content in each module they also consciously implemented the strategies
they had learned in their daily lives and in the workplace. It is important to note that the
reflective learning journals were also a reliable source for evaluating transfer of training as
they clearly illustrated how participants changed in terms of applying what they learned
from the training opportunity.

In order to properly investigate the transfer of learning in self-paced online learning
environments, a combination of the methods is advisable. While multiple quizzes and/or
practice exercises are provided, with intervals as the formative assessment method, the ad-
dition of complexity to the practice exercises should also be considered in order to help
the learners acquire transferable knowledge and skills. Online learning platforms afford
the ability to implement such strategies. For instance, in modern learning management
systems, online tests can readily be set to be presented to learners after they complete each
module, along with reflective questions.

5.3. Heuristic Task Assessment (Task Expertise Assessment)

In order to evaluate the acquired schema, we believe that assessment of a task expertise
is beneficial. According to Reigeluth, task expertise is different from domain expertise;
task expertise refers to “becoming an expert in a specific task, such as managing a project,
selling a product, or writing an annual plan” ([19], p. 435), whereas domain expertise
means “becoming an expert in a body of subject matter not tied to any specific task, such
as economics, electronics, or physics (but often relevant to many tasks)” ([19], p. 435).
We adopted Lee and Reigeluth’s concepts on Heuristics Task Analysis (HTA), largely
because of the abstract nature of a schema [88]. Utilizing the HTA can be an effective
method for instructors to assess a learner’s acquired schema [88].

Lee and Reigeluthprovided a systematic guideline for performing an HTA [88]. HTA mainly
addresses the three aspects of heuristic knowledge, starting with: (1) knowledge elicita-
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tion, which explicates domain-relevant knowledge directly from a student, followed by
(2) knowledge analysis, and (3) knowledge representation. Of the many knowledge elicita-
tion methods, Cookesuggested three primary techniques: (a) observations and interviews,
(b) process tracing, and (c) conceptual techniques [89]. Forsythe and Buchanan mentioned
that a lack of advice regarding how to select and apply the elicitation methods has been
a concern in the context of expertise performance assessment, but in an instructional en-
vironment an instructor can address this issue [90]. For knowledge analysis, we believe
nonhuman-based approaches as suggested by Benbenishty are particularly beneficial for
large-scale self-paced online learning situations [91].

While rare, researchers have used several knowledge representation methods, in-
cluding semantic networks or augmented transition networks, in order to construct the
system hierarchically. For the purpose of heuristic task assessment for instructional pur-
poses, we believe that facilitating learning activities prompts learners to represent their
acquired schema in an organized manner that can be completely tutored and simulated [92].
Lee and Reigeluth also introduced different kinds of heuristic knowledge [88]. It is worth
adopting the definitions for our audience to develop instructional strategies for facilitating
and creating heuristic task assessments. Table 3 summarizes different kinds of heuristic
knowledge.

Table 3. Kinds of Heuristic Knowledge.

Kinds of Knowledge Definitions

Guidelines
Prescriptive principles or “rules of thumb” that a task
expert (student) uses to attain the goals for the specific

performance of the task

Explanatory models A set of related reasons that constitutes a causal model
explaining why the guidelines work

Descriptive models
A set of related causal relationships characterizing the
phenomena or objects with which the expert works (as

opposed to the activities the expert performs)

Metacognitive decision rules
A set of rules the expert (a student) uses to decide when to

use which steps, guidelines, and descriptive models
during the specific performance of the task being analyzed

Reprinted with permission from ref. [53]. Copyright 2003 Association for Educational Communications and
Technology.

RQ4. How is a schema-based instructional design model applicable to different
learning environments?

In the synthesis of our discussion on schema, we propose the following model: schema-
based instructional design starts with (1) general and (2) schema analysis, followed by
schema development and elaboration with relevant evaluation methods. To note, the two
analyses processes interact to initiate a schema activation process. We believe schema
construction, automation, and modification occur iteratively by nature, followed by elabo-
rating the acquired schema by facilitating cross-context applications. To measure whether
the acquired schema is well developed and elaborated, a learner should go through several
schema-related evaluation processes. Figure 3 provides an overview process.
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Figure 3. Schema-based instructional design model.

6. Implications

This model is intended to help learners generate major “takeaways” from the instruc-
tion process. With the concrete schema constructed, we believe that learners are able to
retain acquired knowledge and skills for a longer time than those receiving traditional
teacher-guided instruction. For online learning in general and large-scale online courses in
particular, both retention and student engagement have been a major concern. The pro-
posed instructional theory can offer a way to create a meaningful, engaging, and challenging
learning environment, with the goal of improving the retention rate. Most MOOC courses
are standardized with a large audience in mind. However, the theory of instructional
design has not been highly emphasized [21]. Designing instruction based on schema theory
can help learners reflect on their current schema of a knowledge domain. This can result
in either the modification of schemas or the facilitation of the relearning/unlearning pro-
cesses. The fields of computer science and medicine refer to this phenomenon as “schema
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versioning” [93,94], in which we believe the proposed theory is particularly effective for
adult learners with prior knowledge and experiences. Further empirical studies in this area
can offer deeper insights.

Measurement of schema has been difficult as schema is abstract in nature [3]. We thus
call for further empirical studies that measure cognitive activities during the learning
process. A schema-based instructional design can also be synergetic with learning analytics
for real-time analysis and the development of an automated feedback system in a large-scale
self-paced online learning environment. With the results of learning analytics, researchers
and practitioners can establish a sophisticated learning system, which can serve as a vehicle
for elaborating research on a personalized learning system. Upon the implementation of
schema-based instructional design models, researchers can identify the “common sticky
points” of a domain of knowledge by collecting datasets from online learners, while also
analyzing time spent for a specific problem and schema. This will feed into the revision and
elaboration of the instruction process. This concept is similar to “desirable difficulty” as
proposed by [95]. Large-scale e-learning (e.g., MOOC) does not involve teachers and thus
the importance of content-learner interaction is high. Designing instruction in consideration
of learners’ cognitive activities may help with learners’ knowledge acquisition processes.

7. Conclusions

To date, much of the large-scale, self-paced online learning literature has focused on
retention rates or content quality [6]. To address concerns about the absence of instructors,
designing a large-scale self-paced online course should focus on human cognition, engage-
ment, flow, and motivation for promoting learner-related benefits such as self-control or
sense of achievement [96]. Seminal work on schema and cognition in relation to learning
such as Sweller’s Cognitive Load Theory [97], measurement of mental effort [70], prin-
ciples of principled (organized) knowledge [98], or schema and instructional design [3],
schema development, automation, and elaboration processed were addressed to elaborate
a schema-based instructional design model. Interestingly, we found an abundance of litera-
ture on cognition and its application to learning; however, little to no research focused on
the methods of instruction, a systematic development of instructional design in particular.
Thus, this article strove to provide instructional methods on how to facilitate schema-based
instruction.

Reviewing the relevant literature, we found that both online and face-to-face courses
should be designed to address the essential schema-related components, including schema
hierarchization, schema construction, schema automation, schema activation, and/or
schema interactions [3]. In theory, utilizing the principles of schema can help learners
create, automate, elaborate, and modify schema, thus establishing a desirable learning
process that is applicable across domains and contexts. Such techniques are more effective
in large-scale self-paced online courses, largely due to the absence of an instructor and
a learner’s high interactivity with, and heavy reliance on, content. For instance, current
trends in MOOC represent the importance of self-directed learning and related learning
activities for instructional efficiency. Schema-based instructions with learning strategies
that promote schema development are not only effective for instruction but also for learners’
self-learning skills such as meta-cognitive skills or problem-solving skills. Future studies
should focus on refining the measurement of schema, preferably in an autonomous way
and for a large audience. We believe that enriching the knowledge base of schema-based in-
structional design will contribute greatly toward the development of effective personalized
learning systems.
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