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Abstract: Because of its benefits in providing an engaging and mobile environment, virtual reality
(VR) has recently been rapidly adopted and integrated in education and professional training.
Augmented reality (AR) is the integration of VR with the real world, where the real world provides
context and the virtual world provides or reconstructs missing information. Mixed reality (MR) is the
blending of virtual and physical reality environments allowing users to interact with both digital and
physical objects at the same time. In recent years, technology for creating reality-based 3D models has
advanced and spread across a diverse range of applications and research fields. The purpose of this
paper is to design, develop, and test VR for kinaesthetic distance learning in a museum setting. A VR
training program has been developed in which learners can select and perform pre-made scenarios in
a virtual environment. The interaction in the program is based on kinaesthetic learning characteristics.
Scenarios with VR controls simulate physical interaction with objects in a virtual environment for
learners. Learners can grasp and lift objects to complete scenario tasks. There are also simulated
devices in the virtual environment that learners can use to perform various actions. The study’s goal
was to compare the effectiveness of the developed VR educational program to that of other types of
educational material. Our innovation is the development of a system for combining their 3D visuals
with rendering capable of providing a mobile VR experience for effective heritage enhancement.

Keywords: cultural enrichment; virtual reality; augmented reality; museum fruition; digital
storytelling; serious game; VR game; immersion; learning

1. Introduction

Augmented reality (AR) is a technology that superimposes digital information, such as
images, sounds, and text, onto the real-world environment in real-time [1,2]. It enhances the
user’s perception of the physical world by adding computer-generated sensory input, such
as graphics and sounds, to enhance or augment the real-world environment. Unlike virtual
reality (VR), which creates a completely artificial environment, AR overlays information on
the existing world. AR can be experienced through various devices such as smartphones,
tablets, and AR glasses. It is used in various fields, including entertainment, education,
retail, and industry, to provide an immersive and interactive experience for users [3,4].

The social learning process is enhanced by immersion that provides authentic-like
experiences [5]. Spatial immersion is achieved by surrounding the user with sights, noises,
or other virtual scenarios, giving the user the impression that the virtual environment
is “genuine” and “real”, according to [6]. Immersive VR relies on the employment of
specialized technology, such as smart glasses, head-mounted displays (HMD) and sensor
gloves, haptic suits and omnidirectional treadmills as described in [7,8], in order to remove
people from their actual surroundings and deliver an immersive experience [9].

It is obvious, that technologies for building reality-based 3D models have been im-
proved and spread over a wide range of applications and research sectors [10]. Because of
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digitalization and the fabrication of digital copies based on additive printing, these tech-
nologies are highly beneficial for preserving, disseminating, and restoring cultural material.
VR and 3D printing have contributed to the growth of a new arena for data collection:
museum fruition [11]. As a result, immersive VR technologies are growing in importance,
especially for education [12–14].

VR technology is described as a simulation of a realistic virtual environment that is
created using interactive software and hardware and can be controlled by body move-
ments [15]. There are two types of VR systems: desktop-based (non-immersive) and
head-mounted gear-based (immersive). One of the main advantages of VR as a technology
is the ability to involve the user in an interactive virtual environment and simulate the
sensations of the user’s movement and interaction with this environment [16]. The user’s
involvement in virtual environments is created by the immediacy provided by the VR
hardware used, where no other medium is visible between the user and the visible virtual
world, while multimodal interaction involving visual and tactile feedback ensures the
feeling of immersion [17]. Multimodality also includes sound that is inextricably linked to
place and space, mind and body, cultural context, and emotion as a means of knowledge
and experiential involvement [18,19]. Furthermore, depending on the way the VR device is
tracked in space, six or three degrees of freedom (DoF) can be provided to interact with
the virtual environment [20]. Although observing real-life environments or phenomena
rendered in a virtual environment can be engaging, this alone is not sufficient to generate
high levels of engagement and perception [21]. In a well-crafted experience, observing the
environment in VR can engage at least two sensory modalities, auditory and visual [22].
In such applications, information is conveyed through video and audio, and it depends
on the hardware used whether it can create a sufficiently immersive virtual environment
with a sense of space that can at least partially deceive the user, making them feel that he
is actually in that environment. More advanced applications such as Mav 5.0 Virtual Mu-
seum of Ercolano [23,24] include not only auditory and visual sensory modalities, but also
fine motor skills and physical actions using various controls through which the user can
interact with the virtual environment. This makes the virtual environment experiential and
interactive, as the user can perform various actions with the objects in it.

AR has been labelled an emerging technology [25] but there are still barriers for both
VR and AR that have to be considered before full-scale adoption will happen [26]. VR
and AR applications in multidisciplinary field have been best motivated by the following
two scenarios: (1) when a phenomenon or an object cannot be easily recreated, such as
already non-existing historical buildings; or (2) when a visit in reality is not possible due
to a large distance or state borders. The educational merits of AR are intimately tied to
how AR is developed, implemented, and incorporated into formal and informal learning
situations [27,28]. The main psycho-educational framework is neuroconstructivism, which
holds that cognitive development happens not through passive absorption of external
information, but rather through the learner’s proactivity in investigating, manipulating,
and engaging with their environment [29], which is considered a better practice than
passive participation [30].

Mixed reality (MR) is a concept that refers to the blending of virtual and physical
reality environments in real-time, allowing users to interact with both digital and physical
objects at the same time. MR can be viewed as a continuum that ranges from entirely
physical environments to entirely digital environments. MR systems are designed to
augment the user’s perception of the physical environment by adding virtual objects that
are displayed on a display device, such as a head-mounted display (HMD) or a smartphone.
This technology allows for the creation of a more interactive and engaging experience
for the user. One of the key characteristics of mixed reality is the ability to detect and
respond to the physical environment. This is typically achieved through a combination of
sensors and software that can detect the user’s position and movements in the physical
environment, as well as track the location and orientation of virtual objects. This allows
for a more immersive and interactive experience, as the user can interact with virtual
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objects in a way that is similar to how they would interact with physical objects in the real
world. MR applications and technologies have become quite popular nowadays [31,32].
They are used in many areas (e.g., games [33], entertainment [34], education [35], assisted
living [36], psychology [37], health and rehabilitation [38,39], etc.). For example, MR gaming
applications can allow users to play games that blend virtual and physical elements, such
as a game that requires the user to navigate a virtual maze in a real-world environment.
MR can also be used in educational and training applications to create immersive learning
experiences that simulate real-world scenarios. For example, a MR application could be
used to simulate an emergency situation, such as a fire or natural disaster, allowing users
to practice their response in a safe and controlled environment.

The MR applications and technologies are becoming increasingly popular, according
to [31,32,35]. They are used in a variety of contexts (e.g., games, entertainment, education,
etc.). According to [40], cultural heritage offers a wide range of prospects for MR applica-
tions. Among these options are storytelling [41] (a means for visitors to learn and remember
more information about the exhibitions they visit), gamified presence [42] (an incentivized
tool to keep people attentive throughout their stay), and many others. This collaboration
has resulted in the creation of a new study subject: virtual cultural heritage [43], with spe-
cial problems and the main issue being the reconstruction of a 3D virtual model of a real
cultural artefact or item [44].

Virtual museums may use game technologies for digital representation of the cultural
heritage and industrial sites [40,45]. Cultural heritage sites are good candidates for both
detailed multidimensional geometric documentation and realistic interactive visualization
in VR applications [26,46,47]. VR and AR simulation technologies create an interactive
environment in which individuals may experience and appreciate intangible and physical
cultural assets and historical locations [48]. These technologies provide user-centred dis-
play and digital access to cultural assets, especially where physical access is limited. VR
may be employed as a tool to explore and understand history and heritage [49,50]. As a
result, the current tendency is to create an interactive virtual model of presentations of
this rich source of information and experiences to make museums more appealing and
allow for inspired usage by a larger audience, as well as to overcome young people’s lack
of interest [43]. VR games are increasingly being included in museums and exhibitions,
emphasizing the growing cultural significance of games and the institutionalization of
game culture [51]. Serious VR games provide a range of educational benefits, combining
education with entertainment and resulting in edutainment [52]. Game engines provide
tools for the interactive 3D visualisation of cultural heritage objects [53], enabling a novel
kind of information transmission via direct user interactions in the virtual environment.
Several research have used VR games to improve visitor experiences in a variety of set-
tings. However, there is not much research in the sector that looks at the advantages and
disadvantages of VR gaming [54].

According to Hublin [55], the modelling of historical sites (or objects) should include
the possibility of computer simulation of inaccessible sites allowing observation of the object
or site’s internal structure; the technique of virtual filtering may aid in the reconstruction of
the artefact (including corrections of plastic deformations). Often, in order to preserve the
values of cultural heritage, there is a common problem: physical objects are not durable,
their copies or complete sets have not survived. The physical restoration of such objects is
an expensive process, and the result is often unpredictable. Therefore, the question arises:
maybe they can be modelled virtually, restoring the smallest details.

Virtual representations of crafts and traditions allow viewers to “time travel”, trans-
porting them to the past via 3D reconstructions of cultural landmarks and locations. How-
ever, digital resources alone are insufficient for properly presenting cultural heritage.
Additional historical background material in the form of anecdotes, virtual reconstructions,
and digital artefacts is required. All of this is possible using digital storytelling [16], which
is a digital multimedia presentation style.
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To date, digital technologies used in cultural heritage have mostly focused on re-
creating the original look of artefacts and the museum itself, effectively implementing
the notion of a “virtual museum” [56–59]. Aside from a few rare exceptions, museums
and cultural organizations in general are hesitant to embrace VR technology since they
provide the viewer with a detached view of the art collection without providing any
cultural or educational value [60]. Recently, studies on the adoption of new technologies
to cultural and historical heritage have mostly focused on technologies that rebuild and
narrate the complexity of the territory and its past, such as three-dimensional (3D) scanning,
3D printing, and AR. Some museums and archaeological sites currently employ digital
technologies to conserve and promote their legacy, but interactive services that immerse
tourists in a more immersive and modern experience are still uncommon. Real-time
exploration of 3D VR models provides an interesting approach for a varied audience to
connect with multi-disciplinary content. Such added value services can motivate tourists
when selecting a travel destination [61].

The following methodologies can be considered for reconstructing historical and
industrial heritage sites:

• 3D model that includes time slices of the evolution of an object’s locations (virtual 4D
reconstruction) [62] based on source material data (descriptive and pictorial, video,
archaeological data, such as topographical plan, layers of the Earth’s surface, maps at-
tached to a 3D model, etc.). The 3D model is a visually oriented base that systematizes
the accumulated research material.

• Virtual reconstruction [63,64] as a tool for the representation of objects of historical
and cultural heritage and communication based on Internet technologies and the
development of virtual tourism [65].

This paper aims to design, develop and explore a VR curriculum that would enable
kinaesthetic distance learning [28] in the museum setting. A VR training program has
been developed where learners can choose and perform ready-made scenarios in a virtual
environment. The interaction in the program is based on the features of kinaesthetic
learning. With VR controls, scenarios simulate physical interaction with objects in the
virtual environment for learners. Objects can be grasped and lifted by learners and used
to complete scenario tasks. Furthermore, in the virtual environment there are simulated
devices that learners can also use to perform various actions.

The aim of the study was to compare the effectiveness of the created VR educational
program with other forms of educational material. Our novel research provides the creation
of a system for documenting current and past historical ages, merging their 3D visuals with
rendering capable of providing a mobile VR experience for effective heritage enhancement.

2. Related Works

A variety of approaches have been adopted from other domains as a methodological
background to build 3D models of cultural heritage such as building information modelling
(BIM) [59]. A VR model has been developed for a charcoal mini-blast furnace plant in
Brazil [66], an industrial museum and cultural centre in the region of Thessaloniki [58],
an exhibition of the historical relics in the Mawangdui Han dynasty tombs in China [67],
a Taitung old railway station in Taiwan [68], a 3D reconstruction of the Roman forum
of Fanum Fortunae in Italy [69], Nikola Tesla’s laboratory in Long Island (Wardenclyffe),
New York, NY, USA [70], underwater archaeological sites in Italy [71], Stoa of Attalos in
Athens, Greece [57], Selimiye mosque in Edirne, Turkey [72], Brasov’s history museum [73],
Sant’Angelo cave church [74], the Virtual World of Caen [56], inaccessible monuments of
the cities of Lecce and Catania [75], the fortress Al Zubarah in Qatar [76], and the Museum
of Preclassical Civilizations of the southern Murgia in Ostuni [77].

Castagnetti et al. [78] uses the approach at the Massaciuccoli archaeological complex,
one of the best preserved Roman sites in the Versilia Area (Tuscany, Italy). The project’s
tasks included: (1) creating a virtual tour of the site in its existing configuration using
spherical photos augmented with texts, graphics, and audio guides to provide both an
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immersive and distant visitor experience; (2) a 3D reconstruction of historical structures in
their current condition for documentation and preservation reasons based on a thorough
metric survey performed by laser scanning; (3) a 3D virtual reconstructions of the key
historical eras based on historical studies and data analysis.

Longo et al. [79] aimed to develop a distinctive multi-device application built around
the concept of an intelligent serious game (ISGs). Serious games’ (SGs’) and intelligent
agents’ (IAs’) combined educational potential will lead to the evolution of the played
scenario in accordance with the initial user profiling and the sequence of events produced
during the museum tour, which will foster the development of new patterns and strategies
for the dissemination and realization of cultural content.

Madsen and Madsen [80] reported the creation of two installations for the viewing of
a 3D reproduction of a castle chapel, which functions autonomously during open hours in
a castle museum setting. Currently on tablets, they show a convincing 3D representation
that runs at interactive frame rates. The tablet is either hand-held to allow for translational
flexibility in the chapel or linked to a big screen TV for an immersive experience. During
museum hours, both installations are available for unsupervised use. However, the results
showed that users only spent a short time using the program and did not completely
explore the visual area of the chapel.

Okanovic et al. [81] provided an introduction to the methodologies and analysed several
methods for promoting engagement in digital storytelling apps for virtual cultural heritage
presentations, and demonstrated how eXtended Reality (xR, i.e., VR + AR) applications for
cultural assets enable natural engagement and interaction. Users will find the stories offered
by these apps to be both educative and amusing. The authors assessed user edutainment and
presented user reactions to the interactions using user-experience research.

Chrysanthakopoulou et al. [7] showed the preliminary findings of a suggested method-
ology for emphasizing and understanding a historic event using an immersive and inter-
active VR experience and the user’s many senses. The use of a treadmill for navigation
and haptic gloves for interactions, in conjunction with the rich 3D models, heightens the
sensation of immersion. The findings suggest that engaging multimodal and visual ma-
nipulation in an immersive 3D environment may successfully increase visual realism and
inspire a stronger feeling of presence, hence magnifying the instructive and informative
experience in a museum.

Chen and Lan [82] explained the temporal restoration, spatial restoration, and immer-
sive experience of VR technology, as well as the basic study of VR technology in museums,
the platform display, and the possibility of cultural communication. They investigated the
development trend and application prospects of somatosensory interaction technology by
researching the somatosensory interaction technology’s working theory, the state of the
somatosensory interaction device Kinect, and the programming algorithm, with the hope
to advance the design and production of interactive exhibits in science and technology
museums. In the exhibit design, by using Unity3D as the engine to create the interaction
platform and a webcam and other interactive devices to realize the somatosensory interac-
tion, improve the design of interactive science exhibits, and engage in innovative scientific
exploration, a prototype system of human–machine interaction was made possible.

Finally, the readers are referred to useful surveys of AR, VR and MR for cultural
heritage presented in [60,83,84].

3. Methods
3.1. Cognitive Aims of VR Application

The developed VR application aims to provide a mobile and engaging learning experi-
ence that allows learners to explore the history and culture in a way that is both memorable
and effective. By achieving these cognitive aims, learners will be able to develop a deeper
understanding of historical events and cultural heritage and its impact on the world,
as well as the skills needed to think critically and spatially about complex historical and
cultural phenomena.
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The cognitive aims to be achieved by the VR application are as follows:

• Knowledge acquisition: The VR application aims to provide learners with a rich and
detailed understanding of history, culture, art, and architecture. This includes learning
about the key events, figures, and innovations of cultural and historical significance.

• Critical thinking: The VR application aims to encourage learners to think critically
about historical events, and to challenge assumptions and preconceptions about the
culture and society of that time. This includes encouraging learners to analyse and
evaluate the historical evidence and to develop their own interpretations of history
and culture.

• Spatial reasoning: The VR application aims to help learners develop spatial reasoning
skills, including the ability to navigate complex 3D environments and to understand
the relationships between different elements of a complex environment.

• Interpersonal communication: The VR application aims to encourage learners to
communicate and collaborate with others, including other learners and museum
staff. This includes engaging in discussions and debates on historic events, as well
as working together to solve challenges and complete interactive tasks within the
VR environment.

3.2. Technical Requirements for VR application

The technical requirements for any VR application are motivated by the intensity of
the information flow through the VR interface close to the intensity of information flow
through our senses (and it exceeds any expected boundaries) as it uses all or almost all
systems of interaction with the outside world: visual, auditory, tactile [85], gestures [86],
etc. One of the main requirements for a VR computer system is the total data transfer rate
via the interface with the operator. This speed overcomes the 1 GB line per second (for
the visual channel) and will increase with the involvement of other channels of interaction
between the subject and VR. The second requirement affecting the characteristics of the
computer is to provide a real-time mode: an immediate response of the system to a variety
of external events reflecting a continuous change in the operator’s state (movement, head
turns, torso, limbs, movement of fingers, etc.) is required, and reaction should not exceed
the duration of the latent phase to create a sense of continuity of events (in particular, for the
visual channel—this is, as you know, at least 1/16 of a second—the physiological frequency
limit of the absence of flicker). Creating game-level virtual environments requires designing
the environment, objects needed for conducting experiments, and additional objects that
add realism to the virtual environments and additional interaction opportunities [87].
Designing the flow of experiments includes finding and identifying objects needed for the
experiment, the need for interaction, and rendering the performed actions and results of
the experiments with computer graphics. Various hints are necessary to progress in the
game. They correspond to a dramatized presentation of the theory. In game levels, hints
are represented in textual or visual form by presenting them on virtual instruction sheets.
Finding clues can reward the user with various gameplay elements, but their main purpose
is to provide information to the user, i.e., how to further progress in the level. In this VR
solution, after completing tasks, the user is rewarded with pieces of a code that are required
to complete the level of the game.

3.3. Virtual Assistant

This subsection presents the use of the VR assistant in various interactive applications.
In real life, when teaching in the classroom, the student always has an assistant who can
help them solve tasks or evaluate the learning progress. In distance learning, the student
also can consult and receive evaluations from the teacher. A similar scenario is also possible
in VR, but it is rarely used. This is due to both the lack of tools and the readiness of teachers
to conduct classes in VR. One of the ideas for these problems is the creation of a virtual
assistant. A VR assistant [88] is a virtual assistant that uses VR technology to provide
users with an immersive experience while interacting with the assistant. Unlike traditional
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virtual assistants that operate on a two-dimensional screen, a VR assistant provides a
three-dimensional experience by placing the assistant in a virtual environment that users
can explore and interact with. A VR assistant can perform a wide range of tasks, such as
providing information, answering questions, scheduling appointments, setting reminders,
and even controlling smart home devices. The assistant can be designed to look and behave
like a human, with natural language processing and speech recognition capabilities that
allow users to interact with the assistant using voice commands. The virtual assistant will
not only consult and perform assessments, but will also try to keep the learner’s attention
and motivate them. The virtual assistant subsystem is part of the VR learning program.
A virtual assistant in the form of a certain character intervenes and participates in an
interactive conversation with the student.

The non-functional requirements for a virtual assistant are:

• The virtual assistant must be a flying character in order to naturally move to any
position in the VR scene;

• The virtual assistant must communicate with the student by text, sound (voice) and
images, thus conveying information in all ways;

• The virtual assistant must have animations that indicate various states to the student:
• A state where the assistant indicates that communication is about to begin;
• A state where the assistant is speaking and demanding attention;
• A state where the assistant is waiting for student interaction. Several character pro-

totypes were developed during various projects. Their screenshots are given in the
images below.

Figure 1 shows the experimental virtual classroom environment where the assistant
is designed in the form of an owl. The assistant’s states are indicated by dynamic model
animations and facial expressions. Information is presented in all ways—images, sound,
and text channels.

(a) (b)
Figure 1. Example of a virtual classroom assistant: (a) an image of the virtual assistant, (b) the use of
the virtual assistant for conversation in VR interface.

Virtual assistants were prepared according to the visuals of each project. Sketches of
assistants were prepared based on various sample paintings. Later, based on the sketches,
their models were created using the three-dimensional modelling program Blender. In the
beginning, each assistant was blocked from primitive shapes and iteratively detailed
until the right result was obtained. After the models were prepared, the next step was
to develop the materials. Materials can be used to specify how the assistant’s surfaces
will be rendered. Materials are created by specifying material property parameters as
values or images as textures. The textures used in the assistant’s materials were created
with Substance Painter. As in the modelling part, the materials were prepared based
on project images. Next, the bone system was created for the assistants. The assistant
model was ossified by assigning the vertices of the model to the corresponding bones.
Then, by transforming the bones of the skeletal system and creating keyframes for them,
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the movements of the assistants’ states were animated. Finally, the models of the assistants
were exported or images of their animations were generated and used in programs for
creating virtual environments.

A virtual assistant is always part of a larger system, considering a complete view of
the context which is an important part of the educational process [89]. In addition to virtual
assistant functions, the VR system controls the virtual scene and provides learning content
in various forms. Furthermore, the VR system provides data to the learning management
system (LMS) such as Moodle or similar.

In summary, VR is an interface that uses multiple sensory systems for interacting
with a computer. The interface requires high data transfer rates and real-time response
to create a sense of continuity. Creating VR environments requires designing objects and
interactions for experiments and adding realistic elements for increased interaction. Hints
are used to provide information for progress in the game levels, and completing tasks
can reward users with code pieces. A virtual assistant can intervene and participate in an
interactive conversation with a student, keeping their attention and motivation. The VR
system controls the virtual scene, provides learning content, and sends data to a learning
management system, e.g., Moodle.

3.4. Designing a VR Learning Program

According to the objective of the work, the VR application being developed must
be for learning and must enable a kinaesthetic way of learning. Learners for whom
the kinaesthetic learning method is most acceptable absorb information best through
personal experiences, self-performed physical activities, experiments and observations
of real phenomena related to the educational subject. Therefore, the educational content
presented in the virtual environment must be supported by various interactive physical
activities and visualizations simulating the phenomena of the educational subject [90].

3.5. Implementation of Interaction in VR Environment

To implement interaction in a VR environment for modelling cultural and historical
heritage, the following steps are taken:

• Determine the learning objectives and target audience: Determining the learning
objectives and target audience will help in designing a VR program so it meets the
needs of the learners.

• Design the virtual environment: Once the learning objectives and target audience have
been identified, the next step is to design the virtual environment. The environment
should be designed to reflect the cultural and historical heritage being modelled. This
can include designing virtual buildings, artefacts, and other elements that reflect the
culture and history.

• Incorporate kinaesthetic learning: The VR program should incorporate kinaesthetic
learning, which involves physical interaction with the environment. This can in-
clude allowing learners to pick up and examine artefacts, walk around the virtual
environment, and interact with characters.

• Develop interactive scenarios: Interactive scenarios should be developed to help
learners engage with the virtual environment. These scenarios can be based on
historical events, cultural practices, or other relevant topics. Scenarios can be designed
to encourage learners to explore the environment and interact with objects.

• Use simulated devices: Simulated devices can be incorporated into the VR environ-
ment to help learners interact with the environment. For example, learners can use
virtual tools to excavate artefacts, perform chemical analysis, or examine objects.

• Test and evaluate the program: Once the VR program has been developed, it should
be tested and evaluated to ensure that it meets the learning objectives and is effec-
tive in enhancing cultural and historical heritage. The program can be evaluated
using surveys, interviews, or other methods to determine learner satisfaction and
knowledge retention.
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Implementing interaction in a VR environment for modelling cultural and historical
heritage involves designing a virtual environment that reflects the culture and history being
modelled, incorporating kinaesthetic learning, developing interactive scenarios, using
simulated devices, and testing and evaluating the program. By following these steps, a VR
program can be developed that is effective in enhancing cultural and historical heritage.

The workflow of VR application development is summarized in Figure 2. The work-
flow starts with defining project goals and requirements, selecting a VR development
platform, designing and developing the virtual environment, creating interactive objects
and interactions, testing and iterating on the application, integrating hardware, optimizing
performance, and preparing for release. Finally, the VR application is deployed and user
feedback is monitored to inform future iterations.

Figure 2. Flowchart of VR application development.
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VR Learning App Concept

According to different learning topics, the content in the VR application would be pre-
sented in different scenarios of virtual environments. In the program, each scenario would
have two types of activities: learning and assessment activities. The virtual environments
and types of the scenarios could be chosen by the learners independently or according to
the instructions.

Learning is the goal of educational activity-type virtual environment scenarios. In sce-
narios, learners can freely view and interact with the content presented in the environment.
The content provided would be interactive and relevant to the learning topic and objectives.
Learners would learn by experimenting with this content and observing the results and
consequences of their actions. The results of the actions taken by the learners would be
presented through various visualizations.

The content presented in the virtual environments of the evaluative activity-type
scenarios would not change from the educational activity-type, but the objectives of these
activities would differ. The purpose of this type of assessment activity is to assess the
knowledge of the learners. The execution progress of this type of scenario would be pre-
dicted by the constraints and evaluated by the accuracy of the tasks performed. The actions
of the learner in the virtual environment of the assessment activity should be purposeful,
avoiding any experimentation, to obtain the most accurate result as possible within the
constraints of the scenario.

The limitations of the evaluation activity would include the flow, instructions and
conditions of the virtual environment scenario. The script flow options would control
the content of the virtual environment that does not directly depend on the actions of
the participant. With these options, contingencies would be simulated in the virtual
environment of the scenario. The instruction options would be for task and goal formation
in the virtual environment scenario. With these options, it would be possible to specify
what the participant has to do in the virtual environment step-by-step, or to form the
main goal of the scenario that the participant should achieve by relying on their own
knowledge. The condition options would control the various additional conditions that the
participant must comply with when performing actions and completing tasks. Among the
conditions that can be selected would be a time limit for completing a task or achieving a
goal. Constraints for the scenarios to be performed in the assessment activities would be
selected from predefined options or randomly from a set of predefined constraints.

The main actions that learners can perform in virtual environments are: movement,
interaction with virtual objects, and control of the user interface. Learners could move in
two ways, physically and virtually. Physical movement would be rendered based on the
data of the VR system. As the learner walks in the real environment, their position would
change accordingly in the virtual environment. Virtual movement would be integrated as
additional movement that bypasses the limitations of the physical environment area and
the active area of the VR system. The program could integrate several methods of virtual
movement: teleportation, directional walking, arm swing, reorientation and head direction
movement methods. Among these methods, it was chosen to integrate the discontinuous
movement method teleportation, as it causes the least discomfort to users [91]. Virtual
movement would be performed using VR controllers. When the learner presses a key on
the VR controller, a dot in the virtual environment would be displayed to indicate the
location of the move. The position of the point could be changed by the learner by aiming
with the controller. Releasing the key on the VR controller would instantly transport the
learner to the specified location.

Learners would interact with objects in the virtual environment using VR controls.
According to them, the positions of the hands in the virtual space would be determined and
objects would be used by pressing the button of the controllers. Interactive objects would
be of two types: solid objects and device controls. Solid objects would be simulated by the
physics engine. These objects can be moved to other locations in the virtual environment.
Device controls would simulate various keys and levers. Using them would perform some
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actions with virtual devices. Depending on the script, objects can be used to perform some
tasks in the script.

The VR application has two user interfaces: the main menu and the script interface
(see Figure 3). The main menu provides learners with options to close the program, choose
the type of activity, and select the scenario they would like to start. The main menu is
presented as a standard graphical user interface with two windows—a main menu window
and a script selection menu window. The main menu window has two buttons—the first
one opens the script selection window, and the second one closes the program. In the
script selection menu window, learners can select a script by pressing the arrow buttons,
and the selected scenario is represented by a small icon with a description of the scenario.
The cell option allows learners to mark the type of activity they would like to start, and two
additional buttons allow them to return to the main menu window or start a script. The user
interface can also be presented as a virtual environment where learners can interact with
simulated devices through interactive controls to choose the type of activity and scenario
they want to start.

The rationale for integrating two menus in the VR application is to provide users
with a clear and organized way of selecting and starting different scenarios and activities.
The two menus serve different purposes. The main menu interface is the primary interface,
where learners can select the type of activity they would like to engage in and choose which
scenario to start. This is the initial screen that appears when the application is launched,
and it provides the user with the option to start a new scenario or return to the main
menu. The script interface, on the other hand, is where learners can select a specific script
and start a scenario. It provides a list of available scripts and descriptions of each script,
which enables learners to choose the scenario that they find most relevant or interesting.
The two menus work together to provide a user-friendly interface that is both easy to
navigate and offers a range of options for learners to engage with. By integrating both
menus, learners can quickly and easily select the scenarios they want to start and the type
of activity they want to engage in, without having to navigate through complicated or
confusing menus.

Figure 3. Layouts of the main menu (A) and script selection menu windows (B). The main menu
contains the Start and Close buttons. In the scenario selection menu window, general information
about the scenario is provided and the optional scenario can be set with the buttons provided.

The script interface would provide help information and a script exit function. This
interface would not be visible by itself in the virtual environment, the learner could call
it up at any time. The invoked script interface would be rendered next to the learner’s
virtual hand so that the learner could conveniently change the position of the interface
by moving the hand. The interface would be divided into different windows according
to the information provided: script description, tasks, task descriptions and script results
(see Figure 4). The scenario description window would provide general information about
the scenario, what its topic is and the learning objectives, and what will be achieved or
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learned after completing the scenario. The Tasks window would list all tasks in the script,
along with their progressions, that are required or can be performed in the script. More
detailed information about each task would be provided in the task description window.
The description would indicate what steps need to be completed in order for the task to be
marked as completed. The results of the script would be available only after the script is
finished. That is, either completing all tasks in the script or terminating the script due to
non-observance of the constraints. The script results window would show how many tasks
were completed and various additional information. If the script is run as an assessment
activity, the results window would display the resulting assessment. Navigation between
interface windows would be possible using the buttons that would appear in the original
script user interface window. The learner could press the interface buttons with the other
virtual hand. In addition to the window switch buttons, the script’s initial user window
would have a script exit button to exit the script at any time.

Figure 4. Script UI window layouts. Initial interface window (A), script and task description
window (B), task window (C), and results window (D).

The described VR application for mobile learning linked to museum exhibitions
integrates two user interfaces: a main menu interface and a script interface. The main
menu interface allows learners to select the type of activity and scenario they would like
to start, and provides the option to close the program. The script selection menu window
allows script selection through arrow buttons and provides information about the scenario.
The script interface provides help information and a script exit function and is divided
into different windows: script description, tasks, task descriptions, and script results.
The example of the discussed interface is presented in Figure 5, which shows the task
selection menu. Navigation between interface windows is possible using buttons that
would appear in the original script user interface window. Learners can call up the script
interface at any time, and it will be rendered next to their virtual hand. The invoked
script interface is used for providing additional information about the scenario and task
completion status.
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Figure 5. An example of the VR interface. Black frames show the tasks as defined by the UI layout
given in Figure 4.

3.6. VR Learning Application Specification

The designed VR program will be divided into two subsystems: menu and virtual envi-
ronment subsystems. In the menu subsystem, the participant can select the activity scenario
and close the VR application. In the subsystem of the virtual environment, the participant
can interact with the virtual environment by changing their position, perform actions with
objects in the environment, control the course of the scenario, and end the scenario.

Below is a list of the use cases of the menu subsystem:

• Select the type of activity. By pressing the menu button, the participant selects one of
two activity types: an educational activity or an assessed activity.

• Select a scenario. The participant must select one scenario of the virtual environment
from the presented list by pressing the menu button. Selecting a script enables the
virtual environment script.

• Close the program. The participant presses the close button of the program, shutting
down the application.

Below is a list of the use cases of the virtual environment subsystem:

• Change position in the virtual environment. By pressing and holding a key on the
VR controller, the participant can target planes in the virtual environment. When the
participant releases the key, they move to the target position in the virtual environment.

• Interact with an object. The participant can influence objects in the virtual environment
using the VR controls. By changing the position of the controller in space, the partici-
pant can move virtual objects with it. When the participant holds the controller next
to an object and presses the controller key, the object is grabbed or a unique action is
performed on it.

• Terminate the script. Through the menu presented to the participant, they can interrupt
the running scenario. They can access the script termination function from it.

• Show script menu. A participant can show and hide the user interface.

Behavioural Description of a VR Learning Program

The operation of the VR learning program is detailed with activity diagrams. They
represent how to choose a script, how to interact in the virtual environment, and perform
tasks using the script interface. The selection and performance of the scenario is carried
out by the participant first choosing one of two activity types: an educational activity or
an assessment activities. They are then presented with a list of possible scripts to execute



Technologies 2023, 11, 36 14 of 29

from which they select one. Depending on the type of activity chosen, the participant
can independently experiment in the virtual environment or perform the assessed tasks
presented to them. The scenario is completed when all the tasks are completed or the is
terminated by the participant.

The integrated virtual movement of the teleportation method in the VR learning pro-
gram would be initiated by the participant pressing a key on the VR controller. By holding
down a key, they can select a point on the plane of the virtual environment to which they
would like to move. The selection would be controlled by aiming with a VR controller.
The location of the selected position would be graphically represented. To move to a
selected point in the virtual environment, the participant must release the controller key.
If they are allowed to move to the selected place, the participant is moved to it. Otherwise,
the move is cancelled.

Picking up solid objects would be performed with a key press on the VR controller.
A handshake would be performed when the participant presses the key. It would then
check if the virtual hand is near some simulated solid object. If there was no object near the
virtual hand the hand is only squeezed. The pick-up can be repeated after releasing the
hand. If the object is near the hand during the squeeze then it is attached to the virtual hand.
Additionally, after picking up an object, a visual shift is applied, with which the weight
of the object is simulated in the virtual environment. The visual offset is continuously
updated while the object is held. If the virtual handshake is released after picking up an
object, the object is detached from the hand.

Using virtual controls is performed in a similar way to grabbing objects. A participant
squeezes a virtual hand with a VR key press. Then it is checked whether the controller
is nearby during the handshake. If there is no controller, the hand is only compressed.
After releasing the hand, the grab can be repeated again. If the controller is nearby during
the handshake, then its grasp is simulated. By grasping the controller, its position can
be adjusted. The position of the controller is constantly updated while it is held by the
virtual hand. When the controller is released, it is enabled or disabled depending on its
previous position.

While in the script, the participant can view the presented content in the script menu.
First, the participant uses the VR controller to activate the script interface window in the
virtual environment. The visible window contains buttons that the participant can press
to view the content of the interface. Clicking on the scenario description, tasks or results
button opens the corresponding user interface window where the participant can view the
information they need. In the task window, the user can click an additional button that will
open a window to provide additional information about the task.

The script is executed by performing actions related to the tasks. After completing one
action related to the task, it is checked whether the task is completed with it. If so, then it is
then marked as done. Then it checks if the last completed task was the last. If so, then the
participant is presented with the results of the scenario execution.

4. Results
4.1. Software and Technical Specifications

The VR solution was developed on a Windows 10 64-bit operating system using
the Unity 3D (v2018.3) development environment with HTC Vive and SteamVR (v1.2.3)
Utilities. The Blender (v2.8) modelling program was used to create the three-dimensional
objects of the virtual environment. Additionally, various ambient sounds were integrated
to create more immersive experiences in the virtual environment.

Unity 3D is a powerful and popular game engine that is widely used for VR devel-
opment. It provides a wide range of tools and features for building immersive virtual
environments, including a user-friendly interface, real-time rendering, physics simulation,
and asset management tools. Unity also supports a wide range of platforms, including HTC
Vive, Oculus Rift, and other VR headsets, making it a versatile choice for VR development.
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The Unity Asset Store provides a vast library of assets, plugins, and scripts, which can be
easily integrated into Unity projects to accelerate development.

The HTC Vive is a VR headset that provides a VR experience, featuring room-scale
tracking, high-resolution displays, and wireless controllers. It uses SteamVR, a software
platform developed by Valve, which provides APIs and utilities for VR development.
The HTC Vive also features a tracking system that allows users to move around the virtual
environment and interact with objects in a natural way.

The following list summarizes the HTC Vive’s technical requirements: (a) 4.6 × 4.6 m
tracking space for user operation using two “lighthouse” base stations for tracking the user’s
movement with sub-millimetre precision by emitting pulsed IR lasers, a pair of screens with
a field-of-view of roughly 110 degrees, one for each eye, (b) more than 70 sensors, including
a MEMS (microelectromechanical system) gyroscope, accelerometer, and laser position
sensors, (c) Front-facing camera for viewing around in the real world to identify any
moving or static object in a room as part of a safety system; (d) SteamVR running on
the Microsoft Windows operating system; and (e) input from SteamVR tracked wireless
motion controllers.

SteamVR is a development platform that provides APIs and utilities for VR devel-
opment. It includes a range of features, such as locomotion systems, input manage-
ment, and haptic feedback, that make it easy for developers to create VR experiences.
SteamVR also provides tools for testing and debugging VR applications, including a
built-in performance profiler, which can help developers optimize their applications for
better performance.

Blender is a free and open-source 3D modelling and animation software that can
be used for VR development. It provides a wide range of tools for modelling, sculpting,
texturing, and animating 3D objects, making it a popular choice for creating assets for
VR environments. Blender also supports a wide range of file formats, making it easy to
import and export assets from other software tools. Together, these software tools provide
a powerful and versatile set of tools for creating VR experiences.

The following describes the minimal necessary computer specifications: Processor Intel
Core i5-4590 or AMD FX 8350, graphics card Radeon RX 480 or NVIDIA GeForce GTX 1060,
and a visual output. One HDMI 1.4-connection, one DisplayPort 1.2-connection, one USB
2.0-connection, and Windows 7 SP1, Windows 8.1, or Windows 10 as the operating system.
The gadget tracks the head’s motions with an accuracy of one-tenth of a degree using a
gyroscope, accelerometer, and laser position sensor. The user may freely explore virtual
things, people, and situations while interacting with them thanks to wireless controllers in
each hand and accurate SteamVR tracking.

With simple controls and lifelike haptic feedback, the VIVE controller is made for VR.
Any object that has to be photographed is simply captured using photo sensors by the
lighthouse system. This is done using two lighthouse stations that sweep structured light
lasers over the area to prevent occlusion issues and improve tracking precision.

The virtual environments of the application scripts were created in levels. In the
UE4 editor, levels can be loaded with various visual, audio, and logical content from the
editor’s content window. The main visual details are created from three-dimensional
objects, loading them into the scene and changing their transformation according to the
environment you want to extract. Created external sets of 3D objects needed to represent
virtual environments and the interactive content contained in them were loaded into the
project. Objects were created with the 3D modelling program Blender and exported in
the FBX (Autodesk Filmbox) format. Collision meshes were created for objects with more
complex shapes.

The surfaces of three-dimensional objects are rendered according to the materials
assigned to the object, the properties of which are described in the UE4 editor. Material
properties can be assigned values or effects, such as textures, that specify some value of the
property at each point in the plane. The project used textures from the Substance Source
library in the materials of the virtual environment objects.
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Prepared visual content was generated into layers of virtual environments and laid
out to match the desired look. Next, the class objects needed for the script to work were
spawned, such as the participant-controlled MotionControllerPawn and other object classes
that provide interactivity.

4.2. Case Study 1

Exhibited in the Vytautas Great War Museum, the purpose of this application was
to present historical Lithuanian aeroplanes created in independent Lithuania during the
period between the two World Wars (1919–1939) and a couple of other historical vehicles.
The purpose of this game was to present the legendary flight over the Atlantic ocean.
The game covers a story of two Lithuanian pilots—Steponas Darius and Stasys Girėnas.
In 1933 they set out to fly over the Atlantic ocean in a modified plane they called Lituanica.
They took off in New York and sadly met their tragic fate right before reaching their final
destination—landing in the city of Kaunas.

The game includes 10 mini-games and 8 short historical videos that connect the story
and mini-games. The videos were taken from historical sources and were pre-processed by
increasing the quality and matching the style of the game. The game is dedicated to smart
devices (smartphones, tablets) and runs on Android and iOS platforms. The application
also includes the AR part which makes use of a magnetic badge depicting the Lituanica
aeroplane (Figure 6). This application is used in two ways. It is currently being exhibited in
a museum and is part of the museum’s educational program.

(a) (b) (c)
Figure 6. A 3D model of a historical aeroplane “Lituanica” in AR: (a) virtual aeroplane image, (b) a
demonstration of augmented reality in real-life (museum) context, and (c) a screenshot of a game.

The learning objectives for the historical Lithuanian aeroplanes game include:

• To learn about the historical Lithuanian aeroplanes created during the period between
the two World Wars (1919–1939), including their designs, features, and significance.

• To understand the story of two Lithuanian pilots—Steponas Darius and Stasys Girėnas,
who attempted to fly over the Atlantic ocean in a modified plane named Lituanica,
and their tragic fate.

• To engage in interactive and educational gameplay, which can enhance knowledge
retention and the learning experience.

• To discover more about the history of Lithuania and its significance in aviation during
the interwar period.

• To learn about the technology used to create the game, including AR and video
processing techniques.

The learning scenario for the historical Lithuanian aeroplanes game were as follows:

1. The game is introduced to students during a visit to the Vytautas Great War Museum.
2. Students are divided into groups and assigned a mini-game to play. Each mini-game

represents a historical event related to the Lithuanian aviation industry between 1919
and 1939.

3. After playing the mini-game, students are asked to watch the corresponding historical
video which further connects the story to the mini-game.



Technologies 2023, 11, 36 17 of 29

4. Once students have completed all 10 mini-games, they are asked to play the final
game which covers the story of Steponas Darius and Stasys Girėnas and their flight
over the Atlantic ocean.

5. The AR part of the application is introduced, where students can use the magnetic
badge depicting the Lituanica aeroplane to further explore the details of the plane.

6. A class discussion is conducted to encourage students to share their experiences and
learnings from the game. The discussion also includes the importance of Lithuanian
aviation history and its impact on the world.

7. As a follow-up activity, students can be asked to create a report or presentation based
on their learning from the game and museum visit.

This learning scenario combines interactive gaming with history and technology to
create an engaging learning experience for students. It also provides an opportunity to
connect historical events to modern technology and encourages students to learn about
their country’s aviation history.

4.3. Case Study 2

Ką Kaunas? (What is Up Kaunas?) is an art project made in collaboration with a
master’s student from the Vilnius Academy of Arts. The idea of the project was to make
the street art of Kaunas more interesting for tourists by adding visualizations to these art
pieces through AR technology (Figure 7).

The project used street art as targets for AR. When a user would face their smartphone’s
camera towards a piece that was defined within the program various animations and
visualizations would appear on top of it. The demonstration of this case study can be seen
at https://www.youtube.com/watch?v=7S7GQxFI4Ss, accessed on 3 January 2023.

(a) (b)
Figure 7. Augmented reality on the historical industrial building of Red October shoe factory in
Kaunas (Lithuania): (a) a still video frame of the video sequence, (b) a demonstration of the AR app
in real world on site.

The learning objectives for the scenario of “Ką Kaunas?” art project were:

• To increase the engagement of tourists in exploring and appreciating street art in
Kaunas through AR technology.

• To enhance visitors’ understanding of the cultural and historical significance of street
art in Kaunas by adding informative visualizations and animations to the art pieces.

• To encourage tourists to actively participate in discovering and learning about the
city’s art scene and history.

• To provide a unique and interactive learning experience for tourists to promote curios-
ity, creativity, and critical thinking skills.

• To promote the use of technology for educational and cultural purposes, and to
demonstrate the potential of AR technology in enhancing learning experiences.

The learning scenario for the Ką Kaunas? project were to teach students about art
and technology through an interactive and engaging experience. The following steps are
included in this learning scenario:

https://www.youtube.com/watch?v=7S7GQxFI4Ss
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1. Introduce the students to the Ką Kaunas? project and explain the concept of using
street art as targets for AR technology. Discuss how technology can enhance the
experience of viewing art.

2. Take the students on a field trip to see some of the street art pieces that have been
augmented with AR technology. Allow the students to use their smartphones to view
the augmented art and experience the animations and visualizations.

3. Engage the students in a discussion about the different techniques and methods used
to create street art. Discuss the different styles of street art and the cultural and social
implications of this type of art.

4. Ask the students to create their own street art pieces using traditional and/or digital
methods. Encourage them to think about how they could incorporate AR technology
into their art to make it more interactive and engaging.

5. Provide students with the tools and resources needed to create AR-enhanced street art
pieces. Show them how to use AR software to create animations and visualizations
that can be superimposed on their art.

6. Allow the students to create their own AR-enhanced street art pieces and share
them with their classmates. Encourage them to critique each other’s work and
provide feedback.

7. Conclude the learning scenario by discussing the importance of art and technology in
society. Encourage the students to continue exploring the use of AR technology in art
and other fields.

5. Evaluation
5.1. Additional Questionnaires

In order to find out the opinion of the respondents about the educational VR program
created at work, they were given an additional questionnaire based on the Web-based
Learning Tool (WBLT) Evaluation Scale, the Igroup Presence Questionnaire (IPQ) and the
System Usability Scale (SUS). At the beginning of the questionnaire, respondents were also
asked to indicate how often they used VR.

WBLT—The rating scale is intended to determine the effectiveness of such learning
tools or learning objects. In total, the questionnaire consists of 13 statements. They are
divided into three main components of the questionnaire: learning, design and engage-
ment [92]. In each statement, respondents give their opinion about the learning tool by
marking the values from 1 to 5, where 1 means “Strongly disagree” and 5 means “Totally
agree”. WBLT has been previously used to evaluate VR systems and games in several
studies [93–96].

IPQ—The questionnaire is a rating scale designed to measure the user’s sense of
involvement in virtual environments. The questionnaire consists of a total of 14 statements,
which are divided into three main evaluated parts: spatial presence, participation and
realism [97]. In the spatial presence, part, the respondents evaluate the sensation they
experienced in the virtual environment, that is, whether they felt as if they were actually
there. In the participation part, the respondents assess how much attention they paid to
the virtual environment compared to the real environment, and how much participation
was experienced in it. In realism part, the respondents subjectively assess how realistic the
virtual environment seemed to them. Respondents give their opinion in each statement by
marking values from 1 to 5.

SUS—The questionnaire is designed to evaluate the usability of the VR program.
The standard SUS questionnaire consists of 10 statements. Of these, odd statements are
formulated positively, and even statements are formulated negatively [98]. The SUS uses a
Likert scale, according to which respondents evaluate each statement by marking values
from 1 to 5. A answer of 1 means “Strongly disagree” and 5 means “Strongly agree”.
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5.2. Investigation Progress

The research was carried out in the premises of the university. The study was divided
into three parts. Before each part of the study, the respondents were informed about the
course of the study and what will be conducted.

The first part of the study aimed to determine the way of learning of the respondents.
They were given a prepared electronic questionnaire of learning methods. After completing
the questionnaire, the second part was started.

In the second part, the respondents were presented with the further course of the
research, what they will need to do, what they will need to pay attention to, and what
tasks will need to be completed. After the introduction of the procedure, respondents were
provided with educational materials in various forms. Each form was given 10 min to
review, but respondents could finish the review earlier if they wished. After viewing each
educational material, respondents were given a 5 min break. After the break, they had to
take a knowledge test and continue to review other learning material. The test took 10 min.
According to the forms, the educational material was presented in the following order:
visual, audio, textual and kinaesthetic (VR program).

The study used the SteamVR platform, HTC Vive Pro VR glasses and Valve Index
controllers to test the VR application. The VR system was run on a PC with the Windows
10 operating system, Intel Core i7-8700K main processor and an NVIDIA GeForce RTX 2080
Ti GPU. In the test room, a space of 3.2 × 3.2 m was allocated where the respondents could
physically move. Before testing the program, the respondents were briefly told how the VR
program works, how they can move in the program, interact with its content, and the main
script of the program was presented. Before starting the scenario, the respondents could try
out the functionality of the program in a prepared initial virtual environment and read the
written instructions in it. From the initial virtual environment, respondents could start the
main script when they were ready by using the virtual key in the environment. After the
scenario ended, respondents were again given a 5 min break and given a knowledge
test (Figure 8).

Figure 8. Respondents trying the VR program during the testing of the application, experienc-
ing genuine cross-cultural communication and friendships to transcend differences, stimulating
innovative thinking and creative new modes of collaboration to build a more positive, peaceful,
and successful society.

At the end, the respondents were given an electronic questionnaire with additional
questionnaires of the WBLT rating scale, IPQ and SUS scale designed to determine the
respondents’ opinion about the VR educational program.
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5.3. Data Processing

The research results from the questionnaires and the knowledge test were separated
into five data groups: data from the learning methods questionnaire, knowledge test results,
WBLT assessment, IPQ, and SUS questionnaire estimates.

5.3.1. Learning Styles Questionnaire Results

Learning styles are different the ways in which individuals prefer to receive, process,
and retain information. The concept of learning styles suggests that people have different
cognitive strengths and preferences, and that they learn more effectively when information
is presented in a way that matches their preferred style. The most common model of
learning styles includes visual, auditory, and kinaesthetic/tactile learning, which represent
preferences for seeing, hearing, and doing, respectively [99]. While some research supports
the idea of learning styles, there is also debate and criticism about their validity and
effectiveness in improving learning outcomes [100–103].

After analysing the data of the learning methods questionnaire, the respondents were
grouped according to acceptable learning methods. A total of eight groups were distin-
guished: five groups of multiple learning and three groups of a specific learning method
(see Table 1). The largest number of respondents, eight, was assigned to the multi-learning
group with a tendency towards all learning methods (VGTK). Five respondents were
assigned to the group of multiple learning with a tendency towards the visual and kinaes-
thetic learning method (VK), two respondents were assigned to the groups of multiple
learning with a tendency to the visual, audio and kinaesthetic learning method (VGK) and
the group with a tendency to the kinaesthetic learning method. For the rest of the groups,
one respondent was assigned to multiple learning with visual, audio and text bias (VGT),
multiple learning with visual and audio bias (VA), slight kinaesthetic bias (k) and slight
visual bias (v).

Table 1. Number of respondents in the groups according to the acceptable learning methods.

Groups According to the Acceptable Learning Style Number of
Respondents

Multimodal learning with a bias towards all learning styles (VGTK) 8
Multimodal learning with a bias towards visual and kinaesthetic learning (VK) 5

Multimodal learning with an emphasis on visual, auditory and kinaesthetic
learning (VGK) 2

Tendency towards a kinaesthetic learning style (K) 2
Multimodal learning with a bias towards visual, audio and text learning (VGT) 1

Multimodal learning with a bias towards visual and auditory learning (VA) 1
A slight tendency towards a kinaesthetic learning style (k) 1

Slight inclination towards a visual way of learning (v) 1

5.3.2. Results of Knowledge Verification Tests

After calculating all the scores of the knowledge test for the participating respondents,
the highest average score was obtained from the test prepared for the educational material
presented in text form as 9.04 (see Table 2). The second place according to the average score
was the test prepared based on the material presented in visual form. The grade point
average was 7.49. The worst score was obtained from the test of the material presented in
kinaesthetic form as 7. The worst, but similar average score to the average score of the test
of kinaesthetic material was obtained from the test prepared according to the educational
material in audio form as 6.93.

Judging by the obtained averages of the test results, the kinaesthetically presented
educational material was not the most effective. The obtained average was by a small
margin higher than the average of the results of the educational material presented in audio
mode only. However, given the small number of respondents who might be receptive
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to a kinaesthetic learning method, better results could be expected from tests of learning
materials presented in other ways.

Table 2. Averages of knowledge test results by the form of learning materials presented.

Visual
Educational

Material

Audio
Educational

Material

Textual
Educational

Material

Kinaesthetic
Educational

Material

Score 7.49 6.93 9.04 7.00

Looking at the results and dividing them according to the respondents’ potentially
acceptable learning methods, differences are found compared to the overall average scores
(see Table 3). In the results of the multifaceted VGTK group, it can be seen that the test
prepared according to the kinaesthetic form of educational material performed the worst
on average, an average score of 6.36. The tests of other forms performed better, the visual
form scored 7.53, the audio form scored 6.96, and the text form scored 9.15. The distribution
of the test results of the multiple VK group according to the teaching materials is similar to
the overall averages. The best performance according to the educational material presented
in text form was 8.98, the worst performance for visual material was 8.35, the average
score obtained from the test for material presented in kinaesthetic form was 7.85, the worst
performed test for material presented in audio form was 7.3. In the multifaceted VGK
group, the distribution of the test results also coincided with the overall averages, the best
performed text form test was 8.45, the worst performed visual form test was 8.04, the third
place according to the average score of the kinaesthetic form test of learning material was
7.73, the worst performed test was based on the material prepared in the audio form 6.85.
The respondents of the K group performed the best on the test prepared according to the
text form of the material, the average score was 9. The kinaesthetic form test performed
worse on the most acceptable form of learning, with an average score of 7.34. An average
of 5.68 points was obtained from the audio form of the material, and 5.09 points from the
visual form.

Further groups of learning methods may not have been very important, since only
one respondent was assigned to them. However, it was observed that the respondent
assigned to the multivariate group VG performed best in the tests prepared according to
the kinaesthetic and textual form of the material (received 10 points each). Furthermore,
the tests of the learning materials in forms acceptable to the respondent performed worse,
the test score of the form of visual material was 8.33, and the score of the audio material
was 8.67. It was also observed that the respondent of the k group performed the worst on
the kinaesthetic form material test. The obtained score was 4.37. The best performance on
the test based on textual material was 7.83, the poorest performance on the audio test was
7, and the visual test was even worse with 6.33.

Table 3. Averages of the knowledge test results according to respondents’ potentially acceptable
learning methods and forms of learning materials.

Score Visual Audio Text Kinesthetic

VGTK score 7.53 6.96 9.15 6.36
VK score 8.35 7.3 8.98 7.85

VGK score 8.04 6.85 8.45 7.73
K score 5.09 5.68 9 7.34

VGT score 6.03 6.08 10 6.14
VG score 8.33 8.67 10 10
V score 8.33 6.56 9 6.28

Control score 6.33 7 7.83 4.37
Total score 7.49 6.93 9.04 7
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After reviewing the test results according to the distribution of respondents into
groups of potentially acceptable learning methods, it can be seen that the educational
material presented in the study in kinaesthetic form is not the most effective. According
to the distribution of scores, the best result of the kinaesthetic form test was obtained
in one group (VG), three groups had the worst test results (VGTK, v, and k). In the
other groups (VK, VGK, VGT) the results did not change from the general distribution.
Such ineffectiveness of learning material presented in kinaesthetic form could be due to
two reasons. The first reason is the respondents’ lack of experience in using VR. Learning
materials presented in other formats may have been easier to absorb because they are
familiar to many respondents. When learning material is presented in a VR environment,
the learner must first adapt to it. This adjustment time depends on each person’s experience
with VR. The more experience one has with VR technology, the easier it is for individuals
to adapt to new virtual environments, and to understand the controls and functions in a
VR application. For a VR program to be effective in achieving learning objectives, learners
must first be familiar with the technology [104]. This reason is partially confirmed by the
data collected in the study and the observations made during the study. When presenting
the test results of the kinaesthetic form of learning material according to the frequency
of use of VR indicated by the respondents, it can be seen that the increase in the average
score is partially dependent on the frequency of use of VR (see Table 4). Respondents
who used VR every week received the highest average score of 9.33, respondents who
used VR at least once a month of 7.44, and those who used VR at least once a year of
6.23. The difference in experience between the respondents was also observed during the
survey. Respondents with more experience easily navigated the virtual environment of the
main scenario, confidently moved and managed the content presented in it, and quickly
understood the functions of the program. Respondents with less experience spent more
time exploring the virtual environment from the starting position, walked more cautiously
physically, and had difficulty controlling the content presented in the environment. A few
respondents needed extra help using the virtual movement feature.

Table 4. Average knowledge test results depending on the frequency of using VR technology: How
often had the respondents used VR?

Never At Least Once
a Year

At Least Once
a Month Every Week Every Day

Score average 7.12 6.23 7.44 9.33 3.17
Number of responses 3 8 6 3 1

Daily use of VR was indicated by only one respondent. The table shows that their
average score was very low compared to other averages. Although according to the
previous statement, it should be the largest. This result may be related to the second
reason why the kinaesthetic form of learning material was least effective, which is the
poorly prepared content. In the virtual environment of the scenario prepared for the study,
the goal was not clearly stated enough. During the research, the respondents were verbally
presented with the scenario of the virtual environment, the interactive content in the
environment, and reminded of the main goal—to absorb the information presented in the
scenario, according to which the task will be performed later. However, some respondents
forgot or ignored the goal during the scenario. Other respondents focused too much on the
additional task presented in the script, and while trying to complete it, they lost sight of the
original learning objective. According to the observations, it can be said that content that is
too interactive can distract the learners and prevent them from achieving the set learning
goals. In the following scenarios, the content should be prepared in such a way that the
main focus is on achieving the main objective of the scenario. This could be achieved
by introducing elements of gamification [105]. The learner would not be able to access
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the further content of the scenario’s virtual environment until some action related to the
learning objective had been completed.

It is interesting that those respondents who tried to achieve the set learning goal tried
to learn in different ways. Some tried to arrange the cards with the names of chemical
elements in the virtual environment according to increasing densities and memorize the
arranged sequence. Other respondents tried to memorize the sequence without changing
the layout of the cards. After viewing the sequence, some respondents tried to perform
an additional task in the script in one of the listed ways. Bearing in mind that the virtual
environment used in the study did not contain a lot of interactive content, but it was
enough to notice how the respondents approached the task differently. By providing a
greater variety of interactive content, learners were given the opportunity to choose how
they wanted to solve the problems in the scenario. In this case, the scenarios could be
repeated and learners could try to solve problems in a new way each time, comparing
which solution method was the most effective. In addition, with a higher amount of
interactivity, the involvement of learners in the learning subject can be increased and it
would seem more interesting and enjoyable [106,107]. The greater involvement of the
respondents in the material presented in the VR program was also observed during the
study. Many respondents took advantage of the opportunity to terminate the review
of material submitted in other forms earlier than the scheduled time, while only a few
respondents terminated the VR review. In the study, respondents seemed satisfied with the
immersiveness of the VR app.

5.3.3. Results of the Online Learning Tool Rating Scale Questionnaire

Based on the results of further questionnaires, an attempt was made to determine how
the participants evaluated the VR program and its content. According to the results of the
WBLT scale (see Table 5) respondents rated the design of the program the best. The resulting
normalized score for this section was 0.93. In terms of engagement, the program was
rated 0.91. The lowest score of 0.88 was obtained from the learning part. The results
of this questionnaire confirm the previous statements. For the respondents, the virtual
environment of the VR program was immersive and interesting. However, the program
lacks better learning content, as demonstrated by the results of the knowledge tests.

Table 5. WBLT rating scale results.

Learning Projecting Inclusion

0.88 0.93 0.91

5.4. Igroup Presence Questionnaire Results

The results of the questionnaire showed that the VR program rated better than the
average according to the other parts of this questionnaire (see Table 6). The feeling of
spatial presence was rated best, with an average score of 3.31. User engagement in the VR
app and its realism were rated lower at 2.48 and 2.21, respectively.

Table 6. IPQ questionnaire results.

Spatial Existence Engagement Realism

3.29 2.44 2.21

5.5. System Usability Scale Questionnaire Results

After processing the results of the SUS questionnaire, an estimated score of 89.13 was
obtained. According to this rating scale, products with a score of around 80 are considered
better than average. Such a high score could be explained by the relatively easy use of the
program and the engaging content, which was also reflected in the results of the WBLT
rating scale. However, other sources note that respondents’ assessment of system usability
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may depend on how successful they were in achieving the goals in the program. That
is, if the respondent is unable to perform the tasks presented in the program, there is a
possibility that he will evaluate the program negatively. If the respondent is successful,
he may be inclined to rate the program more highly. Exceptions may be in the case when
respondents are not provided with the results of their performance. Respondents may
think that they performed the tasks correctly, although there were no such cases. In this
study, respondents were not provided with the results of the knowledge tests they took, so
the SUS score may have been lower.

We now have a greater understanding of how AR technologies may be used in learning
thanks to this study’s exploration of their potential and adoption. According to the study’s
findings, including AR technology into the teaching and learning process helped students
become more motivated and successful learners. The majority of the students expressed
their satisfaction with the exploratory learning process and felt that the AR tool was
helpful in promoting an active learning mindset. The technological acceptability of learners
utilizing AR was shown to be greater than that of learners in the control group. More
fruitful AR experiences created and produced by instructors at a classroom level will be
made possible by continuing to improve and disseminate information about how AR
is employed in education. However, safeguards must be provided to prevent accidents
during experiencing VR worlds [21].

6. Conclusions

By fusing the benefits of a virtual and authentic landmark visit, AR also has a lot
of promise. Additionally, it allows for the digital superimposition of a historic building
condition onto the present through on-site monument visits using a smartphone or tablet.

Analysing the results of the study yielded three insights. First, the ready-made
VR training program was less effective than the material presented in visual or textual
form. Second, it was observed that the results of the test, which was prepared based on
the material of the virtual environment, depended on the experience of the respondents
with VR. Third, the VR training program was generally evaluated positively. However,
according to the results of the surveys, it was observed that the program needs to improve
the presentation of learning materials.

After analysing the operating principles of VR technology, it was found that:
three degrees-of-freedom (DoF) VR equipment cannot precisely translate physical actions
into the virtual space. Therefore, in order to enable kinaesthetic learning based on physical
movement in VR, VR equipment that provides six DoF must be used; the capabilities of
VR can be expanded using additional interactivity methods such as: virtual movement,
which helps to bypass the limitations of the VR space; visual displacement, which helps to
simulate haptics and the weight of objects; and physical simulation of objects and interac-
tions with them, supplemented by visual and audio effects, to enhance the involvement
of participants. The results of the conducted sociological research showed that 75% of re-
spondents positively evaluate the use of VR in learning. From this it can be concluded that
the designed program can be received positively. On the other hand, such a program must
help to learn and achieve the set learning goals, so it was decided to create an educational
VR program and evaluate its effectiveness through experimental research.

To fulfil the requirements of the kinaesthetic learning method, a VR program was
designed and implemented, which provides learners with: free movement, the presentation
of naturally performed physical actions, feedback received through sound, text and tactile
sensations, conveyed through the image and VR controls.

To evaluate the effectiveness, an experiment was conducted comparing how respon-
dents remember information presented in different forms: visual, audio, textual and
kinaesthetic. The VR program was not the most effective compared to the other forms.
In the knowledge test prepared according to the content of the VR program, the respondents
scored an average of 7.00 points (out of a possible 10), and from the tests of the material
presented in visual and textual form, they scored an average of 7.49 and 9.04 points, respec-
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tively. It was observed that the test score of the program may depend on the respondent’s
experience with VR. Respondents who reported using VR more often scored higher on
average. Respondents using VR weekly scored an average of 9.33 points, once a month an
average score of 7.44, and once a year an average score of 6.23. A VR learning program is
likely to be more effective for learners who have more experience using VR. After reviewing
the results of the evaluation scale questionnaire of the online learning tool, it was observed
that the participants valued the design and inclusion of the program the most (0.93 and
0.91), the learning part was less valued (0.88). After conducting the system usability study
according to the SUS methodology, an estimate score of 89.19 was obtained, meaning that
the usability of the program was evaluated as better than average. This means that using a
VR application is no more complicated than other applications used for learning purposes
and can be used for self-study. This is important in distance learning, when the teacher and
the learner are not in the same physical environment, and in the cases of problems where
the teacher cannot immediately help the learner.
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