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Abstract: Aiming at the problem of autonomous decision making and trajectory planning (ADMTP)
for launch vehicles under power failure conditions, the target degradation order strategy (TDOS)
and the trajectory online planning method were studied in this paper. Firstly, the influence of power
failure on the orbit-injection process was analyzed. Secondly, the TDOS was proposed according
to the mission attribute, failure mode, and multi-payload combination. Then, an online planning
method based on the adaptive target update iterative guidance method (ATU-IGM) and radial basis
neural network (RBFNN) was proposed, where the ATU-IGM adopted the basic TDOS criterion
for generating optimal orbit-injection samples and online guidance instructions, and the RBFNN
was used for orbit-injection samples training and online generation of orbital missions. Finally, the
comparative simulation analysis was performed under multi-failure conditions. The results showed
that the TDOS proposed in this paper could meet the requirements of the mission decision making
under different failures, target orbit types, orbit-injection methods, and payload compositions. The
online trajectory-planning capability deviation was less than 5%, and the mission decision-making
and trajectory-planning time were less than 10 ms. This study provides theoretical support for
autonomous decision making and planning of space launch missions.

Keywords: launch vehicle; power failure; target degradation; orbit-injection strategy; online trajectory
planning

1. Introduction

With the increasing demand for launch vehicle missions, power system failures have
become the main cause of launch vehicle mission failure [1]. Therefore, advanced launch
vehicle technology with high reliability and failure tolerance has attracted extensive atten-
tion and research. Currently, launch vehicles are required to have omnidirectional sensing
ability and a high degree of autonomous decision-making ability. The improvement of
perception capability can be realized by distributed sensors and satellite communication
technologies, and the fault information acquisition and the control system reconstruction
have become possible with the development and maturity of the design technology of the
asynchronous fault detection observer and the data-driven control technology, which can
meet the requirements of the random system [2,3]; therefore, the autonomous decision
making of flight missions and trajectory planning under power failure conditions becomes
the major challenge in the development of launch technology. With the rapid development
of machine learning, RBFNN and other machine-learning methods with powerful mapping
capability have been gradually used to solve the trajectory-planning problem [4,5].

Launch vehicle ascent trajectory-planning methods are mainly divided into two cate-
gories, including analytical methods based on optimal control principles and numerical
methods that transform and solve the problem parametrically. The iterative guidance
method (IGM) was proposed and developed in the 1960s. The IGM has been applied
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successfully to the Saturn V launch vehicle of the U.S. and the Long March vehicles of
China [6,7]. In references [8–11], an improved IGM can cope with more terminal constraints
and achieve guidance accuracy of less than 10 m through an injection-point position update
and shutdown strategy adjustment. Therefore, it can be said that the IGM has become one
of the most important launch vehicle online planning methods. With the development of
numerical methods, numerical methods such as particle swarm optimization, Gaussian
pseudo-spectral, and convex optimization methods have been gradually introduced into
launch vehicle trajectory planning.

Although the numerical methods have great potential for launch vehicle trajectory
planning, issues still affect its engineering applications, such as algorithm convergence
and computational efficiency. For example, in the literature [12,13], the Gaussian pseudo-
spectral method was used to discretize the trajectory-planning problem based on the
optimal control expression for the ascent section of the launch vehicle. Although the
initial guessing technique and the homogeneous technique were adopted to improve the
algorithm’s convergence, it still could not meet the demand of real-time trajectory online
planning under failures or large disturbance conditions. In the literature [14], the orbit-
injection problem was transformed into a series of simple convex subproblems by convex
optimization, which were solved step by step by serial iterative methods. Although this
method can deal with more complex constraints, the number of discrete points and the
trust domain’s setting will affect the algorithm’s accuracy and convergence under different
working conditions. Moreover, the existing equipment on the launch vehicle cannot bear
the computation load of the iterative solution of continuum subproblem in the convexity
of sequence. Therefore, to ensure the algorithm’s reliability and timeliness, an improved
ATU-IGM is adopted for the online planning of trajectories based on mission parameters.

As of now, there has been little research on launch vehicle orbital mission decision
making. Most studies are concentrated on the decision optimization of the upper stage
orbit transfer of launch vehicles by using optimization algorithms and the determination of
optimal orbit in the original target orbit plane. A two-particle hierarchical optimization
framework for the multi-pulse orbit transfer of spacecrafts was investigated in the litera-
ture [15]. The literature [16] used various optimization methods such as genetic algorithms
and gradient optimization algorithms within a multidisciplinary optimization platform to
optimize the payload quality and launch cost involved in launch missions. Although nu-
merous scenarios in actual launch missions were considered, the orbit mission under power
failure conditions could still not be reconfigured. The literature [17] used a joint-convex
optimization method to optimize the orbit mission and trajectory under power failures,
with high planning accuracy and timeliness. In this research, selecting the initial value of
the target orbital elements and prioritizing the orbit height before correcting the orbital
position deviation are of great engineering significance. However, the research method still
has some application limitations because only simple orbit shapes are considered, and the
properties of the target orbit, the orbit-injection mode, and the multi-payload combination
are not studied.

The main innovations of the method proposed in this paper are as follows:

(1) The mission decision-making model and trajectory online planning method were
creatively put forward to meet the requirements of the launch vehicle’s different
mission attributes, failure modes, and multi-payload combinations.

(2) The TDOS was designed to adapt to multiple mission modes, including 1© multi-
ple target orbit types: low-inclination LEO, SSO, and elliptical orbit; 2© different
orbit-injection modes: direct orbiting and transfer orbiting; 3© different payload
compositions: integral and detachable.

(3) The autonomous mission decision-making model based on RBFNN was proposed to
meet the requirements of mission diversity, rapidity of the decision-making process,
and accuracy of decision-making results.

(4) The online trajectory-planning method was presented based on the TDOS and TAU-
IGM, which had the characteristics of high precision and rapidity.
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Aiming at the ADMTP problem of launch vehicles under the power system failure, this
paper proposes the TDOS that can meet the requirements of different mission attributes, fail-
ure modes, and multiple payload combinations and puts forward an autonomous mission
decision-making and trajectory online planning model based on TAU-IGM and RBFNN.
Firstly, a launch vehicle motion model considering power system failure is established, and
the influence of the failure mode is briefly analyzed; secondly, the TDOS, which can better
meet the requirements of engineering applications, is proposed by analyzing different orbit
types, injection modes, and multi-payload combinations. Moreover, the online trajectory-
planning method based on the ATU-IGM and RBFNN is studied to meet the timeliness
requirement of online mission decision making and trajectory planning. When offline,
the ATU-IGM and the TDOS are used to generate failure samples for RBFNN training;
when online, the trained decision model of the RBFNN is used to generate mission target
parameters and supply the ATU-IGM to complete online trajectory planning. Finally, the
effectiveness of the method is analyzed by simulation experiments.

2. Motion Model and Failure Effect

The launch vehicle power system consists of turbopumps, combustion chambers,
piping, valves, and other important parts. Common power failures include turbopump
failure, thrust chamber failure, piping and valve failure, etc. Since the generation of all these
faults reduces engine thrust, the power failures can be equivalented to engine thrust loss.

This paper establishes the kinetic equations in the launch inertial coordinate sys-
tem [18] (the origin On is the launch point; the OnXa axis is in the horizontal plane of the
launch point, pointing in the aiming direction; the OnYa axis points upward, perpendicular
to the horizontal plane of the launch point; the OnZa axis and the other two axes constitute
a right-handed system, and the coordinate system remains motionless in inertial space).

.
V = κTvac

m + g(r) + R
m.

r = V
.

m = − κ‖Tvac‖
Ispg0

(1)

where r, V denote the position and velocity vector of the launch vehicle, respectively; g
denotes the gravitational acceleration vector; g0 is the sea level gravitational acceleration
value; R denotes the aerodynamic vector; κ is the equivalent power system failure factor;
Tvac denotes the engine thrust vector; m is the launch vehicle mass;

.
m is the second

consumption; Isp is the fuel-specific impulse.
The injection stage of new-generation launch vehicles usually has a secondary switch-

ing ability to adapt to more complex missions. However, different failure modes have
different influences on the secondary switching ability of launch vehicle engines, and
mission requirements and engine performance will jointly determine the injection mode of
launch vehicles. For example, in the event of turbopump wear failure, speed drop failure,
or partial engine failure, the remaining normal parts of the engine and even the affected
engine itself can still switch on and off again. When fire and thrust chamber failure occurs,
the engine should be shut down immediately and not allowed to rework. When the turbine
pump bearings are damaged, the opening of pipes and valves is not enough, and the closing
is not strict, the engine can continue to work in the current mode to avoid the deterioration
of the fault or failure to start up when restarted. In addition to causing decreased engine
thrust, the different failure modes will also affect its ability to perform the orbital transfer.
Therefore, the authors artificially divided the launch vehicle orbit-injection mode under
power system failure into direct orbiting and transfer orbiting.

The target orbit is usually described using the orbital elements, including semimajor
axis a, eccentricity e, inclination i, longitude of the ascending node Ω, argument of periapsis
ω, and true anomaly θ. Among them, a and e determine the shape of the orbit, i, Ω, and
ω determine the spatial position of the orbit, and θ determines the position of the vehicle
in orbit. When the target orbit is circular, the definitions of the argument of perigee and
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true anomaly are meaningless, and the geocentric magnitude angle φ formed between
the ascending nodal line and the geocentric vector of the injection point has physical
significance in any case, which can be used to describe the target orbit. The target orbit can
be described as follows [19]:

r = ‖r‖
[
Hx Hy Hz

]
= H = r× V i f = arccos(Hz/‖H‖)

Ω f = −arctan
(

Hx/Hy
) [

e f x e f y e f z

]
= e f =

r×V
µ −

r
r e f = ‖e f ‖

tan ω f =
e f z

(e f y sin Ω f +e f x cos Ω f ) sin i f

a f =
‖H‖2

µ
(

1−e2
f

) cos θ f =
r·e f
re f

φ f = ω f + θ f

φ f = arctan
(

rz
(ry sin Ω f +rx cos Ω f ) sin i f

)
(2)

where µ denotes the geocentric gravitational constant; rx, ry, and rz denote the three
components of r.

Constraints on the altitudes of perigee and apogee of the target orbit are required to
ensure the safety and mission viability of the payload in the target orbit:{

hp ≥ hpmin
ha ≥ hκ + δ0

(3)

where hp is the perigee altitude of the target orbit; hpmin is the minimum safe altitude,
which is set to 110 km in this paper; hκ is the altitude of the failure point; δ0 is the height
adjustment margin, which is set to 5 km in this paper.

The launch vehicle flies at a programmed angle in the first stage at a low altitude,
which is influenced by the atmosphere, so there are limited flight adjustment measures
when the launch vehicle power system failure occurs. In contrast, the launch vehicle flies at
a higher altitude in the second flight stage, where the influence of aerodynamic forces can
usually be ignored, and there is more room for adjustment when the power system failure
occurs. Therefore, the main flight stages studied are the secondary and higher vacuum
flight phases.

3. Target Degradation Strategy (TDOS)

The TDOS relies on the injection capability judgment (ICJ), which is proposed to judge
the reachability of the original orbit by whether the remaining flight time tgo calculated by
the ATU-IGM is greater than the maximum working time t f uel supported by the remaining
fuel. When the launch vehicle does not have the flight capability of the original orbit, the
orbit-injection strategy based on the target degradation rule is used to adjust the orbit
parameters to reduce the mission loss caused by the power failure.

The basic degradation methods are divided into two categories: the payload reduction
method and the energy reduction method. A payload reduction method refers to a launch
mission carrying multiple payloads with the same or similar function, but there is only
a weak dependence between these payloads. After the fairing is thrown off, part of
the payload can be released in advance so that the remaining payloads can enter the
predetermined target orbit or safe orbit. An energy reduction method refers to matching
the remaining flight capability of the launch vehicle after the power failure by reducing
the energy required for the target orbit. In the second stage of flight, due to the smaller
thrust of the launch vehicle itself, the thrust-to-weight ratio after a power failure is even
smaller, the impact of the payload reduction method on the acceleration effect and climbing
efficiency of the subsequent flight stages of the launch vehicle is not significant, and if the
payload can be kept at an altitude lower than the original target orbit but higher than the
minimum safety orbit, the mission can be saved to the greatest extent by the payload’s
orbit change capability or space rescue. Therefore, an energy reduction method is normally
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preferred over a load reduction method. The schematic diagram of the target degradation
rule based on the orbit-injection strategy is shown in Figure 1.
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3.1. Energy Reduction Method

The energy of the target orbit E can be described as follows [19]:

E = − µ

2a f
(4)

This paper downgrades the perigee altitude hp and apogee altitude ha of the target
orbit to adjust the eccentricity and semimajor axis (energy).

hp(n + 1) = hp(n)− ∆h
ha(n + 1) = ha(n)− ∆h
a f = Re +

1
2
(
ha + hp

)
e f =

ha−hp
ha+hp+2Re

(5)

where hp(n + 1) and hp(n) are the perigee altitudes of the target orbit from the n + 1
and n degradations, respectively; ha(n + 1) and ha(n) are the apogee altitudes of the
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target orbit from the n + 1 and n degradations, respectively, the mean radius of the Earth
Re = 6, 371, 004 m, and the altitude degradation gradient ∆h = 10 km. The perigee and
apogee altitudes of the target orbit need to be degraded at the same time according to the
failure and mission attributes.

Although transfer orbiting is more fuel-efficient than direct orbiting, the final orbiting
approach still needs to be selected according to the mission and engine failure attributes.
When the power system failure mode requires the launch vehicle to minimize the orbit-
injection time or the mission requires a fast response, the launch vehicle should adopt the
direct orbiting method; otherwise, the launch vehicle adopts the transfer orbiting method.
In this study, the elliptical orbit with the apogee altitude equal to the perigee altitude of the
target orbit and the perigee altitude equal to the minimum safety height is selected as the
transfer orbit.

(1) Downgrading strategy when the original target mission is a circular orbit

First, it is necessary to determine whether the original target orbit is a sun-synchronous
orbit (SSO).

(a) SSO downgrade strategy

In the case of an SSO, it is necessary to adjust the target orbit inclination according to
the relationship between the SSO orbit inclination and orbit altitude while adjusting the
orbit altitude [20].

i f = arccos

(
−0.09886

( a f

Re

)3.5
)

(6)

The mission degradation schematic diagram of SSO is shown in Figure 2.
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Specifically: 1© when adopting the direct orbiting approach, the perigee altitude and
apogee altitude need to be reduced simultaneously, and the target orbit inclination needs
to be updated simultaneously; when it is reduced to hp = ha = hκ + δ0, if the launch
vehicle still does not have the orbit-injection capability, the payload reduction approach
will be adopted; 2©when adopting the transfer orbiting approach, it is assumed that the
injection occurs at the apogee. First, the apogee altitude is maintained, the perigee altitude
is reduced, and the fuel consumption of the transfer process is calculated. When the perigee
altitude is reduced to hp = hpmin, if the launch vehicle still does not have the capability
of transfer orbit, it needs to maintain the minimum perigee altitude, reduce the apogee
altitude, and update the target orbit inclination according to the change of apogee altitude.



Aerospace 2022, 9, 199 7 of 23

When the apogee altitude drops to ha = hκ + δ0, if the launch vehicle still cannot enter the
orbit, it will switch to the payload reduction mode.

(b) Non-SSO circular orbit degradation strategy

1© When the direct orbiting approach is adopted, the perigee altitude should be
lowered for the analysis of the orbiting capability; when it is lowered to hp = hpmin, if the
launch vehicle still does not have the orbiting capability, the minimum perigee altitude is
maintained, and the apogee altitude is lowered; when it is lowered to ha = hκ + δ0, if the
launch vehicle still does not have the orbiting capability, the payload lowering approach
will be adopted. 2©When the transfer orbiting approach is adopted, it is assumed that the
launch vehicle will be orbited at the apogee of the transfer orbit. When the perigee altitude
is reduced to hp = hpmin, if the launch vehicle still cannot enter the orbit of the transfer
orbit, the minimum perigee altitude is maintained, and the apogee altitude is reduced;
when the apogee altitude is reduced to ha = hκ + δ0, if the launch vehicle still cannot enter
the orbit of the orbit, the reduced payload mode will be adopted.

(2) Downgrading strategy when the original target mission is an elliptical orbit

(a) When the direct orbiting mode is adopted, priority should be given to maintaining
the perigee height of the target orbit and reducing the apogee height so that the
payload can enter the degraded orbit near the perigee of the original target orbit
for secondary orbital transfer of the payload; when it is lowered to ha = hκ + δ0 if
the launch vehicle still does not have the orbit-injection capability, the minimum
apogee altitude is maintained, and the perigee altitude is lowered; when the
perigee altitude is lowered to hp = hpmin, if the launch vehicle still cannot enter
the orbit for the transfer orbit, it will switch to the payload drop mode. Since
the launch vehicle has a high flight altitude in the second stage and the altitude
adjustment margin δ0 is reserved, there will be no situation where the apogee
altitude after degradation is less than the perigee altitude at the last degradation.

(b) When the transfer orbiting approach is adopted, the perigee altitude of the target
orbit is maintained, the apogee altitude is lowered, the fuel consumption for
orbit transfer is calculated, and the launch vehicle’s orbiting capability is judged;
when it is lowered to ha = hp if the launch vehicle still does not have the orbiting
capability of the target orbit, the minimum apogee altitude is maintained, the
perigee altitude is lowered, the fuel consumption for orbit transfer is calculated
again, and the launch vehicle’s orbiting capability is judged; when the perigee
altitude drops to hp = hκ + δ0, if the launch vehicle still does not have the
orbit-injection capability, it will switch to the payload reduction mode.

3.2. Payload Reduction Method

When the minimum orbit-injection requirement cannot be achieved by taking the
energy reduction approach or when the orbit energy reduction will seriously affect the
payload system function, the launch vehicle will be forced to abandon part of the payload
under power failure.

Usually, multiple payloads carried on the same mission are different, and for the
simplification of the problem, the mass reduction at each payload drop is assumed to be
mp, and the payload mass of the launch vehicle after n load drops can be described as:

Mload = Mint − nmp, n = 1, 2, . . . , N
(

Nmp ≤ Mint
)

(7)

where Mload denotes the total mass of the payload after degradation; Mint denotes the initial
mass of the payload; N denotes the number of times the maximum payload is degraded.

Considering the altitude degradation gradient in the energy reduction method and
the mass degradation gradient in the payload reduction method, the capacity generated by
the mission decision making will be no less than the actual optimal capacity.
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4. Trajectory-Planning Method

The flight status and the TDOS of the failure point can provide the direction of
mission degradation when the failure occurs, and the ATU-IGM can determine the target
orbit-injection capability of the launch vehicle after each degradation step. Therefore,
the combination of the ATU-IGM and the TDOS can be used to determine the launch
vehicle’s orbit-injection ability under different failures. Then, an effective and sufficient
decision-making sample can be obtained by traversing the failure states. On this basis, the
RBFNN can train the decision-making samples to obtain a decision-making model under
power failures for online trajectory planning of launch vehicles. When the launch vehicle
carries out mission online planning under failure conditions, the optimal orbital elements
can be obtained from the flight status, the failure information, and the TDOS. Finally, the
ATU-IGM is used to complete the online trajectory planning of the mission. The method
proposed in this paper can enter the enabled state at the time of fault because it can judge
the carrying capacity in real time through the fault information and decide whether to
re-plan the mission and trajectory independently.

For the generation of failure samples, the ATU-IGM only needs to obtain the remaining
flight time required to enter the target orbit and obtain the maximum flight time of available
fuel during transfer by calculating fuel consumption to determine whether the launch
vehicle has enough fuel for the target orbit. The ATU-IGM needs to calculate the complete
flight trajectory for online trajectory planning and give real-time guidance. Due to the
limitation of article length, the RBFNN section is not described in this paper. In summary,
the launch vehicle trajectory-planning process under power failures is shown in Figure 3.
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4.1. RBFNN Mission Decision-Making Model

Using the approximation ability of RBFNN for any unknown nonlinear function, this
paper uses RBFNN for the training of post-fault mission samples and the generation of
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online mission decision-making models. Euclidean radial basis function is adopted to
construct RBFNNs activation functions [2].

φjk = exp
(
− 1

2σ2 ‖xj − ck‖2
)

(8)

where xj is the j input, ck is the center of the kernel function of the k neuron in the hidden
layer, and σ is the width parameter of the function.

The output of RBFNN is:

yp =
h

∑
k=1

ωkp·φjk (9)

where ωkp is the weight coefficient from the k-th neuron in the hidden layer to the p-th
output of the output layer; h is the number of neurons in the hidden layer.

The number of input nodes is six, and the input attribute vectors are fault moment,
fault magnitude, whether the target orbit is circular, whether the target orbit is an SSO,
entry mode, and payload composition form. The number of output nodes is three. The
output label vectors are perigee, apogee, and payload mass. The OLS algorithm can obtain
the number of neurons and weight coefficients of the hidden layer. The mission decision-
making samples generated offline in the previous paper are divided into training and test
sets according to the ratio of 80% versus 20%, and the mission decision-making model is
obtained by neural network training using RBFNN. When used online, the mission decision-
making results under the corresponding fault conditions can be obtained according to the
RBFNN input attributes at the fault moment for online trajectory planning by the ATU-IGM.

4.2. Calculation of Fuel Consumption during Transfer (TCFC)

When the launch vehicle adopts the transfer orbiting mode after the power system
failure occurs, the fuel consumption from the transfer orbit to the target orbit needs to
be calculated and set aside. The capacity of the launch vehicle to enter the target orbit
is characterized by the flight capability of the launch vehicle entering into the transfer
orbit with the remaining fuel. The velocity pulse is used to enter the target orbit when the
launch vehicle flies to the apogee of the transfer orbit, and the velocity increment can be
expressed as:

∆v =

√
2µ(ha + Re)(

hp + Re
)(

ha + hp + 2Re
) −√ 2µ

(
hpt + Re

)
(hat + Re)

(
hat + hpt + 2Re

) (10)

where hpt and hat represent the perigee altitude and apogee altitude of the transfer
orbit, respectively.

The fuel consumption corresponding to the velocity increment when adopting the
transfer orbiting approach can be solved iteratively by Qi’s formula, and the solution
process is shown in Figure 4.
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4.3. Adaptive Target Update Iterative Guidance Method (ATU-IGM)

The ATU-IGM is a trajectory online planning method specially designed for mission
target degradation based on the IGM. The idea of the adaptive target updating strategy
(ATU) is similar to the iterative learning control (ILC), that is, using the previous result
information to modify the system input to achieve more accurate control of the target
task [21]. The ATU-IGM obtains the baseline mission target parameters by the TDOS at
sample generation or the RBFNN at online planning; meanwhile, the ATU-IGM determines
the spatial position of the target orbit (i f , Ω f , φ f ) using the flight state at failure point
and failure parameters; then, TAU-IGM adaptively adjusts the launch vehicle’s injection
position in orbit according to the predicted terminal position deviation.

When the power system failure occurs in the secondary flight segment, the launch
vehicle is already in the flight plane determined by the launch point and launch direction,
so the orbital inclination iκ and longitude of the ascending node Ωκ determined by the
state of the failure point can be used as the target orbital inclination i f and longitude of the
ascending node Ω f after the failure occurs.

Hκ = rκ × Vκ

iκ = arccos(Hκz/‖Hκ‖)
Ωκ = −arctan

(
Hκx/Hκy

)
i f = iκ
Ω f = Ωκ

(11)

where rκ , Vκ are the position vector and velocity vector of the failure point, respectively, Hκ

is the orbital angular momentum per unit mass, and Hκx, Hκy, and Hκz are the components.
As the engine thrust will decrease after the failure occurs, the geocentric amplitude

angle of the launch vehicle entering the target orbit increases, and the initial value of
the increased target orbit geocentric amplitude angle can be given by the failure factor
κ. Although the geocentric amplitude angle can be determined autonomously by the
ATU-IGM, a more reasonable initial value of the geocentric amplitude angle is still needed.
Let the geocentric amplitude angle corresponding to the failure point state be φκ and the
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geocentric angle between the failure point and the original target orbit-injection point
be ∆φref, the initial value of the target orbit geocentric amplitude angle after the failure
occurs is:

φ f = φκ +
∆φref

κ
(12)

According to the principle of optimal control, the analytical solution of iterative
guidance in the coordinate guidance system [9] can be written as Equation (13):{

ϕocf = ϕocf + Kϕ2t− Kϕ1
ψocf = ψocf + Kψ2t− Kψ1

(13)

where ϕocf and ψocf are the primary attitude angles used to ensure terminal velocity, and
Kϕ2, Kϕ1, Kψ2, and Kψ1 are coefficients of the secondary attitude angles for terminal
position deviation correction, which can be expressed as follow [11]: ϕocf = arctan

Vyocff−Vyocf0−gyocftg
Vxocff−Vxocf0−gxocftg

ψocf = −arcsin Vzocff−Vzocf0−gzocftg
‖Vocff−Vocf0−gocftg‖

(14)



Kϕ1 =
Yocff−F2(tg) sin ϕocf cos ψocf− 1

2 gyocft2
g−Vyocf·tg−Yocf0(

−F2(tg)+
F3(tg)F0(tg)

F1(tg)

)
cos ϕocf cos ψocf

Kϕ2 =
(Yocff−F2(tg) sin ϕocf cos ψocf− 1

2 gyocft2
g−Vyocf·tg−Yocf0)·F0(tg)

(−F2(tg)F1(tg)+F3(tg)F0(tg)) cos ϕocf cos ψocf

Kψ1 =
Zocff− 1

2 gzocft2
g−Vzocf·tg−Zocf0(

F2(tg)−
F3(tg)F0(tg)

F1(tg)

)
cos ψocf

Kψ2 =
(Zocff− 1

2 gzocft2
g−Vzocf·tg−Zocf0)·F0(tg)

(F2(tg)F1(tg)−F3(tg)F0(tg)) cos ψocf

(15)

 th = m
.

m F0(t) =
∫ t

0
Isp

th−t dt = Isp ln th
th−t F1(t) =

∫ t
0

Isp
th−t tdt = thF0(t)− Isp·t

F2(t) =
∫ t

0

∫ s
0

Isp
th−t dtds = F0(t)·t− F1(t) F3(t) =

∫ t
0

∫ s
0

Isp
th−t tdtds = F2(t)·th − t2 Isp/2

(16)

Therefore, the predicted terminal position deviation DX can be obtained from the
target point position Xocff in the X direction and the current point state (Xocf0, Vxocf0).

DX = Xocff − Xocf0 −Vxocf0·tg − 1
2 gxocft2

g − F2
(
tg
)

cos ϕocf cos ψocf
−F2

(
tg
)
Kϕ1 sin ϕocf cos ψocf + F3

(
tg
)
Kϕ2 sin ϕocf cos ψocf

(17)

The ATU-IGM updates the position of the injection point to eliminate the terminal
position deviation. The original target point is marked as A, and the updated target point
is marked as C. The parallel line of the OY axis is made through the point C and intersects
with the semimajor axis at the point B. The auxiliary line perpendicular to the OY axis
is made through the point B and intersects the OY axis at the point D. The initial true
anomaly is ∠BOD = θ0; ∆θ is the change amount of the true anomaly before and after
updating. The above geometric relationship is shown in Figure 5.
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The orbital dynamics can be described as Equation (18):

r =
a(1− e2)

1 + e cos(θ0 − ∆θ)
(18)

Equation (18) can be expanded as Equation (19):

r =
a(1− e2)

1 + e cos θ0 cos ∆θ + e sin θ0 sin ∆θ
(19)

Assuming k = DX
a(1−e2)

, ∆θ is a small amount in a single guidance cycle, which can be
obtained by Equation (20):

∆θ =
k(1 + e cos θ0)

1− ke sin θ0
(20)

Based on the transformation relationship between the orbital elements and the state
quantity, the updated coordinate components of the target orbit-injection point can be
calculated as Equation (21): Xocff = 0 Yocff =

a(1−e2)
1+e cos(θ0−∆θ)

Zocff = 0

Vxocff =

√
µ/a(1−e2)

Yocff
Vyocff = e sin(θ0 − ∆θ)

√
µ

a(1−e2)
Vzocff = 0

(21)

5. Results
5.1. Simulation Conditions

In this paper, based on the Long March 7 launch vehicle, the overall parameters of the
launch vehicle for the required simulation experiments were obtained through reasonable
adjustment of the overall parameters, and the main parameters are listed in Table 1.
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Table 1. General parameters of the launch vehicle.

Parameters Value

Configuration Two stages + boosters (liquid)

Takeoff mass (t) 600

Average thrust of the boosters (kN) 120 × 4

Average thrust of the first stage (kN) 70 × 4

Average thrust of the second stage (kN) 18 × 4

Fuel specific impulse of the boosters (m/s) 2942

Fuel specific impulse of the first stage (m/s) 2942

Fuel specific impulse of the second stage (m/s) 3342

Aerodynamic reference area (m2) 10

The list of parameters for designing a standard mission is shown in Table 2.

Table 2. Standard mission.

Parameters Value

SSO

Orbital height (km) 500

Orbital inclination (◦) 97.4

Orbit-injection mode Direct orbiting

Low-inclination LEO

Orbital height (km) 500

Orbital inclination (◦) 40

Orbit-injection mode Direct orbiting

Elliptical orbit

Orbital height (km) 400 × 600

Orbital inclination (◦) 97.4

Orbit-injection mode Direct orbiting

Launch site Wenchang, China

Among the three standard mission sets, the SSO mission has a capacity of 6.50 t, the
elliptical orbit mission has a capacity of 7.50 t, and the low-inclination LEO mission has a
capacity of 9.00 t. The following four sets of failure conditions are based on the mission
attributes and failure modes, as shown in Table 3.

Table 3. List of fault conditions.

No. Failure
Moment/s

Failure
Magnitude/% Target Orbit Type Orbit-Injection

Mode
Payload

Compositions

I 200 25 Low-inclination LEO Direct orbiting Integral
II 300 50 SSO Transfer orbiting Detachable
III 400 50 Elliptical orbit Direct orbiting Integral
IV 500 75 Elliptical orbit Transfer orbiting Detachable

5.2. Feasibility Analysis of Mission Decision Making

The training results of the mission decision-making model using RBFNN are shown
in Figure 6.
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For the given four groups of fault cases, the mission decision making and trajectory
planning are performed using the trained RBFNN and the ATU-IGM, and the simulation
results are obtained as shown in Figures 7–11.
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For the transfer orbit entry form, this paper calculates the fuel consumption mass by the
TCFC and then leaves the 3% fuel margin for the actual orbit transfer and takes the perigee
height and apogee height of the final target orbit as the result of the mission planning and
the entry deviation into the transfer orbit as the accuracy of trajectory planning. The results
of mission decision making and trajectory planning can be obtained as shown in Table 4.

Table 4. Feasibility results of mission decision making and trajectory planning.

No. Perigee
Altitude/km

Apogee
Altitude/km

Payload
Mass/kg

Semimajor
Axis Error/m

Eccentricity
Error

Orbit Inclination
Error/◦

I 410 500 9.00 85.76 4.85 × 10−5 3.94 × 10−5

II 410 490 4.99 147.84 −4.44 × 10−5 2.85 × 10−7

III 157 400 7.50 61.49 −6.18 × 10−5 7.84 × 10−5

IV 370 400 5.37 26.60 −6.73 × 10−5 3.78 × 10−4

The above results show that the proposed method can plan a reasonable and feasible
new mission under different fault conditions and mission attributes. For fault I, the launch
vehicle lost 90 km at perigee height, but all payloads (9.00 t) entered the mission orbit
with sufficient accuracy. For fault II, the launch vehicle firstly entered 410 km × 490 km
transfer orbit and finally entered the 490 km SSO due to the large magnitude and late
occurrence of the fault; the decision-making model enabled the launch vehicle to complete
high-precision orbit-injection when it was as close to the original target orbit height as
possible and retained most of the payload. For fault III, the launch vehicle lost 50% thrust
at the later fault time; the apogee height of the mission orbit decreased by a small amount
due to the height limit at fault time and the constraint of the integral direct orbiting, and the
carrying capacity could only be matched by significantly reducing the perigee height. The
perigee height of 157 km also meant that the launch vehicle was close to the edge of mission
failure. For fault IV, although the magnitude and time of fault occurrence were larger and
later than fault III, the launch vehicle could reduce the mission loss by transfer orbiting
and discarding part of the payload thanks to its better mission attribute requirements.
Besides proving the feasibility of the proposed method, these results also confirmed that
the mission attribute had a significant impact on mission decision making and loss under
power failure conditions.

5.3. Effectiveness Analysis of Trajectory Planning

To verify the effectiveness of the mission-planning results, the proposed method is
simulated in comparison with particle swarm optimization (PSO) by taking failure cases
I and IV as examples. For failure case I, the orbital semimajor axis is optimized by fixing
the payload mass and apogee height; for failure case IV, the payload mass is optimized by
fixing the target orbit parameters.

This paper uses the PSO algorithm with improved global search performance by Shi
and Eberhart [22]. Ignoring the adjustment of the launch vehicle to the motion plane after
the failure, the initial pitch angle and the slope of the two pitch angles according to the
time averaging are the particle positions, and the squared sum of the perigee altitude
deviation, apogee altitude deviation, and payload mass deviation is the value of the fitness
function. The number of populations is set to 30, and the maximum number of iterations
is 200. Comparative simulation results after optimization can be obtained, as shown in
Figures 12–17.
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The results of Figures 12–17 are shown in Table 5.

Table 5. Effectiveness results of mission decision making and trajectory planning.

No. Perigee
Altitude/km

Apogee
Altitude/km

Payload
Mass/kg

Semimajor
Axis Error/m

Eccentricity
Error

Mission-
Planning

Time/s

Mission-
Planning

Deviation/%

I 410 500 9.00 85.76 4.85 × 10−5 0.01
0.97I + PSO 414 500 9.00 −11.89 1.01 × 10−5 434.60

IV 370 400 5.37 26.60 −6.73 × 10−5 0.01
4.96IV + PSO 370 400 5.65 −205.41 4.39 × 10−5 552.78

The results show that, under the same fault condition, the mission loss obtained by the
proposed method is slightly larger than that of the PSO, but the calculation cost is far less
than that of the PSO. Theoretically, the optimal results will be obtained when the population
size, particle dimension of the PSO, and the number of iterations are large enough; the
degradation gradients used in this paper to simplify the neural network modeling process
limit the optimality of the method. However, this paper uses the RBFNN, the TDOS, and
the ATU-IGM to generate guidance commands, which make the control angle and states
smoother and can better meet the actual flight requirements; the PSO guidance commands
obtained by parameterizing the control have obvious parameterization characteristics (for
example, the linearized model adopted by the PSO in this paper) and are not only different
from the actual flight commands but also easy to make the states fluctuate greatly, as shown
in Figures 15 and 17.

In summary, it can be seen that the proposed method is almost at the same level with
the traditional numerical solution method in terms of the accuracy of mission planning
and trajectory planning, but mission adaptability and solution efficiency have been greatly
improved. The population size and initial guesses greatly influence the convergence and
computational speed of the PSO method. In contrast, the proposed method in this paper
uses the RBFNN for mission decision making, which simplifies the calculation process, and
the ATU-IGM for trajectory planning to generate the guidance instructions in analytic form.
Therefore, the timeliness of mission planning is effectively ensured.

6. Conclusions

To solve the problem of autonomous decision making and trajectory planning for
launch vehicles under power failures, this paper investigates the orbit-injection strategy
based on the target degradation rule and proposes an online trajectory-planning method
based on the combination of the ATU-IGM and the RBFNN. The TDOS performs gradient
degradation of the target mission from orbital energy and payload mass by analyzing
mission attributes, failure modes, and multi-payload composition. To meet the requirement
of flight timeliness, this paper proposes an online trajectory-planning method based on
the offline decision-making learning model and online parameter-mapping method. For
the offline decision-making learning model, RBFNN is used to train the optimal decision-
making samples under power failures generated by the combination of the TDOS and
the ATU-IGM; for the online parameter-mapping method, the main orbital elements are
generated from the trained decision-making model according to the mission requirements
and the failure states. Then, the remaining orbital elements are generated based on the
TDOS, and the ATU-IGM is used for parameter adjustment and online trajectory planning.

To test the feasibility of the proposed method, simulation analysis was conducted
under four sets of typical missions with failure conditions. The results show that the pro-
posed method can generate effective mission-planning results and achieve high trajectory-
planning accuracy for different mission types and fault states. To further test the effec-
tiveness of the mission planning, the particle swarm optimization method was used to
perform the optimization comparison simulation under power failure. The results show
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that the mission-planning results of the proposed method are conservative compared with
the optimization results. The maximum mission-planning deviation is 4.96%, determined
by the optimal failure mission samples’ height and payload mass degradation gradient.
In addition, the deviation of the decision-making model can be reduced by reducing the
gradient values. In summary, the proposed method can adapt to various mission situations
and has obvious computational efficiency advantages, providing theoretical support for
autonomous decision making and planning of space launch missions.
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