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Abstract: The strong growth rate of the aviation industry in recent years has created significant
challenges in terms of environmental impact. Air traffic contributes to climate change through the
emission of carbon dioxide (CO2) and other non-CO2 effects, and the associated climate impact
is expected to soar further. The mitigation of CO2 contributions to the net climate impact can
be achieved using novel propulsion, jet fuels, and continuous improvements of aircraft efficiency,
whose solutions lack in immediacy. On the other hand, the climate impact associated with non-
CO2 emissions, being responsible for two-thirds of aviation radiative forcing, varies highly with
geographic location, altitude, and time of the emission. Consequently, these effects can be reduced by
planning proper climate-aware trajectories. To investigate these possibilities, this paper presents a
survey on operational strategies proposed in the literature to mitigate aviation’s climate impact. These
approaches are classified based on their methodology, climate metrics, reliability, and applicability.
Drawing upon this analysis, future lines of research on this topic are delineated.

Keywords: climate impact; non-CO2 emissions; operational mitigation strategies; aircraft trajectory
optimization

1. Introduction

The aviation sector plays an important role in international mobility. Currently, avia-
tion is responsible for about 3–5% of total global warming [1]. The air transport industry is
expected to thrive worldwide, rating 4.4% yearly and over the next 20 years. The influential
parameters causing this development are, e.g., global population growth, metropolitaniza-
tion, marketing expansions, as well as technological evolution [2]. Such a growth rate
leads to a critical increase in environmental impacts. The aviation-induced climate impact
consists of carbon dioxide (CO2) emissions and of non-CO2 effects. The non-CO2 effects
comprise nitrogen oxide (NOx) emissions that are causing a concentration change in ozone
and methane, water vapor emissions, aerosols, and persistent contrail and contrail-cirrus
formation. CO2 and non-CO2 effects induce a change in the Earth’s radiation balance be-
tween incoming solar radiation and thermal outgoing radiation. This radiative imbalance
is referred to as radiative forcing (RF). The overall global aviation RF of non-CO2 effects is
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positive and thus warming [3]. Moreover, it is important to note that non-CO2 emissions
are responsible for two-thirds of the global aviation RF [1,4].

The technical core of the Single European Sky (SES) initiative launched in 2004 by the
European Commission, is SES Air Traffic Management (ATM) Research Joint Undertaking
(SESAR JU), that aims, among other objectives, to double airspace capacity whilst reducing
the impact on the environment by 5–10% by 2035 [5], and achieving carbon neutrality by 2050.
To tackle this challenge, we rely on the continuous development of more efficient aircraft, the
use of alternative fuels or novel propulsion (i.e., mainly reducing CO2 effects (it can also be
beneficial to reduce emissions such as NOx and soot)), and the avoidance of climate-sensitive
regions at an operation level (i.e., reducing non-CO2 effects).

The introduction of more efficient solutions, mainly reducing direct CO2 emissions,
is linked to implementation time scales of comparable magnitude to the contemplated
horizon, associated both with the availability of new products within the aeronautical
industry and the life cycle of current aircraft. The same applies to alternative propulsion.
The feasibility of electric aircraft (all-electric or hybrid) in particular relies on technological
enablers such as an increase in battery-specific energy. The specific energy density of the
battery is estimated to increase by a factor of four for all-electric flights up to 500 nautical
miles with 180 passengers on board [6], a factor which can be however reduced by resorting
to a hybrid solution. Considering initially a short-haul application of electric aircraft,
another key consideration directly affecting the profitability of this technology is charging
time. Additionally, one has to consider the carbon intensity of electric energy generation.
In [7], a hypothetical trend for the specific energy of batteries suggests that the viability of
short-haul narrow-body hybrid aircraft eventually resides on a shift towards renewable
energy production, nowadays requiring investment. Another alternative in the spotlight is
hydrogen-powered aircraft, which do not emit CO2 but, in turn, emit more water vapor,
which may lead to a higher formation of persistent contrails compared to kerosene-engine
exhausts. To explore the mitigation potential of hydrogen aircraft, a better understanding
of their climate impact due to contrail effects is required.

Alternative fuels, while having the benefit of running on existing engines, face a similar
issue. Their successful contribution towards mitigating the climate impact of aviation relies
on the sufficient availability of feedstock and refining industries, tied to the appearance of
policy and price stimulation, as estimated in [8]. However, this study excludes the effect
of non-CO2 emissions, the consideration of which results in significantly lesser mitiga-
tion [9]. Nonetheless, while the use of alternative propulsion, jet fuels, and the continuous
improvement of aircraft efficiency present themselves as necessary developments towards
the achievement of sustainable aviation, these solutions lack immediacy. Aside from large
implementation time scales, they require substantial investment in research, production,
testing, and certification. Consequently, employing alternative solutions that can bridge
this time horizon is crucial. Here is where climate-friendly aircraft operations can make
a difference.

In contrast to CO2 emissions, non-CO2 effects highly depend on the geographical
location, altitude, time of day, and current spatial and synoptic conditions. By taking into
account the dependencies of non-CO2 effects in the aircraft trajectory planning, operational
mitigation towards climate optimized aircraft trajectories is possible. Thus, to consider the
climate impact of aviation in the aircraft path planning, information on the climate-sensitive
regions, i.e., regions where those non-CO2 effects are significantly enhanced, needs to be
available. Moreover, aircraft dynamical models and the optimization approach are crucial
factors affecting the performance and mitigation potential of the optimized trajectories. Nu-
merous studies on climate-optimized trajectories exist. However, these studies differ, e.g.,
in the optimization algorithm, incorporation of climate impacts as the objective function,
number of flights, and maneuvres. That is why our study aims to provide a comprehensive
review of the state-of-the-art studies for the past two decades, i.e., 2000–2021, considering
these factors, e.g., aircraft dynamical model, climate metrics, and optimization approaches.
Of course, there exist some valuable surveys. For example, there are two surveys on the
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methods adopted for aircraft trajectory optimization (ATO) [10,11], and there is another
review on contrail avoidance techniques [12]. Additionally, climate mitigation strategies
were partially reviewed in the study of Zou et al. in 2013 (online version) [13]. The most
recent survey, considering the time period 2000–2018, was conducted on the mathematical
optimization in enhancing the sustainability of aircraft trajectory [14]. Here, in addition
to climate impacts, the authors also considered the effects of noise. However, the authors
in [14] did not review the climate impacts of aviation in sufficient detail. For instance, only
two studies regarding contrail mitigation strategies were reported, and also the focus was
on optimal control and meta-heuristic as solution approaches. Nevertheless, at the time
of publication of the above-mentioned survey, some additional papers had investigated
the reduction of contrail induced climate impacts, and used different techniques, including
path planning and mathematical programming, to mitigate climate impacts of non-CO2
emissions. In our proposed survey, this review is conducted so that all the mentioned
aspects regarding climate impacts of non-CO2 emissions and solution approaches are ad-
dressed in detail. After reviewing recent studies, existing scientific gaps are identified to
propose a future road map of eco-efficient flight planning.

The rest of the paper is arranged as follows. In Section 2, the motivation of this survey
is provided by presenting the climate impact of non-CO2 emissions and how they can be
mitigated using operational strategies. In Section 3, the optimization-based mitigation
strategies, including optimal control and non-optimal control approaches, are presented.
In Section 4, the recent studies in the literature are reviewed through the classification
proposed in Section 3. Challenges and scientific gaps are discussed in Section 5 and a future
road map is proposed. Section 6 closes the paper by presenting some concluding remarks.

2. Operational Mitigation Strategies for non-CO2 Climate Impact

This section describes the climate impact of non-CO2 emissions and the potential to
mitigate their effects by employing operational routing strategies. Then, various published
state-of-the-art approaches used as operational treatment are briefly presented.

Recently, state-of-the-art CO2 and non-CO2 RF estimates from global aviation (1940 to
2018) were reported in [1], showing that non-CO2 impacts comprise about two-thirds of the
net RF. Thus non-CO2 aviation emissions contribute to aviation-induced global warming
to a large extent. A detailed overview of all individual RF effects, including CO2 and
all single contributions of the non-CO2 effect is provided in [1]. Figure 3 of this study
(i.e., [1]) shows that the total non-CO2 RF effect is mainly caused by contrail cirrus and
NOx emissions. NOx emissions lead both to the chemical destruction of methane and to the
chemical formation of ozone; however, the resulting net NOx effect is positive, as the ozone
formation dominates. Overall the RF of contrail cirrus, in spite of its large uncertainty, has
the largest contribution to positive net RF. Water vapor and aerosol–radiation interactions
from soot particles are estimated to have a slight impact.

While CO2 emissions are only related to fuel consumption, non-CO2 emissions are
highly dependent on the meteorological and chemical background. Consequently, non-
CO2 climate impacts vary significantly with geographic location, altitude, and time of
the emission [15]. Taking into account the spatial and temporal dependency of non-CO2
climate impacts, aircraft trajectories could be adopted in order to avoid atmospheric regions
that are highly sensitive to aircraft emissions [16].

Operational Mitigation Strategies

From the operational point of view, the mitigation of aviation climate impact is
achieved by modifying aircraft maneuvres to avoid areas where those non-CO2 effects are
significantly enhanced, called climate-sensitive regions (CSR). The maneuvres can be the
change of departure time, cruise altitude, lateral path, speed profile, and combinations
of them. Therefore, to select a proper climate-aware trajectory for aircraft, information
regarding climate-sensitive regions needs to be available, allowing to evaluate trajectories in
the sense of contribution to climate impact. Besides, the approach to determine eco-efficient
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trajectory based on the considered metric (i.e., representative of CSR) plays an important
role in the net mitigation potential. Thus, to mitigate the climate impact of aviation using
operational strategies, the following two questions may be considered:

• How to integrate climate effects in aircraft trajectory planning?
• Which methods to generate optimized trajectories considering an objective function

expanded by climate effects?

The operational mitigation strategies for aviation’s climate impact can be classified
into two categories: non-trajectory optimization (NTO) (or, in some cases, simulation-based)
strategies and trajectory optimization (TO) techniques (see Figure 1). Within NTO methods,
after analyzing the properties of the climate impact of non-CO2 emissions, the route, time,
or the altitude of flights are slightly changed, and the mitigation potential is explored
(through simulating aircraft performance with trajectory predictors) (e.g., see [17,18]). As
for trajectory optimization, optimization techniques are employed to determine the aircraft
trajectory such that a cost function containing some user-defined objectives (i.e., climate
impact in this case) gets minimized [19,20].

The first attempts within the operational context were carried out using NTO strategies
to see how the climate impact of non-CO2 emissions can be mitigated with the change of
time or the place of emission (roughly from 1998) [21] (see Section 4.1 for the review of
these studies). These studies showed promising mitigation potential within the operational
concept. In this respect, planning aircraft trajectories in a more optimal and accurate
manner attracted many researchers from 2009. In fact, such strategies aim at finding the
best possible and admissible trajectory among a wide range of options that meets some
user-defined objectives. In other words, for instance, within simulation-based strategies, we
might mitigate the climate impact of aviation by reducing 2000 ft of the flight level, but it
may not be the best mitigation option. This is where optimal trajectories are more beneficial
because, in such strategies, the optimizer seeks over possible trajectories by means of the
employed optimization approach to select an optimal trajectory in the sense of considered
objectives. The focus of this review is on TO methods, however, some NTO strategies are
briefly reviewed in Section 4.1.

Operational Mitigation Strategies

Simulation-Based Approaches Optimization-Based Approaches

Non-Optimal Control Optimal Control

Mathematical Programming Indirect Optimal ControlDirect Optimal ControlMeta-heuristics

(Non-Trajectorty Optimization) (Trajectorty Optimization)

Gradient-based NLP Solver A* algorithm

Classic NLP Solver

Figure 1. Classification of methods employed in the literature to mitigate the climate impact of
non-CO2 emissions.

3. Trajectory Optimization

In general, optimization is the process of determining the best element among a set
of feasible and available alternatives. In particular, trajectory optimization seeks the best
possible trajectory of a dynamical system (e.g., aircraft dynamics in our case) in a finite-
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dimensional manifold with respect to some user-defined objectives as well as constraints
and boundary conditions. Depending on the benchmark, there exist various classifications
of trajectory optimization techniques (e.g., see [22,23]). This study aims to review and
classify those methods focused mainly on mitigating aviation’s climate impacts in two
categories: optimal control and non-optimal control approaches.

3.1. Optimal Control Approach

The optimal control (OC) is known as one of the most reliable dynamic optimization
techniques since it works in continuous time, considers the system’s dynamical behavior,
can provide analytic solutions to some types of problems, and adopts numerical methods.
Within optimal flight planning, the aim is to determine feasible trajectories for aircraft
considering practical constraints and the objectives specified by the flight planner.

One of the main features of optimal control over other mathematical optimization ap-
proaches is the consideration of the system’s motion along the time as dynamical constraints
in the optimization process, allowing to achieve feasible transition of system. As generally
considered within the optimal control framework, the time derivative of the system’s state
is modeled as differential algebraic equations (DAE) in the following form [24]:

ẋ(t) = f
(
t, p, x(t), u(t)

)
(1)

where u ∈ Rnu , x ∈ Rnx , and p ∈ Rnp are the vector of control inputs, states and alge-
braic variables, respectively and f is a vector field, mapping R×Rnp ×Rnx ×Rnu → Rn.
Equation (1) is continuous time representation of dynamical systems. The system can also
be represented in discrete forms, which lie out of the scope of this paper (interested readers
are referred to [25,26]).

In addition to the dynamical model of the system that is considered as differential
constraints, some non-differential restrictions may be imposed over the whole time horizon,
known as path constraints. Generally, these types of constraints are formulated as equality
and inequality constraints, respectively as

h
(
x(t), u(t), p, t

)
= 0

g
(
x(t), u(t), p, t

)
≤ 0

(2)

where h and g are the vector fields mapping h : Rnx × Rnu × Rnp × R → Rnh and g :
Rnx × Rnu × Rnp × R → Rng . 0 is a vector of zeros with appropriate dimensions, and
the equality and inequality signs are applied in an element-wise manner. Besides path
constraints, in a vast majority of optimization problems, some conditions are imposed on
the initial and final values of state and control variables of the dynamic systems. Such
constraints can also be considered as inequality and equality constraints, but in most cases,
the equality one with restrictions only on state variables is used, which is defined as

Ψ
(
t0, t f , x(t0), x(t f )

)
= 0 (3)

where Ψ : R×R×Rnx ×Rnx → Rnψ .
The optimal control theory seeks admissible control policies to optimize the perfor-

mance of the system represented by Equation (1) with respect to some path and boundary
constraints. Therefore, the optimization process needs an index to evaluate the perfor-
mance. In control engineering, precisely, optimal control, such a cost functional is called
the performance index. The objectives of the users should be mathematically interpreted
and included in the performance index. The following general form of performance index
is usually considered within OC problems, which is called Bolza [27]:

Ji(t0, t f , x, u) =M
(
t0, t f , x(t0), x(t f )

)
+
∫ t f

t0

L
(
x(t), u(t), p, t

)
dt (4)
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whereM : R×R×Rnx ×Rnx → R and L : Rnx ×Rnu ×Rnp ×R→ R are continuously
differentiable functions called terminal cost (or Mayer term) and running cost (or Lagrange
term), respectively. If i = 1, the optimization is a single-objective problem, and for i > 1 we
have multi-objective optimization.

Finally, we can state a general form of the deterministic OC problem as: the determi-
nation of control policy u(t) ∈ R that minimizes the performance index Equation (4) with
respect to dynamic constraints Equation (1), path constraints Equation (2) and boundary
constraints Equation (3):

min
u∈U

Ji(t0, t f , x, u) =M
(
t0, t f , x(t0), x(t f )

)
+
∫ t f

t0

L
(
t, x(t), u(t), p

)
dt

with respect to: ẋ(t) = f
(
t, p, x(t), u(t)

)
h
(
x(t), u(t), p, t

)
= 0

g
(
x(t), u(t), p, t

)
≤ 0

Ψ
(
t0, t f , x(t0), x(t f )

)
= 0

(5)

One can equivalently state this optimization problem as the determination of state,
control, and algebraic variables that minimize the performance index and satisfy a set of
dynamical, boundary, and path constraints. This is also true since, for instance, in numerical
approaches such as direct collocation methods, the states of the system are also considered
as decision variables [27,28].

3.1.1. Interpretation of Aircraft Trajectory Optimization as Optimal Control Problem

This section presents how, generally, aircraft trajectory can be optimized using OC
problem formulation.

Dynamical Model of Aircraft

To efficiently simulate, predict and optimize the trajectory of aircraft, accurate models
of dynamics that are capable of capturing its behavior in practice, while computationally
inexpensive, are required. As an example, the following set of differential equations is
associated with the full 4D point-mass model:

d
dt



φ

λ

h

vtas

γ

χ

m


=



(
vtas cos(γ) cos(χ) + wy

)(
RM(φ) + h

)−1

(
vtas cos(γ) sin(χ) + wx

)((
RN(φ) + h

)
cos(φ)

)−1

vtas sin(γ)(
T(CT)−D(CL)

)
m−1 − g sin(γ)

L(CL)
(
m · vtas

)−1 cos(µ)− g · v−1
tas cos(γ)

L(CL) sin(µ)
(
m · vtas cos(γ)

)−1

− fc(CT)


(6)

where λ is the longitude, φ is the latitude, h is the altitude, vtas is the true airspeed, m
is the mass, γ is the flight path angle, µ is the bank angle, χ is the heading, CT is the
thrust coefficient, and CL is the lift coefficient. In addition, (wx, wy) are the components
of the wind, RM and RN are the Earth’s ellipsoid radii of curvature in the meridian and
the prime vertical, respectively, T, D, and L are the magnitudes of the thrust, drag and
lift forces, g is the Earth’s gravity, fc is the fuel burn rate. As usually considered within
the air traffic management studies, for computational purposes, the aircraft dynamical
model represented by Equation (6) is reduced to more simplified models. For instance,
by choosing directly the heading χ as a control, instead of the bank angle, the aircraft
turn dynamics is disregarded, which would require more involved computations while in
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principle having little to no effect on the solution accuracy. A similar argument applies to
the climb angle instead of, for instance, resorting to the lift coefficient.

Path and Boundary Constraints

In addition to the dynamical model, a set of constraints is required for generating
applicable and feasible trajectories. Initial and final values of states such as the geographical
location of origin and destination, initial mass, and initial speed are some equality boundary
constraints that are usually considered in ATO. Moreover, feasible ranges for speed profile
and altitude can be interpreted as inequality path constraints.

Objective Function

Figure 2 shows the indices usually used for cost/climate optimal trajectory planning.
Fuel consumption and flight time can be considered in the objective function. Besides,
indices directly or indirectly considering climate impacts in terms of temperature change
can also be regarded as other objectives.

SOC

Consideration of Cost

Fuel consumption

Flight time

ATR
(Different ES, TH)

GWP
(Different ES, TH)

GTP
(Different ES, TH)

RFDirect emissions

Generation of 
persistent contrails

COC/DOC

Extra costs
(e.g., flight crew, cabin crew, landing fee, ...)

Consideration of Climate impacts

Increase of uncertainty

Increase of relevancy

Increase of uncertainty

Increase of relevancy

(time spent or distance flown in ice-supersaturation, PCFA or potcov)

ES: Emission scenario
TH: Time horizon

Cost metrics Climate metrics

Figure 2. Different objectives usually considered within cost/climate optimal trajectory planning.
Each block can be considered as an objective in the objective function.

To optimize aircraft trajectories, consideration of operating cost is a crucial aspect that
needs to be addressed. This is due to the fact that today’s aircraft operations are designed
and implemented based on minimum economical cost. There exist different definitions
for cost in the literature, such as simple operating cost (SOC), presenting cost with linear
relation to the flight time and fuel consumption, or via the so-called cash operating cost
(COC), as a comprehensive economic criterion that considers different aspects of cost such
as flight crew, cabin crew, landing fee, fuel, insurance, and maintenance for both airframe
and engines [29] (see Table 1). In [30], such a definition of the cost is called direct operating
costs (DOC). In the simplest cases, only flight time or fuel burn is considered as conflicting
objectives to the climate impacts.
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Table 1. Cost and climate metrics used in the literature for cost/climate optimal trajectory planning.

Cost Metrics

Metric Description

SOC Estimates cost with linear relation to the flight time and fuel consumption [31].

COC/DOC Estimates cost considering other aspects in addition to the flight time and
fuel consumption, including flight crew, cabin crew, landing fee, fuel, insurance, etc. [29,32].

Climate Metrics

Metric Description

RF Measures energy imbalance caused by changes in the Earth’s radiation balance between
incoming solar radiation and thermal outgoing radiation [33].

GWP Measures how much energy is absorbed for the emission of a trace gas compared to that of
equivalent CO2 over a time horizon [34].

GTP Measures global mean surface temperature change compared to an equivalent amount of CO2
at the end of a time horizon [35].

ATR Measures average temperature response over a time horizon (a derivative metric of GTP) [33].

To consider the climate impacts of aviation, extra variables need to be included in
the objective function (see Figure 2 right side). As non-CO2 climate impacts are highly
dependent on location and time of emissions, they can be mitigated with aircraft trajectory
optimization if considered as objectives. However, the mitigation potential can vary with
the climate metric employed for climate optimal trajectory planning. Possible indices used
to enable climate optimal trajectory planning are briefly presented in the following (see
Table 1). It is worth mentioning that the first two items, i.e., direct emission and persistent
contrail formation are not climate metrics; however, they may indirectly lead to mitigating
climate impacts (e.g., see [29], Table 4).

• Direct emission: Some studies in the literature considered the emissions such as CO2
and NOx in aircraft path planning [36]. Direct emission does not provide suitable
insight into the climate impacts since, for instance, the effects of 1 kg emission of
CO2 on climate are highly different from that of NOx [33]. Instead, these emissions
are usually inputted to other climate metrics to estimate the climate impacts caused
by them. To calculate different emissions, the corresponding emission indices are
required. There exist various approaches to calculate emission indices. Boeing fuel
flow method 2 (BFFM2) is an extensively employed approach in the literature to
calculate emission indices for NOx, CO, and HC [37,38].

• Generation of persistent contrails: A great majority of studies focused on avoiding
areas that are sensitive to the formation of persistent contrails (e.g., [39,40]). In these
so-called ice-supersaturated regions (ISSR), the formation of persistent contrail cirrus is
possible [41]. In some cases, in addition to the ISSR, Schmidt–Appleman criterion (SAC),
stating the formation of contrails at sufficiently low temperatures and sufficiently
moist (relative to liquid water) environments is adopted [42–44]. In the literature,
the consideration of both ISSR and SAC is called persistent contrail formation areas
(PCFA) [13]. Within the numeric global climate model, such areas can also be identified
by means of potential contrail cirrus coverage, a fraction of the grid box which contrails
can maximally cover under the simulated atmospheric condition [29,45,46]. Such
fractional representation is mainly due to the relatively large grid box size within
climate models. Usually, time or distance flown in contrail-sensitive areas is defined
as the objective to be minimized. In addition, the areas that are favorable for contrails
are inputted to those metrics that quantify their corresponding climate impact, as the
condition, determining the existence of the contrails.

• Radiative forcing: In some studies, RF has been used to quantify the climate impacts of
aircraft emissions [47,48]. However, RF is not a direct measure of climate change. Instead,
it measures the energy imbalance caused by changes in the Earth’s radiation balance
between incoming solar radiation and thermal outgoing radiation. Such radiative impact
has the potentiality to evolve the atmosphere temperature, estimated by RF [33].
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• Global warming potential: One climate metric that allows comparing the climate im-
pacts of all agents (i.e., greenhouse gases) is the global warming potential (GWP) [34,49].
GWP estimates how much energy (calculated using time-integrated RF) is absorbed for
the emission of a trace gas compared to that of 1 kg carbon dioxide (CO2) over a given
period. Thus, the larger the GWP, the more a given gas warms the earth in relation to
CO2 over that period. Depending on the objective and application, some factors need to
be considered to define suitable metrics. For instance, the emission scenario (e.g., pulse,
sustained, or future emission scenario) and time horizon (e.g., 20 years or 100 years) are
to be specified. The sustained emission scenario assumes constant emission of gas for
the considered period, while pulse emission regards the emission of gas for one year
and zero thereafter. The time period is specified with the selection of the time horizon.
The studies [33,34,49] have discussed the selection of these factors based on different
objectives. As an example, the pulse emission scenario for the time horizon of 20 years
can be a suitable option for representing the short-term climate impacts. In contrast,
50 and 100 years time horizons can be used to capture medium-range and long-term
climate impacts, respectively.

• Global temperature change potential: Unlike the GWP, estimating heat absorbed over a
given period caused by a greenhouse gas emission, global temperature change potential
(GTP) provides the temperature change at the end of the period [34]. This metric adapts a
linear system for modeling the global temperature response to aviation emissions and
contrails. In this metric, similar to the GWP, the changes are estimated compared to CO2.
For the GTP, the emission scenario and the time horizon need to be specified.

• Average temperature response: Another metric that measures the climate impact in terms
of temperature change is average temperature response (ATR) [33,49]. ATR is a derivative
metric of GTP which combines the integrated temperature change for different emission
scenarios and time horizons. Some functions (called climate change functions) have been
developed within the EU-projects REACT4C, ATM4E, and FlyATM4E to quantify the
climate impacts of each agent in terms of ATR. In Section 4, the employment of such
functions for climate optimal trajectory planning will be reviewed.

The climate impacts can also be quantified with different derivatives of GWP, GTP,
and ATR, such as mean GTP (MGTP) and absolute GTP (AGTP) [50].

In the studies that will be reviewed in Section 4, one can see that these indices,
combinations, or conversions of them have been used in the literature for determining
climate optimal trajectories. For instance, in [32], the GWP is converted to a monetary cost,
or in another study, PCFA is used for considering contrails effects, and GWP is used for the
remaining agents (i.e., NOx, CO2, and H2O emissions) [51].

As can be seen in Figure 2, some of the indices are inputted to other more relevant ones.
For instance, time and fuel are used to represent SOC (usually expressed in USD [29]), or in
the case of climate impacts, emissions are taken to calculate the corresponding warming
potential or temperature changes. It should be noticed that, despite increasing relevancy,
they may lead to more uncertain quantification of impacts [33,34].

3.1.2. Solution Approaches

There exist various approaches in the literature to solve the optimal control problem
formulated in the previous section. However, to select the suitable one, some factors need
to be considered. Depending on the structure of the control policy (i.e., closed-loop and
open-loop), online (e.g., receding horizon) and offline, level of optimality (e.g., sub-optimal
and optimal or local and global solutions), type of the dynamical system (e.g., linear or
nonlinear, number of state and control variables), the form of the cost functional (e.g., linear,
quadratic, or nonlinear), constraints, time horizon (i.e., infinite or finite), and computational
time, the applicability of these methods changes.

One classification of optimal control methods can be based on how they solve the
optimization problem, i.e., analytically or numerically. Theoretically, Pontryagin’s mini-
mum principle (PMP) and the Hamilton–Jacobi–Bellman (HJB) equation are the two main
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approaches that characterize optimal solutions to the OC problem. The former provides
the necessary conditions for optimality, while sufficient conditions are obtained from HJB.
As for the numerical approaches, we have indirect and dynamic programming methods
utilized to solve the problems obtained using PMP and HJB numerically, and the direct
approach, which directly attempts to solve the OC problem by converting the original
infinite-dimensional problem to a finite-dimensional one (i.e., nonlinear programming
(NLP)), called transcription. Figure 3 shows a classification of optimal control methods
used to solve ATO problems. In Appendix A, these methods are briefly presented.

3.2. Non-Optimal Control Approach

Non-optimal control methods try to solve dynamical optimization problems in a more
simplified manner. Some of the simplifications commonly assumed within these techniques
are disregarding aircraft dynamics and constraints or considering them in a streamlined
way, such as linearized ones. These methods aim to provide fast and, to some extent, re-
liable solutions, even if not resulting in the best trajectories. To tackle such optimization
problems, various approaches, such as geometric methods, path-planning algorithms (e.g.,
well-known A∗ and D∗ algorithm), combinatorial optimization, and meta-heuristics are usu-
ally employed [52]. Within these methods, the optimization problem is formulated normally
without considering aircraft dynamics or considering it partially to predict the performance
of trajectories such as speed, fuel burn, emission indices, and climate impacts. Then, by
making use of optimization techniques, the formulated problem is solved. For instance, if
the trajectory of an aircraft is given as a sequence of discrete or/and continuous variables,
and its performance can be quickly predicted, a suitable choice is a meta-heuristic approach,
applying combinations of randomized heuristic procedures iteratively to enhance the candi-
date solution. Simulated annealing [53], genetic algorithms (GA) [54], variable neighborhood
search [55], and particle swarm optimization [56,57] are some algorithms that are used as
meta-heuristics solvers. Due to exploration and exploitation features, such algorithms are
capable of providing approximate global solutions. In addition, they are not restricted to
requiring gradient information and are straightforward to be implemented. Moreover, for
such a class of problems, classical NLP solvers are beneficial to provide fast solutions. The
main drawback of classical (or gradient-based) NLP solvers is the sensitivity to the initial
guess, usually leading to local solutions.

Optimal Control

Hamilton–Jacobi–Bellman Pontryagin's Maximum Principle

Indirect Optimal Control

Collocation MethodsShooting Methods

Dynamic Programming

Direct Optimal Control

Collocation MethodsShooting Methods

Parallel Shooting Single Shooting Local Collocation Global Collocation

Parallel Shooting Single Shooting

PseudospectralMultiple

Multiple

Analytical 

Numerical

Heuristics

Figure 3. A classification of the optimal control methods used to solve aircraft trajectory optimiza-
tion problems.

The cost function of such optimization problems can be defined similarly in the sense
of objectives to those within OC problem formulation. For instance, the Lagrange term
of performance index may be approximated with a summation. Such methods are more
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beneficial when tackling the optimization for a high number of flights and also considering air
traffic complexity (e.g., conflicts). Mathematical programming, A∗ algorithm, meta-heuristics,
gradient-based NLP solvers such as successive quadratic programming (SQP), and interior-
point are non-optimal control methods that have been employed in the literature to solve the
climate optimal trajectory planning problem.

4. Review of Climate Optimal Trajectory Planning Studies

This section reviews the recent studies considering two main items: climate metrics
and optimization approaches. The review of recent studies is based on employed opera-
tional strategies, and the climate metrics will be discussed for each study. Although the
main focus is on reviewing trajectory optimization methods, some simulation-based (or
NTO) techniques are presented as well (in Section 4.1). Figure 4 shows a comparison
between simulation and trajectory optimization approaches using the number of studies
reported in the literature.

4.1. Simulation-Based Strategies

In this section, we briefly review the first attempts made using NTO strategies. As
presented in Section 2, within the NTO approach, the aircraft profile is slightly modified
for different cases, and the mitigation potential is studied.

Myhre and Stordal [58] identified that flying the peak traffic periods during sunrise
and sunset would be beneficial to reduce the climate impact of contrails. This is due to the
amount of solar radiation reflected by the contrails being higher and, to some extent, can
compensate for the warming impact of the trapped earth-emitted radiation.

0

5

10

15

20

2017-20212013-20162009-20122005-20082000-2004

51% 49%

Simulat ion-based

Optimizat ion-based

N
u
m

n
er

 o
f 
st

u
d
ie

s

Figure 4. Overview of investigated operational strategies for mitigating the climate impact of aviation.

Altering the cruise altitude is another alternative that has been studied numerously in
the early studies in this field. In [59], it was shown through air traffic control mathematical
simulator (RAMS) applied to European airspace that by restricting the cruise altitude
to prevent the formation of contrails determined using potential contrail coverage, it is
possible to mitigate the climate impacts by accepting an increase of only 4% in fuel burn
and maximally one minute’s delay in arrival time. The seasonal cycle analysis was also
performed, and the limit of maximum cruise altitudes was determined with respect to the
potential contrail fraction of 5% (calculated using the approach in [60]) for different months.
In the summertime, the highest allowable altitude was obtained at 31,000 ft. The authors
also extended their analysis to the long haul flights by focusing on the North Atlantic and US
airspace [17]. In the later study, the authors improved their results by considering short-term
variability (6 h period) in the atmospheric conditions (instead of using monthly values
over the whole day) of contrail coverage and proposed adaptive altitude restrictions for
each period within the month [18]. The latter approach was more efficient due to the high
variability of contrail formation with respect to time.

The effects of changing cruise altitudes on contrail coverage and its corresponding
RF were investigated linked to the European Fifth Framework Project TRADEOFF [61].
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It was reported that by decreasing the cruise altitude by 2000 ft, 4000 ft, and 6000 ft, the
global annual mean of contrail coverage reduces approximately linearly with the maximum
reduction of almost 45% for 6000 ft downshift of altitude. This study showed that the relative
changes of corresponding RF are very similar to those of contrail coverage. They observed
a substantial regional and seasonal variability in the contrail coverage and corresponding
RF with the altitude change. Mannstein et al. suggested the development of a flexible free
flight and the on-board detection of ISSR to change altitude in a real-time manner [12]. They
reported that the contrail formation avoidance, in this case, would be achieved only by a
slight change in flight altitude and, thus, more beneficial to the operating cost.

In addition to the vertical profile, Klima analyzed the effects of changing lateral paths
to avoid the formation of contrails [62]. This study constructed different fuel-optimized
aircraft trajectories considering various options for flying above, below, and around ISSR. The
rerouted flights were considered for 581 continental flights between 14 city pairs and 628
international flights over the North Atlantic between 15 city pairs. The performance of the
constructed trajectories was compared with the actual flights flown on a week of November
2011. The results showed a great mitigation potential in both persistent contrail formation
and the fuel burn, which was approximately, on average, 72% and 6%, respectively.

Chen et al. used the contrail frequency index and investigated the effects of changing
flight levels [63]. The persistent contrail formation was identified using the ISSR condition,
and the contrail frequency index was defined as the multiplication of aircraft position to
the ISSR. Their algorithm was performed to reduce contrails’ formation without adding
congestion to airspace. They reported that reducing persistent contrail formation causes
extra emission, and for pure contrail reduction strategy, it is possible to decrease the forma-
tion of contrail up to 88%. However, this value decreased when the trade-off factor with
respect to emissions was taken into consideration. In this study, the emissions were modeled
using a prototype of the Aviation Environmental Design Tool (AEDT) developed by the
Federal Aviation Administration (FAA). BFFM2 was employed to calculate the emission
indices of CO, HC, and NOx. The authors later extended their analysis by quantifying the
climate impact of emissions using absolute global temperature potential (AGTP) and then
expressing them as cost in dollars [64].

For the particular case of the EU-project REACT4C, within the study by Grewe et al., a
strategy was proposed for 391 eastbound, and 394 westbound flights in the transatlantic
region within the air traffic simulator (SAAM) [65]. SAAM is a tool allowing for creating,
changing, and designing the air traffic route network with all possible associated constraints.
For the case of conflict resolution, it employs a linear programming technique. The advanced
emission model (AEM 2.5.0) was developed to estimate the mass and emissions for the
generated 4D aircraft trajectories. The climate impacts were quantified by means of climate
change functions (CCFs) developed using the European Center HAMburg general circula-
tion model (ECHAM) and Modular Earth Submodel System (MESSy) and Modular Earth
Atmospheric Chemistry (EMAC) models [66,67]. The EMAC model performs a numerical
integration of the chemical and physical processes invoked by the emission of the different
species, and the CCFs are five-dimensional data sets (longitude, latitude, altitude, time,
type of emission), providing specific climate impacts, i.e., the estimated climate change for
a local emission [49,68]. These CCFs, which model the climate impacts of NOx emissions,
water vapor, and contrails, were developed for the North Atlantic region, considering a
representative winter pattern. In [65], to analyze the climate impacts, different climate indi-
cators with different emission scenarios over different time horizons such as P-AGWP100,
P-AGWP20, and F-ATR20 were investigated. The results revealed a great mitigation po-
tential in which, with a neglectable increase in costs, i.e., 0.5%, a 25% decrease in climate
impacts was achieved. In [69], a larger set of weather patterns, including respectively five
and three representative patterns in winter and summer, were analyzed for the CCFs. In [70],
these weather patterns for CCFs were employed in SAAM considering flights similar to [65].
It was reported 1% increase in the cost could decrease the climate impact by 10%.
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The mentioned approaches were efficient in the sense of reducing the climate impact
of aviation. In fact, these studies provide a valuable understanding of operational strategies
to mitigate the climate impact. However, it is worth mentioning that they are not the most
optimized ones. This is because, in these studies, only some maneuvers (e.g., change of
flight altitudes or routes) are simulated, and then suitable profiles are selected. Consequently,
there exists a wide range of scenarios that are not taken into consideration. As a result, an
operational approach that can select the best feasible trajectories (the best option in the view
of the user, e.g., climate impact in this case) over all possible trajectories would be more
efficient. To this end, from 2008, the researchers have been attracted to determine the aircraft
trajectories in an optimal manner. In Sections 4.2 and 4.3, optimization-based strategies will
be reviewed. It is important to note that some simulation-based strategies are suitable for
analyzing the climate impacts of numerous flights or scenarios, while in these cases, TO
techniques, especially those within the optimal control approach, generally suffer from the
computational perspective.

4.2. Non-Optimal Control Methods

As for the trajectory optimization techniques, we first start with non-optimal control
approaches, which are usually less accurate compared to optimal control methods, but some
of them are able to generate optimized trajectories in a fast and reliable manner. Table 2
summarizes the studies in the literature employing non-optimal control methods for climate
optimal trajectory planning.

4.2.1. Mathematical Programming

Within the mathematical programming approach, the TO problems are approximated
to be optimized using mathematical programming methods.

The first attempt considering climate impact as an objective to be minimized was
made by Campbell et al. using mixed-integer programming (MIP) to avoid ISSR [71]. It
was reported that for a single flight from O’Hara International Airport to Los Angeles
International Airport, by adopting a 2.76% increase in fuel burn, the formation of persistent
contrails could be completely avoided. In this study, the difference between employing
mixed-integer linear programming (MILP) and mixed-integer quadratic programming
(MIQP) for solving the optimization problem was explored. It was reported that MLQP
provides more efficient trajectories; however, it required excessively higher computational
time. The effects of planning horizon length and time step size within the receding horizon
algorithm on the determined trajectories were also discussed. The authors in the next
study [19], added a more realistic feature to their trajectory optimization technique, in
which, instead of precluding flights from flying ISSR, these regions were modeled as
soft constraints and included in the objective function with a penalization. For the same
scenario as the previous study (i.e., [71]), it was reported that with an approximately 50%
decrease in forming persistent contrails, the fuel burn increased by 1.48%. The aircraft
dynamical model in these studies was not considered in an accurate manner, and a linear
approximation was used to represent aircraft behavior. In addition, the impacts of wind
on the aircraft trajectory were not considered, and the potential fuel savings that can be
achieved by flying wind-optimal paths were neglected. Moreover, the different sets of
parameters and settings in these methods yielded different solutions; thus, their approach
was highly sensitive. The computational time to result in more accurate solutions while
handling many obstacles and dynamic constraints was extensively high.
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Table 2. Non-optimal control strategies proposed in the literature for climate optimal trajectories.

Non-Optimal Control Approach

Work Module/Model Method Climate Variables (Metric) Objective Function Maneuvers (DoF) No. Flights

Campbell et al. (2008) [71] - MILP/MIQP Contrails (ISSR) Contrail avoidance, fuel 3D Single

Campbell et al. (2009) [19] - MILP Contrails (ISSR) Contrail avoidance, fuel 3D Single

Wei et al. (2012) [72] LP Contrails (ISSR) Contrail avoidance, fuel 1D (Altitude) Multiple

Campbell et al. (2013) [73] - MILP Contrails (ISSR) Contrail avoidance, fuel 3D Single

Zou et al. (2014) [13] - IP Contrails (SAC + ISSR→ GWP∗) Costs due to fuel burn, crew, passenger
travel time, CO2 emission, contrail formation 4D with constant speed Multiple (44)

Celis et al. (2014) [36] - MADS and GA NOx emission NOx emission, time, fuel 3D Single

Lim et al. (2015) [74] MOTO NLP (fmincon in MATLAB) Contrails (ISSR→ RF) RF of contrails 3D (2D + T) Single

Lim et al. (2016) [47] MOTO NLP (fmincon in MATLAB) Contrails (ISSR→ RF) RF of contrails 3D (2D + T) Single

Foster et al. (2016) [30] TOMATO A∗ for lateral path (Contrails (ISSR), NOx, H2O, CO2,
CO, Black carbon, H2SO4) (GWP) DOC, GWPtotal 3D Single

Rosenow et al. (2017) [75] TOMATO A∗ for lateral path (Contrails (ISSR), NOx, H2O, CO2,
CO, Black carbon, H2SO4) (GWP) DOC, GWPtotal 3D Multiple (13,584)

Lim et al. (2017) [48] MOTO NLP (fmincon in MATLAB) Contrails (ISSR→ RF) RF of contrails, distance, time,
RF of CO2 emission 3D (2D + T) Single

Yin et al. (2018) [76] EMAC/AirTraf 1.0 GA Short-term NOx effects (aCCF→ ATR20) Cost (time and fuel), ATR20O3 3D (with constant speed) Multiple (85)

Yin et al. (2018) [46] EMAC/AirTraf 1.0 GA Contrails (potcov) Time + contrail distance 3D (with constant speed) Multiple (103)

Yamashita et al. (2020) [29] EMAC/AirTraf 2.0 GA (Contrails (potcov), O3, CH4, H2O, CO2)
(aCCF→ ATR20)

Time, fuel, SOC, COC, NOx emission,
H2O emission, contrail formation,
ATR20total

3D (with constant speed) Multiple (103)

Rosenow et al. (2019) [32] TOMATO A∗ for lateral path (Contrails (ISSR), NOx, H2O, CO2,
CO, Black carbon, H2SO4) (GWP) DOC, GWPtotal 3D Multiple (13,584)

Yamashita et al. (2021) [31] EMAC/AirTraf 2.0 GA (Contrails (potcov), O3, CH4, H2O, CO2)
(aCCF→ ATR20)

Time, fuel, COC, Contrail formation,
ATR20total

3D (with constant speed) Multiple (103)

MILP: mixed integer linear programming, MIQP: mixed integer quadratic programming, BIP: binary integer programming, NLP: nonlinear programming, MOTO: multi-objective
trajectory optimization, MADS: mesh adaptive search, ISSR: ice supersaturated region, GA: genetic algorithm, EMAC: ECHAM/MESSy Atmospheric Chemistry, TOMATO: toolchain for
multicriteria aircraft trajectory optimization, GWP: global warming potential, ATR: average temperature response.
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Wei et al. used the contrail frequency index similar to the approach proposed in [63]
and examined the effects of changing flight levels on climate impacts [72]. Their algorithm
was performed such that flying in areas favorable to produce persistent contrails reduces
without adding congestion to airspace using linear programming. In spite of higher con-
trails formation compared to the similar study [63] (which is a simulation-based strategy),
this study yielded better performance in terms of capacity by restricting shifted aircraft at
each flight level.

Campbell et al. proposed an on-board trajectory planning strategy using mixed-integer
linear programming (MILP) to find optimal trajectories with respect to fuel consumption
and formation of persistent contrail [73]. Similar to the previous studies, ice-supersaturation
was considered as the condition for persistent contrails (i.e., ISSR). For a single-flight
scenario, an analysis of the same route for 20 days showed that by accepting an increase of
0.48% in fuel, 58% of persistent contrails could be avoided. Just as in their previous studies
(i.e., [19,71]), the effects of wind were not considered, and a linearized aircraft model was
employed to represent the aircraft behavior.

Zou et al. proposed 4D trajectory optimization (with constant speed) using the binary
integer program [13]. In this study, for the first time, the climate impact of contrails was
quantified using the GWP indicator. To make results comparable, all the factors were
converted to monetary costs (in dollars), including fuel, crew, passenger travel time, CO2
emission, and contrails. By using a successive optimization algorithm, the results were
extended to multiple flight scenarios, considering the resolution of probable conflicts. It
was reported that the optimal trajectory depends highly on the time horizon selected for
calculating the climate impact of CO2.

4.2.2. Meta-Heuristics

Meta-heuristics approaches are employed when the trajectory of an aircraft is repre-
sented as a sequence of decision variables, and its performance can be quickly predicted.

Celis et al. proposed a 3D trajectory optimization technique based on GA and consid-
ered flight time, fuel burn, and NOx emission as optimization objectives [36]. The route,
altitude, and true airspeed were considered on four segments and optimized using GA
with respect to the defined objectives. It was reported that the minimum NOx-emission
trajectory caused a 10.4% reduction in NOx emissions while increasing flight time and fuel
burn by 1.0% and 3.9%, respectively.

Yamashita et al. developed the first version of air traffic simulator AirTraf, as a submodel
of the EMAC model in [77,78]. The aircraft trajectory optimization in this model is performed
using the GA algorithm. In this approach, several decision variables (typically 11) are con-
sidered to represent the vertical and horizontal trajectory of aircraft. Then, (third-order)
B-spline curves are used to represent trajectories smoothly using the coordinates (obtained
from decision variables). Fuel consumption, speeds, emissions (using the DLR method [77]),
and objective functions are calculated and evaluated on a number of segments generated
arbitrarily between coordinates. The adaptive range multi-objective genetic algorithm (AR-
MOGA) developed in [79–81] is employed to solve the formulated optimization. Although
the climate impacts were not considered in these studies (i.e., [77,78]), they were a basis
for the next studies considering climate impacts. For instance, the trajectory optimization
was performed using EMAC/AirTraf 1.0 to minimize the climate impact of ozone quanti-
fied using algorithmic climate change function (aCCF) in [76]. The CCFs developed within
EU-project REACT4C [49] were computationally expensive and, consequently, inefficient
for the real-time calculation of climate impacts required within the future climate-aware
trajectory planning. To deal with computational time spent in the EMAC model simulations
to derive the CCFs, within EU-project ATM4E (which stands for air traffic management for
environment), an approximate version of CCF called algorithmic CCF (aCCF) was presented,
representing a correlation of weather system at the time of emission and the respective cli-
mate effects [82]. The aCCFs are computationally more efficient and can be implemented by
known aircraft trajectory optimization techniques. Thus, Yin et al. used aCCF to quantify the
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climate impact of ozone with ATR20 as the climate indicator [76]. It was shown that, by flying
lower altitudes, the net RF due to climate optimal routing option is received 0.3 mW/m2

less than the cost-optimal one. The authors in [46], using the EMAC model coupled with
AirTraf 1.0 and a contrail submodel, optimized flight time and the flight distance through
contrail forming regions modeled using potential contrail coverage (potcov) (see [45] for the
calculation of potcov).

Yamashita et al. [29,31] developed the second version of AirTraf (i.e., AirTraf 2.0),
enabling aircraft trajectory optimization for nine different routing options. One of these
routing strategies is the climate optimal one, which employs aCCFs to model climate
impacts of CO2 and non-CO2 emissions based on ATR20. In the latter study, which investi-
gates the climate impacts of flying in different weather patterns (in summer and winter), the
authors reported that there is a potentiality to have cooling impacts within some weather
patterns [31].

4.2.3. Path Planning

Within path planning methods, the space is discretized, and the optimal trajectory is
determined through working with the generated network.

Foster et al. in [30] present a tool that is capable of optimizing aircraft trajectories
considering economic and ecological objectives, called Toolchain for Multicriteria Aircraft
Trajectory Optimization (TOMATO). In this study, CO2, NOx, CO, black carbon-based
emissions are calculated and then represented in monetary indices using emission trading
scheme (ETS) certificates. The tool uses the Compromised Aircraft performance model
with Limited Accuracy (COALA) to model the aircraft performance [83]. Similar to many
reviewed studies, ice-supersaturation was considered as the condition determining the
existence of persistent contrails. Then, the climate impacts were measured using GWP.
Direct operating cost (DOC) and GWP of all emissions and contrails were included in the
objective function. The optimization algorithm is similar to the classic A∗ algorithm for the
horizontal route. In the next studies [32,75], Rosenow et al. employed this tool to optimize
multiple flight scenarios (13,584 flights). In these studies, the network complexity analysis
using the number of conflicts as the metric was investigated. However, the attention was
only restricted to compare the number of conflicts between the actually flown trajectories
within the current structured airspace (obtained from EUROCONTROL Demand Data
Repository (DDR2)) and the optimized trajectory considering the future free-route concept,
and no resolution analysis was taken into account.

4.3. Optimal Control Methods

As presented in Section 3.1, optimal control methods solve the ATO problems formu-
lated as dynamical optimization. In Appendix A, different OC methods used in ATO are
briefly presented. Only direct and indirect approaches have been employed in the literature
to determine climate optimal trajectories. Table 3 summarizes the studies in the literature
employing optimal control methods for climate optimal trajectory planning. These studies
will be reviewed in the following.
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Table 3. Optimal control strategies proposed in the literature for climate optimal trajectories.

Optimal Control Approach

Work Module/Model/Software Method Climate Variables (Metric) Objective Function Maneuvers (DoF) No. Flights

Sridhar et al. (2010) [20] - Indirect (shooting) Contrails (ISSR) Contrail avoidance, fuel, time 2D Multiple (24, 12 city pairs)

Sridhar et al. (2010) [84] - Indirect (shooting) Contrails (ISSR) Contrail avoidance, fuel, time 2D Multiple (24, 12 city pairs)

Ng et al. (2011) [51] - Indirect (shooting) Contrails (SAC + ISSR), (CO2, NOx,
H2O) (GWP)

Contrail avoidance, GWP of CO2,
NOx, H2O, fuel, time 2D Multiple (15)

Sridhar et al. (2011) [40] - Indirect (shooting) Contrails (SAC + ISSR) Contrail avoidance, fuel, time 2D Multiple (24, 12 city pairs)

Soler et. al (2014) [39] BONMIN (MINLP), IPOPT (NLP) Mixed-integer optimal control Contrails (SAC + ISSR→ GWP∗) Costs due to fuel burn, crew, passenger travel
time, CO2 emission, and contrail avoidance 4D Single

Lührs et al. (2014) [85] - Indirect (shooting) (Contrails, O3, CH4, H2O,
CO2) (CCF→ ATR20) Time, ATR20total 2D Single

Hartjes et al. (2016) [86] GPOPS (transcription) /
SNOPT (NLP) Direct (pseudospectral collocation, SQP for NLP) Contrails (SAC + ISSR) DOC, contrail avoidance 3D Single

Lührs et al. (2016) [87] TOM (GPOPS (transcription) /
IPOPT (NLP)) Direct (pseudospectral collocation, IPT for NLP) (Contrails, O3, CH4, H2O,

CO2) (CCF→ ATR20) COC, ATR20total 2D/3D Multiple (9)

Niklaß et al. (2016) [88] TOM (GPOPS (transcription) /
IPOPT (NLP)) Direct (pseudospectral collocation, IPT for NLP) (Contrails, O3, CH4, H2O,

CO2) (eCCF→ ATR100)
COC, ATR100total
(Climate-restricted airspace) 4D Single

Matthes et al. (2017) [89] TOM (GPOPS (transcription) /
IPOPT (NLP)) Direct (pseudospectral collocation, IPT for NLP) (Contrails, O3, CH4, H2O,

CO2) (ECF→ ATR(20,100)) COC, ATR(20,100)total 4D Multiple

Niklaß et al. (2017) [16] TOM (GPOPS (transcription) /
IPOPT (NLP)) Direct (pseudospectral collocation, IPT for NLP) (Contrails, O3, CH4, H2O,

CO2) (eCCF→ ATR100)
COC, ATR100total
(Climate-restricted airspace) 4D Multiple (9)

Lührs et al. (2021) [90] TOM (GPOPS (transcription) /
IPOPT (NLP)) Direct (pseudospectral collocation, IPT for NLP) (Contrails (ISSR), O3, CH4, H2O,

CO2) (aCCF→ ATR20) Fuel, ATR20total 4D Multiple (13,000)

Matthes et al. (2020) [91] TOM (GPOPS (transcription) /
IPOPT (NLP)) Direct (pseudospectral collocation, IPT for NLP) (Contrails (ISSR), O3, CH4, H2O,

CO2) (aCCF→ ATR20) Fuel, ATR20total 4D Multiple (2000)

Niklaß et al. (2021) [92] TOM (GPOPS (transcription) /
IPOPT (NLP)) Direct (pseudospectral collocation, IPT for NLP) (Contrails, O3, CH4, H2O,

CO2) (eCCF→ ATR100)
COC + ATR100total
(Climate-charged airspace) 4D Single

Vitali et al. (2021) [93] - Direct (Chebyshev pseudospectral collocation) (Contrails (ISSR), CO2, NOx,
H2O, soot, SO2) (GWP) DOC, GWPtotal(20, 50 and 100 years) 4D Single

MINLP: mixed integer non-linear program, TOM: trajectory optimization module, IPT: interior-point, SQP: successive quadratic programming, GWP: global warming potential, ATR:
average temperature response, ISSR: ice supersaturated region, COC: cash operating cost, DOC: directoperating cost.
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4.3.1. Indirect Optimal Control

Due to the difficulty in deriving analytical solutions using PMP, especially singularity
analysis, simplified aircraft dynamics (e.g., 2D cases, optimizing only lateral path) have
been considered in the literature for determining climate optimal trajectories using an
indirect approach.

Sridhar et al. [20], for the first time, attempted to find climate-optimized trajectories by
considering the effects of wind. In this study, PCFA was used to capture persistent contrails,
and these areas were modeled as soft penalties in the cost functional of the optimal control
problem. PMP method was then employed to solve the optimization problem with flight
time, fuel burn, and the time spent in contrail formation areas as objectives. To solve the
received 2PBVP numerically, the indirect shooting approach was implemented. The trade-
off between the formation of persistent contrails and fuel consumption was explored for
12 city pairs in the continental United States. Without altitude optimization, the reduction
in the flight time in PCFA was gradual with the increase in fuel burn. When the altitude
was optimized, a 2% increase in fuel could decrease the total flight times in PCFA more
than six times.

In a later study [84], the authors modified the Future Air Traffic Management Concepts
Evaluation Tool (FACET) to include contrails for performing trajectory simulation and
optimization. For the simulation-based strategy, the contrail frequency index similar to [63]
was defined to evaluate the formation of persistent contrails. They first used simulations
(i.e., simulation-based strategy) to calculate contrail frequency index for different flight
levels. It was reported that the index could be lowered down to 42.55% in the case of
flying one level above the sensitive regions with the highest contrail frequency. They also
presented an optimization technique similar to their previous studies (i.e., [20]) to reduce
the time in ISSR and also explore the trade-off between the length of flight path and the
formation of persistent contrails. It was reported that flying shorter paths resulted in
higher contrails production and vice versa. In [40], in addition to the persistency condition
of formed contrail (i.e., ice-supersaturation), formation condition was also taken into
account using SAC, together called PCFA. They performed the optimization using the PMP
approach to determine optimal trajectories regarding fuel consumption and spent time
in contrail-sensitive regions. The trade-off between these two conflicting objectives was
explored for 12 city pairs in the continental United States. It was reported by adopting a 2%
increase in fuel consumption, the spent time in contrail sensitive regions decreased by more
than 70%. Ng et al. [51], proposed aircraft trajectory optimization considering the effects of
wind, climate impacts using GWP for CO2, NOx, and H2O and the avoidance of PCFA for
contrails. The indirect optimal control approach was employed to solve the optimization
problem. The fuel burn and climate impact of cross-polar air traffic flying different routing
options such as great circle, wind-optimal, and contrail-avoidance were calculated for
15 origin–destination pairs. The trade-off between the formation of persistent contrails
and additional GWP of aircraft emissions was also explored. It is worth mentioning
that by altitude optimization in this section, we mean that the optimization is performed
only considering lateral path and repeated for different altitudes, not simultaneously
optimizing both lateral and vertical profiles. Lührs et al. in [85] employed a similar
approach considering flight time and climate impacts as optimization objectives. The
climate impacts were quantified using climate change functions (CCF) developed within
EU-project REACT4C [68], estimating near-surface temperature changes in terms of ATR20.
The CCFs were developed for NOx emission, CO2, contrails, and water vapor. In all the
mentioned studies, the authors target the cruise phase of the aircraft at a constant altitude
and velocity such that they adopt a 2D formulation, having latitude and longitude or the
x-y coordinates of a horizontal plane respectively as state variables, and the heading angle
as the only control. Additionally, Ref. [20] considers as well the evolution of the mass.
However, the amount of simplifications in the dynamical model (constant velocity and
altitude), as well as the use of the heading as control, results in the dynamics of the aircraft
being represented by kinematic variables, such that the inclusion of a dynamical equation
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for the evolution of the mass of the aircraft is believed to be of limited contribution. In a
sense, it seems not to introduce additional information into the system. Another effect of
these simplifications is that it is generally not needed to introduce constraints, as altitude
and velocity are kept fixed, and the control, heading, is an angle. However, solutions may
be produced that require rates of change of heading which are not flyable.

4.3.2. Direct Optimal Control

Unlike the indirect approach, direct optimal control techniques are flexible enough to
deal with complex dynamical optimization problems since they work with discretization
to convert the original OC problem to the NLP. In this respect, the following studies have
performed the optimization in a more efficient manner, such as considering the optimization
of altitude in addition to the lateral path.

Hartjes et al. [86] considered DOC and avoidance of PCFA as the optimization objec-
tives. Then, the optimal control problem was formulated considering the 3DoF dynamics
of aircraft. Pseudospectral collocation method using GPOPS (General Pseudospectral
Optimization Package) was used for the transcription to NLP problem, and then SNOPT,
implementing successive quadratic programming (SQP) was employed to solve the result-
ing NLP problem. Vitali et al. in [93] used the direct Chebyshev pseudospectral method to
solve the trajectory optimization problem considering DOC and GWP for different time
horizons (i.e., 20, 50, and 100 years).

In [16,94], climate-sensitive regions were identified by means of the AirClim model,
linearizing the complex functional chain from emissions to climate change. In these studies,
the climate impacts of CO2, NOx emissions, H2O, and contrails were quantified using
emission-based climate change functions (eCCFs) and included in the cost functional.
The airspace is closed if the climate sensitivity of an area crosses a pre-defined threshold,
and in this case, the optimized trajectory calculated using trajectory optimization module
(TOM) based on direct optimal control approach rerouted these regions. In this study, a 3D
formulation with variable velocity and mass similar to [86] was adopted. TOM uses GPOPS
through its MATLAB interface for transcription and IPOPT (interior-point NLP solver) for
solving NLP. It was reported that the climate impact decreased 10% by accepting a 1%
increase in cost. The climate indicator used in these studies was the average temperature
response over the next 100 years (i.e., ATR100). The authors introduced climate-charged
airspace in the subsequent studies by assigning climate charges to the climate-sensitive
areas [88,92]. Within this concept, by avoiding highly climate-sensitive regions, in addition
to the climate impacts, the cash operating cost also reduces due to the reduction of charges
considered for climate impacts. In these studies, the quantification of climate impact and
the solution approach used for optimization are similar to [16,94].

Lührs et al. [87] used the CCF developed within the EU-project REACT4C [68] for NOx
emission, CO2, contrails, and water vapor. In this study, the optimization was performed
considering the trade-off between COC and climate impact quantified with CCFs for 2D
and 3D trajectories using TOM. It was reported that considering both lateral and vertical
profiles for the optimization is much more efficient than the optimization of the lateral
path alone.

After the development of aCCF within EU-project ATM4E, by taking into account the
effect on local air quality and noise, the concept of climate was extended to algorithmic en-
vironmental change functions (algorithmic ECFs) [89]. Then, a multi-objective optimization
problem was solved using TOM to mitigate the environmental impacts.

Lührs et al. in [90] optimized 13,000 intra-European flights with respect to both climate
impacts of non-CO2 emissions and fuel consumption. aCCFs were included in the objective
function to quantify the climate impacts, and the optimization was performed using TOM.
The authors concluded that 50% of climate impacts could be mitigated with only a 0.75%
increase in fuel consumption. In [91], using aCCFs and TOM, trajectories were optimized
for ATR20, and robustness in the sense of different climate indicators such as GWP was
investigated.
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4.4. Remarks

Based on the reviewed studies, we present some remarks and our drawn conclusions
in this section. First of all, aircraft behavior, meteorological conditions, and climate metrics
used in the reviewed studies were all considered deterministic.

The trend of operational strategies employed in literature for eco-efficient flight planning
is given in Figure 4. From Figure 4, one can conclude that the trend is toward the optimization
strategies, leading to more efficient mitigation potentiality. These optimization-based routing
techniques focused mainly on optimizing single aircraft. In the case of multiple flights,
each flight was optimized individually, and the sum of performances obtained from these
individually optimized flights was reported as the net mitigation potential.

Figure 5 shows the portion of each optimization-based methodology in all studies
employed TO strategies. First of all, Figure 5A compares the number of studies that
used optimal control and non-optimal control approaches. Although the optimal control
methods are known to be more accurate in optimizing aircraft trajectory, some limitations
exist with their implementation, justifying why they share almost the same portion with
non-optimal control methods. No recent study employed DP to obtain climate optimal
trajectories. DP provides sufficient conditions of optimality. However, its continuous
version (i.e., HJB equation) results in partial differential equations, which are daunting to be
solved from analytical and numerical points of view. The discrete version also suffers from
the curse of dimensionality (generally for systems with more than a few states) [24,26].
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Figure 5. Overview of investigated optimization-based strategies for mitigating climate impacts
of aviation.

As for the indirect approach, non-trivial calculations are needed to derive the neces-
sary conditions of optimality, and the derived conditions are not generic, in which, with
any changes in system dynamics, constraints, or cost functional, these equations are to be
calculated from the beginning. Analysis of singular problems is a challenging task, and
also, the initial guess for co-states is required here in addition to other parameters within
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the numerical solvers [26]. Several studies employed the indirect approach to determine
climate optimal trajectories; however, due to the mentioned difficulties, only optimizations
of the lateral path with some restrictive assumptions were considered (see Section 4.3.1). As
can be seen in Figure 5B, the trend in the optimal control is toward the direct approach. The
direct techniques are generic and efficient to solve optimization problems with nonlinear
dynamics, path, and boundary constraints since they work with discretization to convert
dynamical optimization problems to the NLP, which can be solved by employing efficient
solvers, including meta-heuristic and gradient-based ones [28]. Thus, using the direct
approach, full 4D trajectory optimization problems were considered in the recent climate
optimal routing studies (see Section 4.3.2). Despite the capability to solve complex ATO
problems, the high computational time and local optimality are known as the main limita-
tions associated with direct methods. Therefore, they are not the most suitable approach
for optimizing a high number of flights or scenarios (e.g., considering a whole day of traffic
over Europe, i.e.,≈30.000 flights). Therefore, the optimal control methods are more efficient
when optimizing a few flights (for direct OC) or working with simplified dynamics or
problems (for indirect OC and DP).

In the case of non-optimal control methods, especially meta-heuristic, even if they do
not produce the best trajectories, they can provide fast and reliable solutions, thus generally
suitable for a high number of flights and scenarios (e.g., AirTraf proposed in [29]). Moreover,
implementing such approaches is more straightforward than the optimal control. In
Figure 5C, most of the studies reported as non-optimal control strategies are meta-heuristic
and mathematical programmings. Mathematical programming techniques solve one of the
simplest types of aircraft trajectory optimization and generally are less accurate than meta-
heuristic methods in providing optimal trajectories. This is due to the made approximations
to be implementable with mathematical programming techniques. Moreover, in some cases
shown in [19,71,73], the optimizer required an extensively high computational time to
provide more reliable solutions.

Regarding the climate impact, many studies considered contrail-sensitive regions
as the objective function and aimed to avoid these regions (by minimizing time spent or
distance flown in such areas). In case of considering sensitive regions as optimization
objective, the optimizer will avoid forming contrails, however, without taking into account
the climate impact of contrails, which can have cooling or warming impact [1,4]. Therefore
this objective is not efficient in terms of trade-off with operational cost.

Most recent studies (e.g., [29,31,89–91]) employed aCCFs to quantify the climate
impacts of CO2 and non-CO2 emissions considering ATR20 as the climate indicator. One
reason for the employment of aCCFs is the potentiality to quantify and unify the climate
impacts of all agents in an efficient manner from the computational perspective, which
trajectory optimization techniques can suitably employ.
All in all, from the review conducted in this paper and the summary, we can conclude

• The mitigation potential of non-CO2 climate impacts using operational strategies
is promising.

• The use of trajectory optimization techniques is increasing due to the capability to
produce more efficient trajectories (in the sense of mitigation potential).

• Although the optimal control is known as one of the most reliable approaches to solve
trajectory optimization problems (at least considering the free-route concept), due to
some drawbacks with the implementation, they share almost the same portion with
non-optimal control methods to the total trajectory optimization-based techniques.

• The focus has always been on conventional jet-powered aircraft.
• The mitigation strategies using ATO techniques reviewed in this paper were mostly

performed on single flights.
• The aircraft performance, meteorological variables, and climate and cost indices were

all considered deterministic in the reviewed studies.

The following section will discuss these items in detail, and a future road map
is proposed.
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5. Discussion and Challenges

Based on the reviewed studies, we present some challenges and scientific gaps that
are crucial to be addressed in future studies in this field. In the following, the challenges
will be presented in terms of required items to formulate aircraft trajectory optimization
problems considering climate impact, i.e., objective function, aircraft dynamics, and solution
approaches. The challenges that will be discussed regarding the objective function are
referred mainly to how to model climate metrics and how to consider and quantify the
associated uncertainties in the modeled metrics and the inputted meteorological variables.

5.1. Objective Function: Physical Understanding and Predictability of Aviation Climate Impacts

The determination of climate optimal trajectories relies on aircraft performance (cap-
tured by dynamic model), physical and operational constraints, and the climate impacts
included in the objective function. In this respect, the actual mitigation potential relies
highly on the dependability of the quantified climate impacts (from the considered met-
ric) [49,65,89]. As has been nicely pointed out in the EU-project, FlyATM4E concept
paper [95], there are different types of uncertainties to understand and quantify the climate
impacts associated with aviation, such as uncertainties from climate science, uncertain-
ties in calculating engine emissions, and uncertainties in the weather forecast. Standard
weather forecasts are associated with uncertainties due to the imperfect understanding of
the atmosphere, modeling errors of physical parameterization, and nonlinear, sometimes
chaotic, dynamics [96,97]. Uncertainties from climate science are mainly related to the
current level of scientific understanding, which is still not mature [1]. According to [95],
representation of atmospheric processes, estimation of RF, and selection of physical climate
metrics are the main uncertainties related to climate science.

To have a reliable estimation of mitigation potential within operational strategies,
these sources of uncertainty need to be identified and quantified. For instance, an approach
to quantify uncertainties due to meteorological situations is to use probabilistic weather
forecasting (PWF) [98]. Among different approaches, the ensemble prediction system (EPS)
is known as the most promising method in PWF [97,99,100]. EPS is a numerical weather
prediction approach that generates N individual forecasts. These forecasts within EPS
can be obtained using different techniques. Each forecast indicates a possible realization
of weather variables, and in reality, the actual weather condition is expected to lie in the
predicted dispersion of weather variables obtained using ensemble members. For instance,
let us consider the climate impact of ozone in the sense of aCCF. Within the EPS forecast,
we are given N different forecasts for weather-related variables, e.g., temperature and
geopotential in this case, yielding N different aCCFs ( i.e., aCCFO3,i for i = 1, . . . , N), named
ensemble aCCFs. This is the same for system dynamics (due to effects of temperature and
wind) and other aCCFs.

The sources of uncertainty, if not considered in the aircraft trajectory planning, will
lead to unreliable solutions. To the best of our knowledge, all the studies reviewed in
this survey were performed in a deterministic manner, and the determination of robust
climate optimal trajectories is missing in the literature. One of the objectives of EU-project
FlyATM4E is to address the mentioned sources of uncertainty in the developed aCCFs
to generate robust aCCFs (i.e., R-aCCFs), allowing robust eco-efficient flight planning
(interested readers are referred to [95]).

5.2. Aircraft Dynamics and Constraints: New Models for H2 and Hybrid Vehicles

While the current and short-term aviation propulsion systems are mainly based on
kerosene-driven jet engines, new entrants are expected in the medium-term. This is the case
of electric propulsion, H2 driven propulsion, hybrid artifacts that may combine electric/H2
driven engines with kerosene jet, and the use of sustainable aviation fuels (SAFs). In all
cases, additional studies of emissions and their impact would be needed, together with
new dynamical models to capture adequately the dynamical behavior of such systems.
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One of particular importance is H2-powered aircraft. According to the EU’s Horizon
Europe and the EU’s Clean Aviation funding programs, hydrogen propelled aircraft are
thought to play a leading role in what concerns environmentally friendly aeronautics [101].
Hydrogen can potentially overcome issues related to the low capacity (mainly specific
energy) of current and forthcoming batteries technology. There are two main ways to use
hydrogen as an energy provider; the first one leverages on fuel cells, devices that use the
chemical energy of hydrogen (or other fuels) to cleanly and efficiently produce electricity;
the second strategy would use hydrogen as propellant directly in the combustion chamber
of the modified engines. In both cases, hydrogen needs to be stored in tanks. Even though
hydrogen-propelled aircraft are referred to as zero-carbon aircraft, this does not mean their
environmental impact is negligible: Their contribution to non-CO2 emissions, especially
when it comes to water vapor and the potential formation of linear and persistent contrails,
can play an equally or even larger noxious role to the environment when compared to
kerosene-engine exhausts.

Needless to say, according to this survey, the focus has always been on conventional
jet-powered aircraft. The analysis and climate-oriented optimization of H2-powered aircraft
trajectories is missing in the literature. More efforts in the understanding of their emissions,
the associated impact, and the modeling of the equations of motion and constraints are
needed (e.g., see [102] for the study on the contrail coverage of hybrid-electric aircraft).
When it comes to hybrid-powered vehicles, hybrid dynamical systems may be needed [103].

5.3. Solution Approach: Development of Efficient Deterministic/Stochastic Dynamical
Optimization Solvers

The optimal control is known as one of the most efficient techniques to solve dynamic
optimization problems, including aircraft trajectory optimization. However, as mentioned
in Section 4.4, there exist some drawbacks with the numerical OC techniques in ATO. These
issues are mainly related to the computational time and local optimality with the direct
method, difficulty in deriving necessary conditions of optimally for complex ATO problems
and solving 2PBVP with the indirect method, and curse of dimensionality with DP.

In addition, as mentioned in Section 5.1, to have reliable aircraft trajectories, the
consideration of possible sources of uncertainty is necessary. After introducing suitable
quantification of uncertainties (e.g., EPS forecast for meteorological uncertainty), a stochas-
tic dynamical optimization problem needs to be solved. Considering uncertainties in the
dynamical optimization problem is challenging. One of the main issues besides suitable
problem formulation is the computational time. For instance, within the ensemble weather
forecast, instead of considering one realization of weather variables, the optimization is
to consider N probable forecasts. Several studies in the literature have proposed robust
ATO considering the ensemble weather forecast; however, not within the climate optimal
routing context (e.g., [104–106] for non-optimal control, and [107–109] for optimal control
approaches). Following the robust optimal control-based methods proposed in [107–109],
the dynamical model of aircraft is expanded with the number of scenarios (due to ensemble
members). In this case, the dimension of state space increases linearly. Such an approach
avoids the curse of dimensionality; however, it increases the computational cost and the
probability of getting stuck in local solutions.

In conclusion, aircraft trajectories are to be generated with acceptable accuracy in
a computationally fast manner and robust to different sources of uncertainty. Thus, the
development of robust dynamical optimization solvers (mainly optimal control approach)
that can satisfy these objectives is beneficial. Formulating the dynamical optimization
problem to be implementable on the graphics processing unit (GPU) in a parallel manner
would be efficient from the computational time perspective. For instance, in [110], by
leveraging the computational power on GPU, the robust 4D trajectory in the structured
airspace was optimized in seconds considering 32 ensemble members.
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5.4. Network-Scale Climate Optimal Trajectories

The operational mitigation strategies using ATO techniques reviewed in this paper
were mostly performed on single flights. Though some studies have run simulations with
hundreds or thousands of flights, each of those flights has been tackled independently,
without the consideration of interactions and network effects. Thus, the analysis of the
climatic impact at the network scale is simply non-existent.

Climatic effects have not been considered as a factor to limit the capacity of the ATM
system (e.g., as it is done in some European cities to limit road transportation), nor in-
corporated in any of the network-wide modeling and solution approaches presented in
the literature. Indeed, these approaches require considering large-scale airspaces and
thousands of flights, including their interactions (propagation of uncertainties at the net-
work level and models to consider resilience). In such scenarios, the problem becomes
cumbersome and very difficult to solve using classical optimization techniques.

Identifying climatic hotspots and incorporating them into network-wide models and
solution approaches for problems related to, e.g., demand and capacity balancing, network
complexity, and resiliency, are open scientific gaps.

6. Conclusions

This paper surveyed the recent operational techniques proposed in the literature to
mitigate the climate impacts of non-CO2 emissions. These studies were analyzed and clas-
sified mainly based on the used climate metrics and the employed operational approaches.
It was concluded that the mitigation potential of aviation climate impact using operational
strategies is promising. In addition, the current trend is towards trajectory optimization
techniques since they can generate more efficient trajectories in the sense of mitigation
potential. Moreover, some scientific gaps were identified: (1) the focus of trajectory op-
timization has always been on conventional jet-powered aircraft, (2) the consideration
of climatic impact at the network scale is non-existent in the literature, and (3) no recent
study has considered robustness with respect to the uncertainties associated with aircraft
behavior, climate metrics, and meteorological conditions. Based on the identified gaps, the
following future directions of research in this field were proposed:

• Physical understanding and predictability of aviation climate impacts, particularly
understanding and quantifying the uncertainties associated with climate science and
meteorological forecast.

• Better understanding of H2- and hybrid-powered aircraft emissions, the associated
climate impacts, and the modeling of the equations of motion.

• Developing high-performance dynamical optimization solvers to generate robust
eco-efficient trajectories with acceptable accuracy in a computationally fast manner.

• Identifying climatic hotspots and incorporating them into network-wide models and
solution approaches for problems related to, e.g., demand and capacity balancing,
network complexity, and resiliency.

Author Contributions: Conceptualization, A.S. and M.S.; writing—original draft, A.S. and M.S.;
writing—review and editing, A.S., M.S., D.G.-A., S.M., V.G., S.D., S.B., H.Y., F.L., B.L., M.M.M., F.Y.
and F.C.; project coordinator, S.M.; funding acquisition, S.M. All authors have read and agreed to the
published version of the manuscript.

Funding: This research was carried out as a part of the project EU-project FlyATM4E. FlyATM4E
has received funding from the SESAR Joint Undertaking under the European Union’s Horizon 2020
research and innovation programme under grant agreement No 891317. The JU receives support
from the European Union’s Horizon 2020 research and innovation programme and the SESAR JU
members other than the Union.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.



Aerospace 2022, 9, 146 25 of 32

Abbreviations
The following abbreviations are used in this manuscript:

ATO Aircraft trajectory optimization
ATM Air traffic management
OC Optimal control
TO Trajectory optimization
NTO Non-trajectory optimization
CSR Climate sensitive region
PCFA Persistent contrail formation areas
ISSR Ice-supersaturated
SAC Schmidt–Appleman criteria
CCF Climate change function
aCCF Algorithmic climate change function
eCCF Emission-based climate change function
GWP Global warming potential
GTP Global temperature change potential
AGTP Absolute global temperature potential
ATR Average temperature response
RF Radiative forcing
PMP Pontryagin’s minimum principle
HJB Hamilton–Jacobi–Bellman
SOC Simple operating cost
COC Cash operating cost
DOC Direct operating cost
NLP Nonlinear programming
2PBVP Two-point boundary value problems
DAE Differential algebraic equations
FACET Future air traffic management concepts evaluation tool
BFFM2 Boeing fuel flow method 2
SQP Successive quadratic programming
AEDT Aviation environmental design tool
FAA Federal aviation administration
MIP Mixed-integer programming
MILP Mixed-integer linear programming
MIQP Mixed-integer quadratic programming
BIP Binary integer programming
TOMATO Toolchain for multicriteria aircraft trajectory optimization
MOTO Multi-objective trajectory optimization
GA Genetic algorithm
EMAC ECHAM/MESSy atmospheric chemistry
TOM Trajectory optimization module
IPT Interior-point
RAMS Air traffic control mathematical simulator

Appendix A. Optimal Control Methodologies

Different optimal control methods employed in ATO are briefly presented in the following.

Appendix A.1. Pontryagin’s Minimum Principle (PMP)

Pontryagin’s minimum principle (PMP) is an analytic optimal control approach that
yields the necessary conditions of optimality using the calculus of variations theory [24].
Let us consider a general dynamical optimization problem with the following Bolza form
of performance index

J(t0, t f , x, u) =M
(
t f , x(t f )

)
+
∫ t f

t0

L
(
t, x(t), u(t)

)
dt (A1)
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and the state-space representation of the system dynamics and boundary constraints
respectively as:

ẋ(t) = f
(
t, x(t), u(t)

)
, x(t0) = x0

Ψ
(
t0, x(t0), t f , x(t f )

)
= 0

(A2)

Then, define the Hamiltonian

H(x, u, λ, t) := L(t, x, u) + λT(t)f(t, x, u) (A3)

where λ(t) : R → Rnx is called the vector of costates. The necessary conditions for
the trajectory xo to minimize the cost functional Equation (A1) while satisfying system
dynamics and boundary constraints are listed as follows:

• Euler–Lagrange equations:

dx∗

dt
=

∂H
∂λ

,
dλ∗

dt
= −∂H

∂x
(A4)

• Transversality conditions:

λ(t f ) =

[
∂M
∂x

+ lT ∂Ψ
∂x

]
t=t f

(A5)

where l ∈ Rnψ is called Lagrange multipliers.

These conditions represent the necessary conditions of optimality for the simplest
problem, in which the final time is fixed, and no equality and inequality constraints are
considered. For more complex problems, additional conditions are required [24]. For
instance, for free final time problem we have[

∂M
∂t

+H
]

t=t f

= 0. (A6)

As can be seen, the differential equations characterized the necessary optimality
conditions define 2PBVP. For most cases, it is not trivial to solve the resulting 2PBVP
problem analytically, and usually, numerical approaches called indirect optimal control are
employed.

Numerical Approach (Indirect Optimal Control)

The necessary conditions of optimality obtained from the PMP approach are solved
numerically using the indirect optimal control approach. It is called indirect since we first
optimize by deriving the conditions for optimality, then discretize the resulting 2PBVP
to be employed by numerical solvers such as single shooting [111], and multiple shoot-
ing [112] algorithms.

Despite providing sufficient conditions for optimality, as can be seen from the formu-
lations, non-trivial calculations are needed to derive the necessary conditions of optimality,
and the derived conditions are not generic, in which, with any changes in system dynamics,
constraints, or cost functional, these equations are to be calculated from the beginning. An
initial guess for co-states not having physical interpretations is required here in addition to
other parameters within the numerical solvers [113].

Appendix A.2. Hamilton-Jacobi-Bellman (HJB)

The HJB equation provides sufficient conditions of optimality represented with partial
differential equations (PDE). Let consider the state-space representation of system dynamics
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and cost functional as Equations (A1) and (A2), respectively. The optimal control policy in
the form of uo(t) = k

(
t, x(t)

)
is the solution of the following minimization problem

uo(t) = arg min
u

{
L(t, x, u) + VT

x (t, x) · f(t, x, u)
}

(A7)

where V(·) is called value function defined as the minimum value of the cost functional, i.e.,

V(t, x) = min
u

{
M
(
t f , x(t f )

)
+
∫ t f

t0

L
(
t, x(t), u(t)

)
dt
}

(A8)

which must satisfy the following PDE, called HJB equation

−Vt(t, x) = min
u

{
L(t, x, u) + VT

x (t, x) · f(t, x, u)
}

(A9)

with the boundary condition V(t f , x(t f )) =M
(
t f , x(t f )

)
. An analytic solution to the HJB

equation is very difficult due to the resulting partial differential equations, and only for
some simple cases such as quadratic performance index with linear system dynamics called
linear quadratic optimization problem, the analytic solutions have been developed [26].

Numerical Approach (Dynamic Programming)

If one discretizes the continuous dynamical optimization problem, the following
recurrence form of the HJB equation can be employed:

Vk(xn−k) = min
un−k

{
L̂(xn−k, un−k) + Vk−1(f̂(xn−k, un−k)

}
(A10)

which is known as the Bellman equation. In Equation (A10), n is the number of steps, k is
the k-th step, and ˆ(·) denotes the discrete approximation. The main drawback associated
with the discrete HJB (i.e., DP) is the computational cost which is high for systems with
more than a few states. In other words, it causes the “curse of dimensionality”, which refers
to an exponential increase in the required computational resources with the dimension of
the dynamical system.

Despite the high computational efforts needed to calculate the optimal solution, this
method has some advantages, such as resulting in global solutions, providing a closed-
loop policy, and the ability to extend the results to stochastic problems. Moreover, some
techniques approximating different components of the original dynamic programming
problem have been proposed to enhance the computational cost. These methods are called
approximate (or adaptive) dynamic programming (interested readers are referred to two
valuable books by Bertsekas [114] and Powell [115]).

Appendix A.3. Direct Optimal Control

The direct optimal control approach attempts to directly solve the optimal control
problem by discretization and conversion to the NLP problem. Unlike the indirect ap-
proach, which first optimizes, then discretizes, the direct methods first discretize then
optimize. Mathematically, a dynamical optimization problem with the cost functional,
system dynamics, equality and inequality path, and boundary constraints after suitable
transcription is converted to an NLP problem as the following form [28]

min
Λ

Jd(Λ) (A11)

s.t Φi(Λ) = 0 i = 1, . . . , nφ (A12)

Ψi(Λ) ≤ 0 i = 1, . . . , nψ (A13)
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where Λ ∈ RnΛ is the vector of NLP (or decision) variables and Equations (A12) and (A13)
represent the equality and inequality constraints. In this case, the optimal solution to the
original optimal control problem is achieved from solving the obtained NLP problem.

The direct methods mainly differ in how they convert each aspect of the dynamic
optimization problem to the discrete form. One may classify the direct approach as di-
rect shooting and direct collocation methods [27,28]. Within the transcription using the
direct shooting approach, the control variables are discretized and considered as decision
variables. In contrast, both control and state variables are discretized and taken as NLP
variables in direct collocation methods.

The resulting NLP problem can be solved using different techniques such as interior-
point and SQP [27,28] as classic (or gradient-based) NLP solvers or meta-heuristic methods.
Besides, to solve the NLP problem, several powerful packages, including SNOPT [116],
fmincon function in MATLAB, KNITRO [117], DONLP2 [118], GAMS [119], and IPOPT [120]
exist. After solving the NLP problem, an optimal decision vector will be obtained (Λo), which
is to be interpolated to be reconverted back to the continuous domain.

From the brief presentation of the direct optimal control, one can conclude that this
approach is more efficient in dealing with more complex dynamical optimization problems
since it can efficiently consider nonlinearity and constraints by discretizing the original
problem and determining optimal solution through the NLP problem. In spite of such
valuable advantages, it is noteworthy that this approach, in general, is not suitable for real-
time optimizations (due to the computational time) and closed-loop controlling schemes.
Moreover, local optimality is another limitation of the direct approach in solving complex
problems [27,28].
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