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Abstract: Small satellite platforms are experiencing increasing interest from the space community,
because of the reduced cost and the performance available with current technologies. In particular,
the hardware composing the attitude and orbit control system (AOCS) has reached a strong maturity
level, and the dimensions of the components allow redundant sets of sensors and actuators. Thus,
the software shall be capable of managing these redundancies with a fault tolerant structure. This
paper presents an attitude and orbit determination system (AODS) architecture, with embedded
failure detection and isolation functions, and autonomous redundant component management and
reconfiguration for basic failure recovery. The system design and implementation has been sized
for small satellite platforms, characterized by limited computing capacities, and reduced autonomy
level. The discussion describes the system architecture, with particular emphasis on the failure
detection and isolation blocks at the component level. The set of functions managing failure detection
at system level is also described in the paper. The proposed system is capable of reconfiguring
and autonomously recalibrating after various failures had occurred. Attention is also dedicated
to the achieved performance, satisfying stringent requirements for a small satellite platform. In
these regards, the simulation results used to verify the performance of the proposed system at the
model-in-the-loop (MIL) level are also reported.

Keywords: attitude determination; orbit determination; failure detection, isolation and recovery;
autonomous redundancy management; on-board sensor calibration; inertial navigation system;
model-in-the-loop verification

1. Introduction

Today’s space sector is experiencing an increasing demand for small satellite platforms,
ranging from the class of microsatellites down to that of nanosatellites. These small space
systems, despite their dimensions, are now technologically mature and they are entering
the market of complex space missions with stringent system requirements. In fact, from
the earliest time of small satellite development, where the main rationale behind these
platforms was only cost reduction [1], the mission objectives have become more challenging.
Moreover, small spacecraft enable space missions that a larger satellite could not accomplish,
such as large constellations, formations, and swarms to implement distributed sensing
capabilities, in-orbit inspection and servicing of large spacecraft, in-orbit testing of new
technologies and hardware. Therefore, small satellite platforms now have a unique role
in the space sector, and they shall be capable of satisfying the mission requirements with
quality and reliability standards similar to those of larger spacecraft. However, small
platforms are still constrained by volume, mass, and complexity limits. Similarly, the
required time-to-space and the cost caps of such small missions are always a huge limitation.
All the subsystems inside a small spacecraft are affected by these design challenges, but
some of them have experienced a steeper rise of complexity. For example, the attitude and
orbit control system (AOCS)—or the guidance, navigation and control (GNC) system, for
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missions with on-board orbit guidance [2]—are not limited anymore to guaranteeing a
simple dynamical stabilization of the system, but they are required to perform complex
maneuvers, achieving high accuracies and elaborating non-simple maneuvering profiles.
Moreover, the AOCS is among the subsystems contributing most to satellite failures, and
the one with major contribution to spacecraft infant mortality. In fact, 17.75% of all the
failures contributing to small system losses, in the first 30 days of a mission, are due to the
AOCS, which corresponds to almost one third of the known on-board failures [3]. For all
these reasons, the necessity of reliable and performant AOCS for small satellite platforms is
evident in the current space market.

This paper presents a fault tolerant attitude and orbit determination system (AODS)
for small spacecraft, with good estimation accuracy along the eventual dead reckoning
periods. The focus of the research presented in this paper is dedicated to the determination
(i.e., navigation) section, since it is typically more prone to failures, given the larger number
of interfaces with multiple sensors. However, the same methods and design philosophy
can also be applied to the control section. Specifically, positive results have been obtained
by the authors with the whole AOCS for small satellite platforms [4,5]. Existing AODS
for small satellites typically combine the measurements from different sensors to estimate
the complete attitude state by means of at least two vector measurements [6]. In some
conditions, gyro data can be used for attitude state propagation in dead reckoning mode [7].
Attitude estimation by Kalman filtering [8] has been implemented in nanosatellites [9], and
even in the extremely small picosatellite platforms [10]. However, these systems commonly
have only a single operative mode and they are not frequently designed to handle failures
in the nominal components. Furthermore, dead reckoning for on-board orbit determination
is not common for small satellite platforms, and the loss of the GPS signal is not often taken
into consideration [11].

The proposed AODS is based on multi-mode attitude determination and orbit deter-
mination sections. The independent modes composing the attitude part are: full attitude
determination system (FADS), Sun direction estimation (SUNE), and angular velocity esti-
mation (AVES). The mode details will be described in the following, but they are based on
the on-board vector measurements with dynamic filtering. In particular, FADS has a static
section with quaternion estimation from two vector measurements, and a dynamic filtering
with bias and sensor errors estimation. The orbit determination block has two operative
modes—one is composed of a full inertial navigation system (INS), with global navigation
satellite system (GNSS) and inertial measurement unit (IMU) integration. The second mode
is activated whenever GNSS measurements are not available and foresees the integration
of the IMU measurements with an on-board orbital propagator. The AODS architecture
is intended to guarantee degree-level attitude and meter-level position estimation with a
reduced computational cost. Thus, Kalman filtering is limited to the orbit determination
section, while attitude determination makes use of a complementary filter [12,13]. This is
motivated by the fact that meter-level position accuracy is more demanding to be achieved,
with respect to degree-level attitude estimation. This is particularly true with typical inertial
sensors for small satellite platforms based on micro electro mechanical systems (MEMS) [14].
The proposed AODS can easily be pushed to sub-degree performances by considering
attitude estimation by means of star sensors and Kalman filtering. The multi-mode AODS
architecture is needed to service the various and complex AOCS operative modes of modern
small satellite platforms. The purpose is to guarantee just the needed estimated quantities,
with the proper accuracy level according to the required mode performance, without asking
for excessive computational resources. The fault tolerant AODS has embedded failure
detection, isolation, and recovery (FDIR) functions, and autonomous redundant component
management and reconfiguration for basic failure recovery. Failure detection and recovery
is performed both at component level and at system level. The system implementation
has been sized for small satellite platforms, characterized by limited computing capacity,
and reduced autonomy level. However, the capability to handle the main failures and
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set the spacecraft into a mode compatible with the current operative status, satisfying the
fundamental system requirements, is demonstrated at model-in-the-loop (MIL) level.

2. AODS Architecture

The AODS architecture is based on blocks dedicated to satisfying the estimated quan-
tities and performance requirements according to the interfaces with the overall AOCS.
The input to the AODS comes from the sensors set, while the output is sent to the fol-
lowing sections of the AOCS, namely, the attitude control system (ACS) and the orbital
control system (OCS). If one—or both (e.g., in the case of an in-orbit demonstration (IOD)
mission)—of these two control sections are not implemented, the AODS output can just be
saved on-board for a sequent telemetry download to ground. For what concerns the inputs,
the presented AODS architecture can be applied to any sensor suite, satisfying the imposed
mission requirements. In fact, the full attitude estimation is achieved by exploiting two
vector measurements. Thus, as long as two independent physical directions are measured
on-board, the FADS block can estimate the attitude state. However, direct measurements
of the Earth’s magnetic field, bM, and of the Sun direction, sM, shall be available to acti-
vate the direct estimation blocks (i.e., SUNE and AVES). Moreover, direct angular velocity
measurements, ωM, are needed in any operative mode, to enable dead reckoning state
estimation. These assumptions are reasonable, since direct geomagnetic field measure-
ments are needed to properly operate magnetic actuators, which are commonly used in
small satellite platforms, at least as secondary actuation devices for momentum dumping.
Similarly, direct Sun direction measurements are typically used to align the solar panels to
the Sun during safe modes. This research is applicable to systems equipped either with
star sensors, Earth sensors, Sun sensors or magnetometers but, to simplify the discussion, a
common sensor configuration for small satellites is selected. From now on, the input for
the AODS is assumed to be obtained from multiple Sun sensors, magnetometers and gyro-
scopes. The orbit determination inputs constrain the suite of needed sensors for position
and velocity estimation more. In fact, a GNSS receiver is required for position and velocity
measurements, rM and vM, to be combined with the output of a triaxial accelerometer, aM,
for precise inertial navigation, even during periods when the GNSS signal is not available.
In this non-nominal condition, orbital state estimation is still possible combining the inertial
navigation system with on-board orbit propagations and ground-based state updates in
two-line element set (TLE) format. The AODS architecture scheme is reported in Figure 1,
where the primary blocks are represented, together with their main interfaces.

GNSS / RTC Timing 
Function

AODS Failure Detection, 
and Isolation

Attitude Determination

Angular Velocity 
Estimation 

(AVES)

Sun Direction 
Estimation 

(SUNE)

Full Attitude 
Determination 

(FADS)

𝝎,𝒃

𝝎, 𝒃, 𝒔

𝒒,𝝎, 𝒃, 𝒔

Sensors Post 
Processing 
and Failure 

Detection and 
Isolation

𝝎𝑀, 𝒃𝑀

𝝎𝑀, 𝒃𝑀, 𝒔𝑀

𝝎𝑀, 𝒖1𝑀, 𝒖2𝑀, 𝒓, 𝑡

Mode Manager

Orbit Determination

SENSORS
𝝎𝑀, 𝒖1𝑀, 𝒖2𝑀,

b𝑀, 𝒔𝑀

𝑡

a𝑀

𝑡

GNSS Post 
Processing

GNSS r𝑀, v𝑀

TLE

Inertial 
Navigation 

System (INS)

Orbital 
Propagator

TLE, 𝑡

r, 𝒗

r, 𝒗

r𝑀, v𝑀,a𝑀

r

TO OCS

TO ACS

AODS Manager and 
Reconfiguration

r, 𝒒

TO SENSOR POST 
PROCESSING

TO SENSOR POST 
PROCESSING

Figure 1. AODS architecture scheme.
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The sensor post processing and the GNSS post processing blocks are directly interfaced
with sensors outputs. These software elements contain the drivers to receive and correctly
interpret the measurements from the hardware peripheral components, the mathematical
operations to scale and convert the measurements in the proper reference frame with
correct dimensional units, the low-pass filters for those components without an embedded
signal filtering, the measurement correction functions and the sensors failure detection
and isolation (FDI) algorithms. The measurements correction functions contain all those
operations needed to make the signal ready for the following estimation blocks. For
instance, magnetometers are compensated for the known dipole of the magnetic actuators,
accelerometers are corrected for the gravitational and for the rotation induced accelerations,
Sun sensors measurements are converted into Sun direction versor and corrected for Earth’s
albedo, and similar operation are performed according to the specific sensor typology. The
FDI elements are based on signal processing methods and are capable of detecting and
isolating loss of communication and abrupt changes in the outputs at component level.
Despite the number of redundant components for each sensor typology, the measurements
sent to the AODS blocks are unique for each family of sensors. Hence, the redundant
measurement selection logic is also contained in the sensor post processing block.

The attitude determination section is multi-mode and, therefore, contains three distinct
blocks capable of providing an estimation of certain dynamical quantities:

• The angular velocity estimation (AVES) block requires angular velocity and magnetic
field measurements to provide an improved estimation of these dynamical quantities,
to be used by AOCS modes dedicated to control the angular velocity of the spacecraft
in body frame (e.g., detumbling, spinning rate control). The angular velocity can also
be estimated by exploiting magnetic measurements, which are also needed to operate
magnetic actuators;

• The Sun direction estimation (SUNE) block requires angular velocity, magnetic field
measurements and Sun versor measurements to provide a good estimation of these
dynamical quantities, despite the direct visibility of the Sun. In fact, in case Sun
measurements are temporarily not available, the estimated Sun direction is propagated
exploiting the estimation of the spacecraft angular rates. This AODS mode is intended
to be used whenever simple Sun alignment is required by the operative modes of the
spacecraft, without large computational costs;

• The full attitude determination system (FADS) block requires a measurement for
each sensor typology. In fact, it exploits the full attitude determination system to
estimate the rotation state and the angular rates of the spacecraft, the geomagnetic field
vector, and the Sun direction. The attitude state is estimated in terms of quaternions,
by exploiting the quaternion solutions of the Wahba’s problem [15], in the form of
the quaternion estimator (QUEST) algorithm [16,17]. The angular velocity and the
magnetic field measurements are respectively calibrated on-board by means of a
complementary filter [13] and of an iterative nonlinear least squares filter [18,19].
The FADS block can be executed as long two independent versor measurements are
available, together with a measurement for the angular rates and for the position
of the spacecraft. The latter is needed to feed the environment models to solve the
attitude problem with respect to an inertial reference frame. The magnetic field and
Sun direction estimates in body frame are obtained from the processed measurements,
if they are available, or by rotating the environment models data from the inertial
reference frame.

The different attitude determination modes are activated from the output of an em-
bedded mode manager function, which is activated according to the commands coming
from the platform operations, to be combined with the feedback commands of the AODS
manager. In fact, in the case of AODS detected failures, the recovery reconfiguration can
override the primary commands from the platform, to operate the system in fault tolerant
mode, in agreement with the non-nominal condition. In the eventuality that the AODS
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reconfiguration is not compatible with the platform operations, a safe mode transition is
commanded to the spacecraft mode and vehicle management system.

The orbit determination section can be operated in two modes that are identical in
terms of block outputs, but are differentiated at measurement level, according to position
and velocity sources. In fact, orbit determination is intrinsically working in single mode
with two alternative measurement sections:

• Inertial navigation system with GNSS and accelerometer measurements, which re-
quires the complete availability of all the orbit determination sensors. In this mode,
the gravitationally corrected measurements of the IMU are combined in a Kalman
filter to improve position and velocity estimates, and to estimate the accelerometer
and gravitational model errors;

• Inertial navigation system with orbital propagator and accelerometer measurements
requires a valid estimate for position and velocity, either from the previous step of the
orbit determination algorithm, or from ground knowledge of the current orbital TLE
set. The Kalman filter is modified in terms of measurement models and covariance
properties. Moreover, the estimation of accelerometers errors is not updated in this
mode, and the orbital propagator outputs are combined with constant calibration data
for the IMU measurements.

The two orbit determination modes are not connected with a mode manager, being
the availability of GNSS data the only element to select the proper INS mode. Thus, the
GNSS post processing and failure detection block is used to generate a command to activate
one operational mode or the other. The proposed INS implementation allows to estimate
the errors on position and velocity, with the error dynamics inside the Kalman filter that
is capable to reduce the divergence rate of the orbit determination error when the GNSS
signal is not available. In the case the accelerometers are failed, position and velocity data
can be directly retrieved from GNSS measurements. Note that the orbit determination
block is closely coupled with the FADS block, being the position of the spacecraft needed
by the FADS function, as explained above. Moreover, the full attitude state is needed for
the inertial navigation with MEMS strap-down sensors, and it is used in the accelerometers’
post processing block.

The system level failure detection and isolation block is combined with the reconfig-
uration logics in the AODS manager to enable recovery capabilities in the eventuality of
non-nominal scenarios. These blocks gather all the available status information from the
AODS, from the commanded nominal AODS mode, to the health conditions of the sensors,
up to the error status of attitude and orbit determination functions. If a non-compatible
status is evident by analyzing the combination of those parameters, the failure detection
monitor rises an error flag. Then, dedicated isolation algorithms are activated to confirm
the failure and analyze the set of potential redundant configurations. In particular, they
check for previous failures, they try to reboot the failed elements, and they explore the
availability of redundant components or functions. From the output of these algorithms,
the AODS manager block reconfigures the system in accordance with the current operative
mode of the platform. For instance, it commands the activation of redundant sensors, or
the execution of alternative estimation algorithms, to guarantee the required outputs from
the AODS block. If this is not possible, a platform safe mode is requested, and an AODS
mode transition towards a compatible mode is commanded.

The timing function block is a fundamental element in the proposed AODS architecture.
This component is required to provide accurate timing to execute the AODS—and the
AOCS—functions. Absolute and relative timing are required, the former guaranteed by
the GNSS signal, the latter preserved by a real time clock (RTC) embedded in the on-board
processing units. The fault tolerant properties are also preserved in this block, being a
failure in the GNSS mitigated by a close-loop integration of the absolute timing with the
relative one. Furthermore, in the case where the GNSS signal is lost, absolute timing
updates from the ground can be guaranteed.
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The proposed AODS architecture has been outlined for implementation in typical
small satellite hardware. In particular, the limits in the available computing performances
are applied as a strong constraint for the AODS modes design, considering their integration
with the entire platform software and the computational burden of the whole spacecraft
system modes. In particular, the present AODS has been intended for 10 Hz operations in a
32-bit RISC microcontroller unit running at 64 MHz, with 32 MB of SDRAM.

3. Sensor Post Processing

Sensor post processing blocks are required to gather the sensor signals, interpret them
according to structured data formats and convert the signals into a value to be used for
the following estimation operations. This paper does not enter the details behind the
communication interfaces with the sensors and, thus, the input to the post processing
blocks is assumed to be the raw, uncalibrated, unscaled numerical value, representing
the sensor measurement according to the sensor’s datasheet. The specific post processing
operations depend from the sensor type, but they can be resumed by the following steps,
also graphically represented in Figure 2:

• Low-pass filtering, if not performed by the sensor unit;
• Reference frame rotation and unit dimension scaling;
• Measurement correction and conversion;
• Failure detection and isolation at component level;
• Redundant sensor management.

Precisely, the filtered sensor signals are processed to obtain the desired measurements
and they are used to detect the sensor faults. These two processes run in parallel as shown
in Figure 2, and their outputs are combined, together with those of the other redundant
components, to be used by the redundant sensor manager. In fact, the measurements sent to
the AODS section are eventually processed by the redundant sensor manager, which select,
among the available sensor data, the best one to be used for attitude and orbit estimation.
Hence, for any measured physical quantity, the AODS uses a single value at a time as:

uM = best(u1, u2, . . . , uN), (1)

where N is the number of redundant sensors. The best measurement is selected by analyz-
ing the time variance of the signals, as will be described in the next sections discussing the
details of each sensor post processing block.
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Conversion

FROM 
AODS/AOCS

Sensor 2 
Measurement

Failure Detection 
and Isolation

… … …       … …

Sensor N 
Measurement

… … … …
Redundant 
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Figure 2. Sensor post processing scheme.
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3.1. Filtering, Rotation and Scaling

The low-pass filtering operations are performed only on those sensors without an
embedded low-pass filter. A fourth-order Butterworth filter is used, with a cut-off frequency
compatible with the sampling time and the signal dynamics. The rotation operations
convert the sensor reference frame into the spacecraft body frame, and the scaling is needed
to convert the sensor output in international system (SI) units. The definition of the exact
sensor reference frame requires accurate measurement operations at ground testing level.

3.2. Measurement Correction and Conversion

The measurement correction and conversion blocks strongly depend on the specific
sensor typology to which it is associated. In general, this function is needed to correct the
signal from spurious phenomena not directly belonging to the AODS. This process shall
not be confused with the on-board calibration of the sensor, which is an operation that
is used to estimate an unknown quantity to improve the attitude or orbit determination
performance. The measurement correction function uses a model of the spurious effect to
be corrected to prepare the sensor readings for correct usage in the AODS. Some sensor
typologies also require dedicated conversion functions to convert the raw sensor signal into
a useful quantity for the following estimation functions. For example, this is the case for
Sun sensors based on photodiodes, Earth sensors based on thermopiles, or other typologies
of basic sensing instruments that are very common on small spacecraft platforms.

3.2.1. Accelerometer Correction

Accelerometers for small satellites are based on strap-down inertial sensor technol-
ogy [20], which requires to have an estimation of the attitude of the body to which the sensor
is rigidly attached in order to generate a coordinate transformation that operates on the
accelerometer measurements, giving an acceleration resolved into inertial axes. Moreover,
accelerometers are not capable to measure gravitational accelerations, and they are typically
not placed in the center of mass of the system. Thus, accelerometer measurements shall be
corrected for the gravity field and for the accelerations due to the spacecraft rotation. Then,
they shall be rotated from the body to the inertial reference frame. The correction to the
acceleration measured from the i-th accelerometer results in:

aI
i =

IAB(ãB
i −ω× (ω× pi)− ω̇× pi) + gI(r), (2)

where IAB is the rotation matrix from the body frame, B, and the inertial frame, I, ω is
the body angular rates, pi is the position vector of the i-th accelerometer in body reference
frame, and gI(r) the gravitational acceleration, function of the spacecraft position, r. The
apexes I or B are used to indicate the reference frame in which a physical quantity is
expressed or measured. To avoid a cumbersome notation, they are indicated only in those
situations where confusion may arise. The tilde over the symbol indicates the physical
quantity before correction and conversion operations.

The gravity field acceleration is computed from a model of the gravitational field of
the Earth, knowing the position of the spacecraft. To simplify the on-board computation,
and to avoid any dependence from the Earth fixed reference frame in Equation (2), the
gravity acceleration model is implemented up to J2 term:

gI(r) = − µ

r3 r + g2(J2, r), (3)

where µ is the standard gravitational parameter of the Earth, and the J2 acceleration term,
g2, is expressed as in classical orbital mechanics books [21].

3.2.2. Magnetometer Correction

The magnetometer measurements shall be corrected for the known magnetic interac-
tions with the spacecraft components. In fact, in small satellite platforms, the magnetome-
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ters are typically very close to the spacecraft electronics, and not placed far away from other
system components, such as on the tip of a deployable boom. For these reasons, internal
magnetic disturbances affect magnetometers measurements. In particular, the magnetic tor-
quers have a non-negligible effect that may produce large errors on the following attitude
estimation. Thus, the correction to the i-th magnetic field measurement is applied as:

bB
i = b̃B

i −M(pi)mACS, (4)

where mACS is the magnetic dipole commanded from the ACS to the magnetic torquers,
and Mi(pi) is the coupling matrix between the i-th magnetometer and the magnetic tor-
quers, which depends on the distance of the sensor from the actuators and on the mean
permeability of the body materials. Mi can be estimated on the ground with electromag-
netic testing activities, and it is typically a function of the inverse of the cube of the relative
distances between magnetometers and magnetic torquers.

3.2.3. Sun Sensor Correction and Conversion

Sun sensors’ correction and conversion operations strongly depend on the sensor
technology and implementation. Generally, Sun sensors for small satellites are composed
by single or multiple photodiodes generating electrical currents proportional to the cosine
of the Sun angle with respect to the sensor normal, α, as:

I = I0cos(α), (5)

where I0 is the maximum current produced when the light source is directly above the cell,
and it is measured by ground testing. The specific assembly of the photodiodes within
the sensor, as well as the way in which the electrical current is measured (e.g., absolute
current measurements of each cell, differential measurements between adjacent cells or
rows of cells, . . . ), determine the conversion function to compute the Sun direction from
the electrical currents:

ŝB
i = f (I1, . . . , Ij, . . . , IS), (6)

where S is the number of photodiodes used in the specific Sun sensor assembly. Usually,
fine Sun sensors are composed of a matrix of several photodiodes capable to accurately
detect Sun direction with differential current sensing, and specific optical or geometrical
assemblies. On the contrary, common coarse Sun sensors are simple photodiode cells
installed on the spacecraft external faces. In this case, the Sun direction is simply obtained
combining the measurements coming from at least three independent faces normal to
distinct directions. For example, assuming there are S identical photodiodes on each of the
six faces of a cubesat, the Sun direction can be computed from Equation (5) as:

αn = cos−1
(

mean(I1n , . . . , ISn)

I0

)
, (7)

where n denotes the normal direction versor of each face in body reference, n̂n. Then,

ŝB
i =

sB
i
|sB

i |
, and sB

i =
6

∑
n=1

cos(αn)n̂n. (8)

Despite the specific conversion function, the post processing block eventually gets to
a measured Sun direction for any i-th sensor. These measurements shall be corrected for
the Earth’s albedo spurious signal, which may affect sensor accuracy by more than 100%.
To perform this operation, the Earth’s direction in body frame shall be computed from the
orbit determination output, and an albedo model shall be implemented. Hence, the Earth’s
angle with respect to the sensor normal is:

αEn = −r̂B · n̂n. (9)
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At this point, Equation (5) is applied to estimate the current term produced by the
Earth’s albedo as:

IEn = aE I0cos(αEn), (10)

where aE is a coefficient scaling the output current according to the lower intensity of
Earth’s radiation, and to the different photodiode’s response to the light’s spectrum of
albedo. Note that, for a generic Sun sensor, the current generated by the Earth’s albedo can
be computed inverting the specific conversion function:

IEj = f−1(−r̂B). (11)

In any case, the albedo correction is applied by computing Equation (6) or Equation (7)
with a current offset for the albedo estimated contribution:

In = Ĩn − IEn . (12)

The albedo correction function shall consider the proper albedo intensity in the oper-
ational orbit of the spacecraft and, more importantly, it shall apply the albedo correction
only when the Earth is illuminated. Thus, this correction operation shall detect, from the
intensity level of all the Sun sensors on the spacecraft, whether the system is currently
in eclipse or not. Furthermore, specific calibration coefficients for Equation (11) shall be
computed during ground testing to account for the finite dimension of the Earth, which is
not a point light source at infinite distance.

Solar panels’ power signals can be processed by dedicated post processing functions,
using Equation (5), in order to exploit the solar arrays as a further set of coarse Sun sensors.
This option can be exploited in the survival modes of the spacecraft.

3.2.4. GNSS Conversion

GNSS conversion is required to convert the positioning data from the Earth’s fixed
reference frame to the inertial reference frame, used in the orbit determination section.
Specifically, the performed conversion is from the Earth-Centered Earth-Fixed (ECEF)
reference frame, as defined by International Astronomical Union, to the Earth-Centered
Inertial (ECI) J2000 reference frame. The transformation between the ECEF and the ECI is
performed through a series of four rotations that are known as Earth orientation models,
which are parametrized by the Earth Observation Parameters (EOP) data. The GNSS
conversion is performed according to the IAU-76/FK5 reduction approach, applying the
corrections for the EOP [21]. The GNSS conversion function also extracts the timing from
the GNSS data to synchronize the frame conversion operations. So, the GNSS conversion
function is strongly dependent from time accuracy, and for this reason this post processing
block is paced by exploiting the pulse per second (PPS) signal coming from the GNSS
receiver. The GNSS conversion block also converts the positioning data in other formats,
such as latitude, longitude, ellipsoidal height data in the ECEF frame, and NMEA standards.
These formats can be conveniently exploited in standardized telemetry data.

The gyroscopes do not require any correction and conversion function, and the only
post processing preliminary operations are those for reference frame rotation and unit
dimensions’ scaling. Note that common MEMS gyroscopes for aerospace applications are
also typically equipped with internal low-pass filters.

3.3. Component Level Failure Detection and Isolation

Failure detection and isolation functions at component level operate on sensor signals
after low-pass filtering. Thus, the failure detection is performed on the raw filtered sensor
measurements, and it is based on statistical analysis on the incoming signal. These functions
operate on the low-pass filtered data in order to have a uniform behavior among sensors
with and without embedded low-pass filtering.
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The statistical algorithm is designed and calibrated in order to detect the most common
typologies of sensor faults: spike faults, erratic faults, drift faults, hardover/bias faults,
data loss faults and stuck faults [22]. These faults can be defined as follows:

• Spike fault: spikes are observed in the output of the sensor;
• Erratic fault: noise of the sensor output significantly increases above the usual value;
• Drift fault: the output of the sensor keeps increasing or decreasing from nominal state;
• Hardover/bias fault: the output of the sensor has a sudden increase or decrease with

respect to the nominal state;
• Data loss fault: the output of the sensor has time gaps when no data is available;
• Stuck fault: the sensor’s output gets stuck at a fixed value.

The complexity in detecting these faults is related to the dynamical evolution of the
nominal sensor signals along a generic attitude state. In fact, in general, none of the sensor
outputs has a steady state constant value, and the detection algorithms should be capable of
detecting a variation that is not compatible with a feasible dynamical state of the spacecraft.
In fact, spacecraft nominal rotations are bounded below maximum angular rates. Similarly,
the angular accelerations are very small and are limited by the maximum actuator torques.
Thus, there exists a maximum feasible time variation of the sensor signal that can be used
to distinguish realistic measurements from faulty ones. The possibility of marking real
measurements as faulty ones (e.g., the spacecraft is experiencing a non-nominal attitude
dynamics) is minimized with the application of system level failure detection functions,
which are designed to compare different measurements and to detect dangerous conditions
for the entire system. However, the design approach is conservative. Then, it is preferred
to detect false failures, rather than having failure propagation in the AODS.

The failure detection algorithms are based on the running variance and running mean
of the sensor signals. The running variances are used to detect the common sensor faults
described above, while the running mean is applied to detect the presence of a valid sensor
output. For this purpose, the sensor driver sets the sensor measurements equal to 0 if
the sensor data are not received or received as corrupted packets. Running variance and
running mean are computed on the last S samples of the j-th sensor scalar measurement as:

σj(tS) =
1
S

S

∑
i=1

u2
j (tS+1−i)−

(
1
S

S

∑
i=1

uj(tS+1−i)

)2

, (13)

µj(tS) =
1
S

S

∑
i=1

uj(tS+1−i), (14)

where tS is the time associated with the S-th sample. If a sensor measures a vectorial
quantity with multiple components, the running mean and variance are computed for each
component of the vector:

σj(tS) = [σj1(tS), σj2(tS), σj3(tS)], and µj(tS) = [µj1(tS), µj2(tS), µj3(tS)]. (15)

A good sampling interval is defined in the range of S from 10 to 100 samples for AODS
running at 1 to 10 Hz.

A sensor is said to be non-faulty if the running mean of the running variance is greater
than zero and smaller than a given threshold. If the sensor measurement has multiple
vector components, the minimum running mean of the running variance components shall
be greater than zero, and the maximum component shall be below the given threshold.
That is, a sensor is properly working if:

min

(
1
S

S

∑
i=1

σj(tS+1−i)

)
> 0 ∧ max

(
1
S

S

∑
i=1

σj(tS+1−i)

)
< τj. (16)
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If these conditions are not respected, the failure is detected. If the minimum component
is equal to zero, the sensor has a stuck fault. If the maximum component is above the
threshold, the other faults can be present. The running mean of the variance is used
to smooth the failure detection response, and neglect confined errors in the signal. The
following isolation functions are designed to understand the specific fault typology. For
example, a high variance with fluctuations can indicate an erratic fault, short and repeated
peaks in the variance can indicate spike faults, a single short peak in the variance can
indicate a hardover fault. Drift faults are more difficult to be detected unless the drift
is very fast. In this case, the variance has a significant constant increase with respect to
nominal values. The variance threshold, τj, is specific for any sensor and it is calibrated
by ground testing. Moreover, its value can be updated while the spacecraft is in orbit to
better tune the sensitivity level of this failure detection logic. The selection of the τj value is
crucial to distinguish between feasible variations in the signal due to attitude motion, and
variations due to faults.

A sensor is said to be operative if the square of the running mean—or the square of
the minimum running mean component of a vectorial signal—is greater than zero. Thus, a
sensor sends valid outputs if:

min
(

µ2
j (tS)

)
> 0. (17)

If this condition is not respected for a prolonged time, the sensor is completely off. On
the contrary, if the condition is not respected for short and close intervals of time, a data
loss fault may be present.

A failure is detected in the sensor if either Equation (16) or Equation (17) is not re-
spected. In this case, specific isolation functions are activated to avoid failure propagation
and understand the fault typology. Some failure detection examples are shown in Figure 3.
At first, if a failure is detected in a sensor, the redundant component manager is com-
manded to use the redundant sensors, and the outputs of the failed component are blocked.
The isolation function continues to sample the faulty unit for few seconds in order to
better classify the failure (e.g, distinguish between a spike and a hardover failure) for
the following analyses on ground. Then, a reboot of the sensor is executed, followed by
a health monitoring sampling. If the sensor shortly repeats the fault, the component is
switched off and labelled as non-operative. On the contrary, the component is sent back to
the AODS sampling, but if another failure is detected within a certain time interval (e.g., in
the order of few minutes), the component is finally removed from the AODS loop. In any
case, ground commands can override any failure detection and isolation on-board decision.

(a) (b)

Figure 3. Cont.
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(c) (d)

(e) (f)

Figure 3. Sensor faults and failure detection examples. (a) Spike fault; (b) Erratic fault; (c) Drift Fault;
(d) Hardover Fault; (e) Data Loss Fault; (f) Stuck Fault.

3.4. Redundant Component Management

The redundant components are managed by a dedicated function that elaborates
inputs coming from the AODS manager and reconfiguration section, from the failure and
isolation functions, and from the corrected sensor signals.

Sensors with detected failures are automatically excluded from the following AODS
loop. In fact, as long as isolation functions—or ground commands—do not confirm the
correct re-initialization of the component, the failed sensor signal is blocked from further
processing. This is accomplished with a failure flag issued by the FDI block and associated
with the faulty component measurements. If no sensor of a given typology is still available
after a failure detection and isolation event at component level, the system level FDI detects
it, and the AODS manager reconfigures the system to satisfy the current operative mode
requests or, if this is not possible, it selects a proper safe mode or it commands a fatal ADCS
error to the platform.

AODS manager commands are interpreted to provide the AODS with measurement
data, as required by the current nominal configuration. For instance, if the angular velocity
estimation block is the active attitude determination function, the redundant sensor man-
ager provides the AODS with angular velocity and magnetic field measurements. Similarly,
if a reconfiguration is commanded, the sensor manager selects an alternative set of sensors
to guarantee the proper operations in the AODS block. The combined action of redundant
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sensor manager and AODS manager is designed to always select the bast available sensors
and modes to support the current operative mode.

When the information coming from the FDI and the AODS manager blocks leaves
more than one redundant sensor available, the redundancies are managed by exploiting
the running variance computed in the previous sensor post processing section. In fact,
the variance information of a given signal is directly dependent from the variance of the
measured quantity and the variance added by the measurement operations. Since the
measured quantity is the same for all the redundant sensors of a given typology, two
redundant sensors have a different variance only because of distinct measurement errors.
In general, a higher variance is associated to larger stochastic errors in the measurements.
Hence, the signal to be used in the AODS section is selected as:

uM = uk :
1
S

S

∑
i=1

σk(tS+1−i) <
1
S

S

∑
i=1

σj(tS+1−i) ∀j 6= k ∈ 1, . . . , N. (18)

An example output for the redundant component manager is shown in Figure 4.
This selection is performed whenever there are at least two redundant sensors of

comparable quality (e.g., bias, random walk errors, . . . ). However, when the quality of
the sensors is much different, as verified during ground characterization, the component
selection is only driven by sensor data availability. For instance, coarse Sun sensors are
only used if fine Sun sensors measurements are not available, or if required by the AODS
manager. In these cases, it is a good practice to set the failure detection threshold of the
accurate sensors below the typical variance level of the coarse ones.

Note that very coarse sensors can be kept switched off during nominal operations,
and they can only be activated if required by the redundant component manager.

Figure 4. Redundant component management example.

4. Attitude Determination

Attitude determination section’s algorithms are dependent from the specific mode.
Angular velocity and Sun direction estimation functions directly take the sensor measure-
ments and apply a low-pass filter to smooth the output of the AODS. These blocks are not
characterized by specific estimation methods, but they are capable to provide the same
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fault tolerant performance of the whole AODS. In fact, these blocks can handle the input
from main and redundant sensors, and they can propagate the dynamics exploiting angular
rates measurements, in case of direct sensor loss.

Full attitude determination is more delicate and guarantees a full attitude estimation,
even after multiple faults. With the assumption of exploiting Sun and magnetic field
measurements, the inputs to FADS are:

ωM, bM, ŝM, (19)

with the addition of the position vector estimate from the ODS, r, and the current time, t. The
latter quantities are used in the on-board ephemerides of the Sun, and in the IGRF model
of the Earth’s magnetic field, to retrieve the directions of magnetic field and Sun in the
inertial reference frame: bI and sI . The algorithms of this section provide error estimation
for on-board sensor calibration, to improve the overall determination performance. Thus,
the measured quantities are calibrated as:

ωC = ωM − εbω
, (20)

bC = (I3×3 + Db)bM − εbb , (21)

ŝC = ŝM, (22)

where εbω
and εbb are, respectively, the estimated bias vectors for gyroscope and mag-

netometer, and Db is the fully populated matrix of scale factors and non-orthogonality
magnetometer errors. The gyroscope measures are unbiased thanks to the angular velocity
bias estimation performed with a complementary filter [13]. The magnetometer measures
are unbiased as well thanks to a sequential centered iterative algorithm [19]. Note that Sun
direction measurements are not further calibrated after the Albedo correction in the sensor
post processing section.

The static attitude determination logic uses the calibrated measurements to statistically
solve the Wahba’s problem. Magnetometer and Sun sensors are weighted in the QUEST
implementation according to their quality, as measured with the mean of the variance
computed in the sensor post processing section:

ab =
1

1
S ∑S

i=1 σb(tS+1−i)
, and aŝ =

1
1
S ∑S

i=1 σŝ(tS+1−i)
, (23)

where ab and aŝ are non-negative weights respecting ab + aŝ = 1. The outcome of the
statistical attitude determination is the estimation of the spacecraft’s orientation, in terms
of quaternion, q, and angular velocity, ω. The bias estimation algorithms use the output of
the static attitude determination, combined with angular rates measurements, to obtain the
calibration coefficients described before. Whenever enough information from the sensors is
not available, a dead-reckoning estimation is initialized from the last valid attitude state and
the dynamics is propagated with the unbiased output of the gyroscopes. The calibration
coefficients are not updated during the propagation periods.

Figure 5 shows an example AODS output in Earth pointing mode, initialized from
unknown initial attitude state (e.g., lost in space condition). The results are obtained from a
verification campaign at MIL level of the proposed AODS. The figure reports the three-axis
error angle between the estimated quaternion and the model one, used as reality reference.
The determination performance is better than ∼5 deg, whenever the gyroscope bias is
correctly estimated. In fact, the large error drift between t ' 2000 s and t ' 4000 s is due
to the first attitude propagation in eclipse, which exploits a preliminary estimation of the
gyroscope’s bias. The following dead-reckoning periods during eclipses (i.e., t ' 9000 s,
t ' 15,000 s and t ' 20,000 s) introduce a propagation error limited to 2 deg–3 deg along a
∼35 min eclipse. The small ∼2 deg peaks in the attitude error graph are due to the loss of
the fine Sun sensors’ measurements, immediately replaced with the measurements of the
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coarse sensors. All the sensors used in the proposed analyses have a typical performance
for small satellite platforms. Figure 6 shows the estimated angular rates, and the errors
with respect to the reality reference for the same simulation scenario. From this figure,
ia non-precise bias estimation before t ' 3000 s can be noted, which influences the first
dead-reckoning period.

Figure 5. Attitude error in MIL analysis of Earth pointing AODS, with continuous nadir rotation to
align solar arrays.

Figure 6. Angular rates error in MIL analysis of Earth pointing AODS, with continuous nadir rotation
to align solar arrays.
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5. Orbit Determination

The orbit determination algorithm is based on an inertial navigation system with GNSS
sensors and accelerometers integration. This block provides a full orbital state estimate in
terms of inertial position and velocity, using positioning and acceleration measurements:

rM, vM, aM. (24)

The accelerometer bias term estimate is continuously updated to calibrate the ac-
celerometer measurements:

aC = aM − εba . (25)

The accelerometer measurements are unbiased thanks to the bias estimation performed
with an extended Kalman filter (EKF) [23].

The ODS algorithm is formulated in a closed-loop loosely coupled architecture. Ac-
celerometer readings are used to propagate the inertial state vector generating the INS
preliminary estimate, while GPS measurements are compared with the INS estimate to
generate a measurement error signal. The measurement error signal is fed to the extended
Kalman filter, which outputs an updated estimate of the position and velocity error, as
well as the bias term estimate. Eventually, the output of the EKF is used to correct the
INS preliminary estimate, whereas the bias term is fed back to the integration block of
the accelerometer measurements. In the case the GNSS is experiencing an outage period
or a fault, an on-bord orbit propagator is used as synthetic measurement element for the
INS input. The orbit propagator includes atmospheric drag and J2 perturbation effects
and it performs dead-reckoning of the orbital state as soon the GNSS measurements are
lost. In this case, the EKF exploits a different measurement model and covariance matrix
with respect to the nominal mode with GNSS and accelerometer coupling. Obviously, the
approximate orbital model introduces propagation errors, and an inherent position drift
cannot be avoided. However, the coupling with the EKF helps in accounting for the orbital
error dynamics, and it determines a slower divergence rate with respect to a pure on-board
orbital propagation including the same perturbation terms. In this condition, the orbit
determination and propagation can be periodically updated from ground with upload of
the spacecraft position in the form of TLE set.

Figure 7 reports an example ODS output for a low-Earth orbiting satellite. The results
are obtained from a verification campaign at MIL level of the proposed AODS. The figure
reports the three-axis position error between the estimated position and the model one.
The accuracy of the position estimation is around 5 m, with a slightly better performance
with respect to the raw GNSS measurements. However, the main purpose of the proposed
architecture is to provide a fault tolerant orbit determination system, whose fault tolerance
performance will be discussed in the following.

Figure 7. Position error in MIL analysis of ODS.
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6. System Level Failure Detection

System level failure detection functions are dedicated in detecting failures in the
AODS by combining all the outputs from attitude and orbit determination blocks. These
functions detect:

• Missing measurement for a desired physical quantity, which is associated to the lack
of sensors for a given typology;

• Excessive angular rates of the spacecraft, which is associated to an unexpected tum-
bling dynamical status;

• Non valid or corrupted attitude determination data;
• Non valid or corrupted orbit determination data;
• Errors in attitude and orbit determination mode management;
• Non correct attitude estimation.

For any of these errors, the AODS manger and reconfiguration block receives a specific
output of the failure detection and isolation at system level and commands a dedicated
counter measurement. Most of the listed faults require a safe mode activation, or even
an AODS re-boot. However, certain specific conditions may be solved by commanding a
system reconfiguration.

Tumbling failure is detected by comparing all the available angular rate measurements
on-board. Both those from raw sensor measurements, and those from estimation functions.
Moreover, magnetic field time variations are also used to have a rough estimation of the
on-board angular rates [24]. All these data proportional to the angular rates are compared
with respect to a tumbling detection threshold. If more than one measurement source is
above the selected threshold, then the excessive angular rates failure is detected.

Non correct attitude estimation failure is detected by comparing the output of the
AODS with respect to the power measurements coming from the electric power subsystem
(EPS). The estimation of the Sun direction in body reference frame is used to compute the
electric current generated from the i-th solar array by exploiting Equation (5) as:

IPi = IP0 cos(ŝB · n̂i), (26)

where n̂i is the normal direction with respect to each solar panel. Then, these estimated
current values are combined and processed to obtain the same data available from the
electric power subsystem telemetry. If the difference between the estimated power signal
and the measured one is different by more than a certain threshold percentage, the failure
is detected. Good failure detection results, without significant false triggers, have been
obtained with a threshold difference in the order of 30 %.

7. System Reconfiguration and Recalibration

The failure of the AODS, as detected by the FDI at the system level, are managed by
the AODS manager, which tries to recover the failures by commanding system reconfigura-
tion and recalibration. System reconfiguration alternatives implemented in the proposed
AODS are:

• Switch between fine and coarse Sun sensors for nominal attitude estimation;
• Switch between coarse Sun sensors and solar array data to retrieve Sun direction

measurements;
• Switch between gyroscope angular rates measurements and magnetometer angular

rates estimation [24];
• Switch between alternative typologies of sensors, if available, to measure two inde-

pendent directions;
• Switch on redundant low accuracy sensors to supply the needed measurements;
• Change the AODS mode and command, if needed, an ADCS safe mode towards a

simpler and more robust operative mode.
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In this last condition, for example, a faulty FADS mode can be substituted by a simpler
Sun estimation, achieved with the SUNE mode. If the nominal platform mode was a Sun
pointing, then no safe mode transition is required. Alternatively, if the nominal platform
mode was a three-axis stabilized pointing, a Sun pointing safe mode shall be commanded.
In the worst case scenario, the angular rate estimation performed in AVES mode is very
robust to support angular rate control, to achieve at least a spin attitude stabilization.
The AVES mode is robust because it can be fully operated with both gyroscopes and
magnetometers only. Hence, if this AODS mode is not available, the entire subsystem is
probably lost. Table 1 reports an example reconfiguration table that can be used to manage
system level failures. Note how the AODS manager and reconfiguration block shall be
interfaced with the mission and vehicle manager, since a failure in the sensors can drive a
reconfiguration at vehicle level. For example, from the reconfiguration table for detumbling
mode, magnetic actuators cannot be used in the case magnetic field measurements are
not available on-board. Similarly, a coupling between ADS and ODS is evident. In fact, a
failure of the ODS block, determining the loss of the position estimate, induces a transition
from FADS mode to another ADS mode, such as the SUNE.

Whenever the system is reconfigured, the last calibration data involved in the recon-
figuration shall be substituted. For instance, estimated gyro bias, albedo correction terms
or estimated magnetometers errors shall be re-initialized selecting the initial conditions for
the new calibration terms, which have been estimated with ground testing, or imposing
zero initial conditions. This operation is performed by the AODS manager, and there is a
settling time before design performances are re-established. Thus, the mission manager
shall consider the needed transient time in order to properly operate the system. Figure 8
reports a simulation with a recalibration event. It shall be noticed how the switch to a
redundant sensor with large measurement offset bias, at t = 1000 s, is compensated with a
system recalibration completed in less than 15 min. Similarly, the initial calibration from
unknown bias values at t = 0 s is completed just before the FDIR action and the switch to
the redundant component.

Figure 8. Reconfiguration and recalibration example.
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Table 1. Reconfiguration table examples.

Failure Reconfiguration Output AODS Mode ADCS Mode

Nominal mode: Earth pointing with reaction wheels.

Gyroscope 1 Switch to redundant gyroscope 2 FADS Nominal
Gyroscope 1+2 Switch to magnetometer angular rate estimation FADS Nominal
Magnetometer(s) Transition to direct Sun pointing SUNE Safe
ODS Transition to direct Sun pointing SUNE Safe
Gyroscope 1+2 and Magnetometer(s) Transition to direct Sun pointing and ADCS stand-by in eclipse SUNE Safe

Nominal mode: Sun pointing with reaction wheels.

Fine Sun sensors Switch to coarse Sun sensors SUNE Nominal
Sun sensors Switch to solar array Sun estimation SUNE Nominal
Sun sensors and EPS communication Transition to spinning attitude around solar arrays AVES Safe

Nominal mode: Detumbling with magnetic actuators.

Gyroscope(s) Switch to magnetometer angular rate estimation AVES Nominal
Magnetometer(s) Switch to detumbling with non-magnetic actuators AVES Nominal
Gyroscope(s) and Magnetometer(s) ADCS stand-by, waiting for ground acknowledgement of a transition to direct Sun pointing, if angular rates allow it N/A Stand-by
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8. Fault Tolerance Performances

The proposed fault tolerant AODS for small satellite platforms shall also be assessed in
terms of fault tolerance performance. In fact, the AODS architecture guarantees the system
operations even in the case of multiple faults have occurred. Obviously, the estimation
performances are degraded, but the system is still capable of providing a state estimation.
Redundant sensor management acts immediately with a switch between redundant compo-
nents, stopping the failure from propagating further into the determination system. Thus,
if the redundant components are equivalent to the primary ones, no change is evident in
the output. However, if the failure involves all the sensors of the same typology, the system
reconfiguration and recalibration need some time to adapt to the new operative condition.

Figure 9 shows a MIL level verification of the ADS in FADS mode during a Sun
pointing, where multiple failures are injected into the functional engineering simulator.
The system under analysis is equipped with fine Sun sensors, two gyroscopes with similar
accuracy and two magnetometers with different performances. The redundant magnetome-
ter has large bias and noise, compared to the main one. The simulated failures are: loss
of primary gyroscope at t ' 2000 s, loss of both gyroscopes at t ' 4000 s, loss of primary
magnetometer at t ' 11,000 s — after the gyroscopes are recovered at t ' 10,000 s — and
loss of Sun sensors at t ' 18,000 s. The system is initialized with an unknown attitude
state and it needs ∼500 s for initial calibration and estimation of an accurate attitude state.
Note that in this phase the dynamics is not yet controlled, and the Sun acquisition and
pointing begins after a certain time delay. The first eclipse begins with a rough gyroscope
bias estimation, and immediately after the primary gyroscope fails. Thus, the propagation
errors increases up to more than 50 deg. A correct attitude estimation is recovered soon
after the Sun data are back available out of the eclipse. Then, also the second gyro fails and
both gyroscopes are lost. This fault is recovered by switching to the angular rate estimation
with magnetometers. This reconfiguration event is evident from the output of the large
instantaneous error at t ' 4000 s, which is immediately followed by a correct attitude
state estimation with increased noise with respect to the nominal case. This is due to the
numerical derivatives needed to compute the angular rates from magnetic measurements.
The instantaneous error is not propagated to the following control blocks, but it is blocked
during the AODS manager reconfiguration intervention. The gyroscope’s fault is recovered
at t ' 10,000 s, after the second eclipse period, when the primary magnetometer is lost at
t ' 11,000 s. The large bias of the secondary magnetometer introduces relevant attitude
determination errors, which are reduced along the recalibration of the new magnetometer.
However, the high noise of the redundant component does not allow a fine calibration
of the system, and the steady state attitude error is higher than in the nominal case. The
third dead reckoning period finishes at t ' 15,000 s, with an estimation error in the order
of ∼10 deg. Then, at t ' 18,000 s, the Sun sensors are also lost and the attitude is again
propagated with angular rates estimation. Here, the attitude error oscillates between 10 deg
and 20 deg.

Figure 10 shows a MIL level verification of the ODS, where multiple GNSS outage
periods are injected into the functional engineering simulator. Whenever the GNSS mea-
surements are available, the ODS performance are the nominal one, already discussed in
Figure 7. However, if the GNSS is not providing a valid position fix, the on-board orbital
dynamics propagator is used as a synthetic measurement for the inertial navigation system.
In this condition the bias estimates of the accelerometers are not updated, but the EKF
is applied to merge orbital propagation and accelerometer data. The result is a slower
divergence rate of the position error with respect to a pure on-board orbital propagation.
With a tactical grade accelerometer for small satellite platforms, the propagation error
is limited to ∼100 m for ∼5 min of GNSS outage, ∼300 m for ∼10 min, and ∼600 m for
∼15 min. The position error increases more than linearly in the first propagation periods,
but it tends to stabilize and oscillates around a steady state error value in the order of 1 to
10 km.
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Figure 9. Attitude error in MIL analysis of Sun pointing AODS, with multiple injected failures.
Gyroscopes loss at t ' 4000 s. Primary magnetometer loss at t ' 11,000 s. Sun sensors loss at
t ' 18,000 s .

Figure 10. Position error in MIL analysis of ODS, with multiple GNSS outage periods: 5 min at
t ' 500 s, 10 min at t ' 1500 s, and 15 min at t ' 3000 s.

9. Discussion

The proposed fault tolerant attitude and orbit determination system (AODS) for small
platforms has proven degree and meter level performances with typical sensors for small
satellite platforms. The verification of the system has followed the guidelines based on
international standards for model-in-the-loop verification of space software. The functional
engineering simulator used for the verification campaign is based on validated dynamics
and environment models, and the sensors models includes all the errors sources and the
signal transduction problems. Despite this paper describes the sensor post processing
from the raw signals of the measured physical quantities, the simulations include all the
post processing operations to convert the sensor’s output in the measured quantity. The
sensor post processing operations are needed to achieve the required performance with
the components typically used in small spacecraft application. The performance of the
AODS is maintained, with an acceptable level of degradation, after several failures have
occurred to the components. The system level failure detection functions are capable to
detect failures that, if propagated to the control subsystem, may pose the spacecraft in
dangerous conditions. Moreover, the component level failure detection, combined with
the system level management and reconfiguration, can mitigate the component failure
propagation to the attitude and orbit estimation sections. The algorithms have proven
their validity on a broad variety of component specifications for small spacecraft, through
extensive simulation campaigns. The failure detection thresholds resulted to be the most
sensitive variables to be accurately set for a given sensor and a given sensor combination.

Future works include a verification of the proposed AODS at the software and
hardware-in-the-loop levels on relevant spacecraft components. The testing campaign
shall begin from a broad characterization of nominal sensor performance to properly tune
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all the parameters and thresholds in the AODS. Then, the software-in-the-loop (SIL) testing
campaign is conducted by combining the functional engineering simulator output with the
software deployment of the AODS. This can be accomplished within the system deploy-
ment framework, which is capable of automatically running SIL tests on the auto-coded
software. Eventually, the system shall undergo hardware-in-the-loop (HIL) testing phases.
If a complete dynamical and environmental test bench is not available, the HIL tests can be
run in hybrid mode. Namely, the sensor measurements are simulated in real-time and sent
to the on-board computer through an interface subsystem modelling the hardware electrical
and data interfaces. In this way the real-time execution and performance of the system
are verified, without using a complex and expensive dynamical and environmental test
bench. This verification approach is suitable for small satellite platforms, and it contributes
to reducing the overall time and cost to space. Moreover, this approach with real-time
simulated sensors is convenient for verifying and testing the fault tolerance performance
of the AODS. In fact, the real-time simulator can include all the possible failures in the
sensor measurements, without the need to stress real flight hardware. The major difficulty
in this verification approach consists of the real-time simulation of realistic non-nominal
and faulty behaviors of the sensors. However, literature data and hardware manufacturer
experience may be exploited in setting up the simulation configuration.

The required computational load has been estimated to be feasible for typical on-
board processors for small spacecraft. Preliminary processor-in-the-loop verification tests
have confirmed this assumption. However, only a formal real-time verification of the
proposed AODS at hardware level would certify it. This point is of primary relevance
for the implementation of the proposed AODS in a real space system. In fact, the design
of flight software for small satellite platforms shall be characterized by a small memory
footprint and computational burden. However, this shall be compatible with the required
functionalities and performance. The proposed fault tolerant AODS for small satellite
platforms demonstrates a promising solution in this direction.
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