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Abstract: Relative pose estimation of a satellite is an essential task for aerospace missions, such as
on-orbit servicing and close proximity formation flying. However, the changeable situation makes
precise relative pose estimation difficult. This paper introduces a deep-learning-based satellite relative
pose estimation method for monocular optical images. The method is geared towards uncooperative
target satellites with known 3D models. This paper proposes a novel convolutional neural network
combined with 3D prior knowledge expressed by the 3D model in the form of the point cloud.
The method utilizes point cloud convolution to extract features from the point cloud. To make
the result more precise, a loss function that is more suitable for satellite pose estimation tasks
is designed. For training and testing the proposed method, large amounts of data are required.
This paper constructs a satellite pose estimation dataset BUAA-SID-POSE 1.0 by simulation.
The proposed method is applied to the dataset and shows desirable performance on the pose
estimation task. The proposed technique can be used to accomplish monocular vision-based relative
pose estimation tasks in space-borne applications.

Keywords: satellite pose estimation; 3D structural information; deep learning; point cloud

1. Introduction

With the development of space technology, there has been a growing interest in
providing autonomous servicing for spacecraft in orbit [1-3]. In the report [4], NASA
proposed that enhancing the level of autonomy of spacecraft is one of the key technologies
to enable next-generation space missions. In this context, advancements in the field of
Guidance, Navigation, and Control (GNC) have been made in the past years. An important
development of GNC is autonomous relative navigation for close approaches, which
interests a variety of applications, such as on-orbit Servicing (OOS) of functional satellites [5]
or space stations [6], formation flying [7], active capture and removal of space debris
(ADR) [8], etc. In this situation, the estimation of the relative pose of space objects by an
active service spacecraft represents a vital task. The pose estimation problem is indeed
complicated by the fact that the target satellite is not functional and/or not able to aid
the relative navigation. As a result, optical sensors shall be preferred to adapt to such
situations [9].

Commonly used onboard optical sensors include LIght Detection And Ranging (LI-
DAR) sensors, Time-Of-Flight (TOF) cameras, stereo or RGB-D cameras, monocular cam-
eras, etc. Ref. [10] considers that LIDAR sensors have a high power consumption and often
a limited field of view. Stereo or RGB-D cameras are other potential options since these also
measure depth, but the methods based on these sensors have high power consumption and
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system complexity. Several works, such as [11,12], propose that pose estimation systems
based solely on a monocular camera are recently becoming an attractive alternative because
systems based on a monocular camera ensure rapid pose determination under low power
and mass requirements. Ref. [13] compares several methods based on filtering techniques,
which estimate a pose from sequence images. However, due to the complex imaging
condition and the relative motion between the two targets, it is difficult to obtain image
sequences in some cases. Therefore, it is meaningful to study estimating the pose of the
satellite from a single optical image.

The perspective changes of space objects are often very complex, making it challenging
to estimate the relative pose using a single optical 2D image. The existing solutions obtain
the pose by directly utilizing template matching [14-17] or machine learning [18-22] or they
obtain the pose indirectly through solving the problem as PnP (Perspective-n-Point) [9,23-28],
PnL (Perspective-n-Lines) [29], PnC (Perspective-n-Circles) [30], or PCL (Perspective Circle
and Line) [31,32]. Such schemes make full use of the features extracted from images and
can achieve relatively good results with certain guarantees in terms of speed and accuracy
on simulated image datasets.

However, using only 2D images for pose estimation has certain limitations. Restoring
the pose from a single image requires enough data to ensure that the pose estimation
method can estimate the full rotation space SO(3). In the real application environment, it is
unrealistic to obtain images covering the full SO(3). Therefore, combining prior knowledge,
such as the 3D model of the target, can effectively improve the performance of the pose
estimation method when the data size is limited.

This paper pays close attention to the works of OOS and ADR, in which the uncooper-
ative target satellite is a known object. The basic geometry of the target is assumed to be
available. The 3D model is a common form of geometric representation, which can provide
spatial structure information of the target satellite. Three-dimensional models have many
forms of representation, and a point cloud is one of the common forms. The point cloud can
retain the original geometric information in the 3D space without any discretization and has
a very concise form. Point cloud classification and segmentation tasks have achieved good
results, indicating that the correlation algorithm, such as PointNet [33] and PointNet++ [34],
has a strong feature extraction ability from point cloud data.

We show the overall idea of the proposed method in Figure 1. The method’s in-
put includes the image of the pose target to be determined and the point cloud data.
It should be mentioned that, unlike the image with depth information, the point cloud
data and the input image do not correspond one-to-one; the point cloud corresponding
to different images with different poses is unified. For the input image, Convolutional
Neural Network (CNN) is used as a feature extractor to obtain pose-related features in
the 2D image. For the point cloud data, our method first fuses the point cloud data with
2D image features, which are obtained from the image feature extraction results. Then,
the point cloud features are extracted from the point cloud combined with the 2D im-
age features, and the pose-related features in the spatial structure are obtained. Finally,
the two features are concatenated together, and the pose is solved. To obtain more accurate
pose results, this paper also designs a loss function for satellite pose estimation missions to
further enhance the network’s pose estimation capability.

The intended contributions and advancements of this paper are summarized as follows:

* We propose a novel CNN-based satellite pose estimation method. The method takes
full advantage of CNN and combines the spatial structure a priori information in the
form of point clouds and accomplishes the task of estimating the relative pose of a
satellite from a single monocular optical image with a high precision.

e We design a loss function that is suitable for satellite pose estimation. The loss
function can guide the network training process and make the pose estimation results
more accurate.
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* We build an open-source simulation dataset called BUAA-SID-POSE 1.0. The dataset
contains more than 250,000 images of five types of satellites in different poses, providing
a large amount of data for relevant research.
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Figure 1. The overall idea of the proposed method. First, we extract the features from the input image

and get pose-related features in 2D images. Then, we fuse the point cloud data with 2D features
extracted from the image and obtain the pose-related features in the spatial structure. Finally, we
concatenate the features together and solve the pose.

The structure of this paper is as follows: Section 2 describes the related work of
space object pose estimation; Section 3 describes the framework of the CNN architecture;
Section 4 describes the dataset, experimental environment, evaluation metrics, and training
strategy; Section 5 describes and analyzes the experimental results; and Section 6 presents
the conclusions from this study:.

2. Related Work

Template matching method: Template matching is a traditional pattern recognition
method with simple implementation and strong interpretability. To estimate the pose of
an input image, the general idea based on the template matching method is to project the
3D model from different perspectives to 2D images, then extract features from images or
directly use the projected 2D image as a template, and finally use the matching method to
find the template with the highest similarity to the input image. The pose of the input image
is assigned to the pose of the matched template. Refs. [14-17] utilize the template matching
method to estimate the pose of space objects and make various improvements. Ref. [26]
first utilizes template matching as a coarse procedure, then establishes many-to-one 2D-3D
correspondences by contour feature matching to obtain an accurate pose. In the ideal
scenario, this kind of method can directly establish the correspondence between the pose
and the template, but the template matching method has some problems, such as poor
robustness and the contradiction between accuracy and speed.

Learning-based method: The general idea of the learning-based method is to extract
features from images with pose labels and train a classifier or regressor to learn the mapping
from features to poses, then extract features and solve the pose from the test images. There
are also two ways to solve the pose. One is to establish a feature-keypoint mapping, confirm
the location of the keypoints and solve the pose through the PnP algorithm, which is a
classical 2D-3D matching method. The other is to establish the feature-pose mapping
directly and obtain the corresponding pose of the image through the classifier or regressor.
There is a lot of work investigating the use of learning-based methods to estimate the pose
of space objects. Refs. [18-20,23] mainly use artificially extracted features to train classifiers
in the offline stage and solve the pose in the online stage. Refs. [21,22] apply deep learning
in pose estimation tasks and completes automatic feature extraction and pose calculation
through an end-to-end network. Refs. [9,24,25,27,28] also apply deep learning, but these
methods learn to locate keypoints and solve the pose through the PnP algorithm. The
performance of learning-based methods depends on features. Good features can improve
the performance of the algorithm, but artificially extracting features is a difficult job and
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the generalization of the features is poor. Although deep-learning-based pose estimation
methods can automatically extract robust features, this method still has the problem of
poor interpretability, and it is also difficult to obtain a large amount of labeled data.

The method of combining the 3D model: 3D models can represent the spatial struc-
ture of objects. Two-dimensional images corresponding to the target pose can be obtained
by rendering the 3D model. The typical idea of utilizing a 3D model in general pose
estimation can be divided into the following two kinds:

* Refining the obtained pose solution [35].
* Generating 2D-3D correspondence [36].

For satellites, Refs. [24,25] locate keypoints on sequence images by rendering a 3D
model. These methods train a keypoint location network and solve the pose by RANSACK-
PnP algorithms. Three-dimensional models are mainly used for generating 2D-3D matching.
These methods are not end-to-end, and the RANSACK-PnP algorithm is time-consuming.

Different from these methods, this paper proposes to combine the 3D model repre-
sented by the point cloud into the network. Since point cloud data cannot reflect any
features related to attitude, this paper extracts the features related to the pose through
convolution and fuses them with point cloud data. Then features are extracted from the
point cloud data. The entire network is end-to-end and does not require RANSACK-PnP or
additional post-processing steps.

3. Method

The overall structure of the proposed method is shown in Figure 2. The structure can
be divided into three modules. The first module is the feature extraction module, utilizing
CNN to obtain the feature map from the input image. The second module is the 3D prior
information fusion module, which consists of two branches. One branch extracts the feature
vectors corresponding to 2D images; the other branch extracts the feature vectors related to
the spatial structure from the 3D model. Finally, the features extracted by the two branches
are concatenated. The third module is the pose solution module, solving the pose from
features outputted from the second module. In this section, we will describe each module
in detail.

Feature Extraction Module 3D Prior Information Fusion Module Pose Solution Module

3 Input Image :
1 Data:256x256x3

Pose-related
Features in 2D
Images: 1x512

Output Featur
Maps:7x7x51

¢

Branch 2

o ! Roll Angle |
B LTl BT ! /T Concatenate L = sle
————————————— T > Pitch Angle |

Yaw Angle i

Pose-related
Features in

! Input Point Cloud 2d Image Pose Related Point
i Data: 3x1024 Features: Cloud Data:
: 3x1x1024 6x1024

Point Cloud Feature Extractor

Figure 2. The pipeline of the proposed method. First, we input the images to the features extraction
module to extract the features. Then, we input features to the 3D prior information fusion module,
which consists of two branches. Branch 1, shown in red lines, extracts the features corresponding to
the 2D images. Branch 2, shown in green lines, extracts the features related to the spatial structure by
combining the 3D model. The features extracted by the two branches are concatenated. Finally, the
concatenated module is input to the pose solution module to solve the pose.
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3.1. Feature Extraction Module

Feature extraction is an important step in the learning-based method. The convolu-
tional neural network is used for feature extraction in pose estimation tasks because CNN
has a strong feature extraction ability.

In this paper, we select the classic CNN structure ResNet [37] as the feature extractor.
The structure of the feature extraction module is shown in Figure 3. The input image of
ResNet is a three-channel image with the size of 224 x 224 x 3, but the images in our
dataset have one channel with the size of 256 x 256 x 1. Therefore, we resize the original
image to the target size via the interpolation method, and the gray image is copied into a
three-channel image. Customizing the first convolution layer for a single-channel image is
another alternative solution, but in order to retain the original network structure and to
make the structure applicable to a three-channel image, we choose to change the channel of
the input image. The output of the network is 7 x 7 x 512 feature maps.

C1 c2 c3 C4 Cs
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skip connections with

1 1
1 .

~ 1 | 1 x 1 convolution to
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Figure 3. The structure of the feature extraction module. k x kconv, n means the kernel size of the
convolution layer is k and the kernel number of the convolution layer is n, while /p means the stride
of the convolution layer is p. Different colors represent different layers.

In view of the small image size and the simple background, the network does not
need to be very deep, so we choose a lighter network, ResNet18, as the feature extraction
module. It should be mentioned that we initialize the network parameters in a random way.
We show the relevant experimental results in Section 5.2.

3.2. Three-Dimensional Prior Information Fusion Module

The 3D prior information fusion module contains two branches. One branch generates
the pose-related features in 2D images with the size of 1 x 512 utilizing an average pooling
layer, while the other branch generates the pose-related features in spatial structure with
the size of 1 x 512 by the following steps. First, we extract features from the 2D image
that correlate with the spatial structure. Then we fuse the features and 3D point cloud
data by concatenating. Finally, we use the point cloud convolution method to receive the
pose-related features of the spatial structure. After feature extraction, we concatenate these
features together and form a 1024-d joint representation as the output of this module. The
structure of the module is shown in Figure 4.

We utilize convolution to extract features from 2D images that correlate with the
spatial structure. Through three parallel convolution layers, batch normalization layers,
and maximum pooling layers, we obtain three 1024-d features. We concatenate these
features with the point cloud matrix, which has the size of 1024 x 3 and receive the
pose-related point cloud data with the size of 1024 X 6.

We choose PointNet++ [34] as the point cloud feature extractor. PointNet++ is devel-
oped from PointNet [33], which is a very classic point cloud convolution method with a
simple structure. PointNet and PointNet++ have been proven to be effective in point cloud
classification, point cloud component segmentation, and other applications.
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Figure 4. The structure of the 3D Prior Information Fusion Module. k X k conv, n, /s means the
convolution layer with the kernel size of k, the kernel number of n, and the stride of s, while p means
the pooling layer with a stride of p. FC,n; — ny means the input and the output of the connection
layer are n1 and ny, respectively.

PointNet first maps the points in the point cloud and then uses symmetric functions to
solve the disorder problem. Before feature extraction, PointNet aligns all inputs by training
affine transformation matrices. PointNet++ is an improved version of PointNet, which
divides point cloud data into overlapping local regions by using the distance measurement
of the space. First, local features are extracted from a small range of geometric structures.
Then high-level features are extracted based on low-level local features. PointNet++ divides
point cloud data by query ball, and each query ball is determined by the center coordinate
and radius, such as the convolution kernel in CNN, where the center coordinate is the
position of the convolution kernel and the radius is the size of the convolution kernel.

SSG (single-scale grouping) and MSG (multi-scale grouping) are two ways to extract
local features in PointNet++. SSG takes query balls of the same radius for each centroid
of the current layer and extracts single-scale features, while MSG takes query balls with
different radii for each centroid of the current layer, extracts features for these query balls
separately, and concatenates them as the output to extract multi-scale features. The specific
structure of SSG and MSG can be found in [34].

Relevant experiments on this module will be shown in Section 5.3.

3.3. Pose Solution Module

In the pose solution module, we estimated the pitch angle, yaw angle, and roll angle
at the same time. The range of the pitch angle is [-90°, +90°], the range of the yaw angle is
(—180°, +180°], and the range of the roll angle is [0°, 360°). In this module, we use full con-
nection layers to solve the pose from the output of the 3D prior information fusion module.
We output a 3D vector, and the three dimensions represent pitch angle, yaw angle, and roll
angle, respectively.

In the training process, we design the rotation-normalized L2 loss. The loss function is
defined as follows,

L= (L' +Ly* + L3?) 1)

where L{!, Ly?, and L3® represent the loss of pitch angle, yaw angle, and roll angle,
respectively, which are defined as follows,

L' =wig(lfi(yr) — fi(x1)])
Ly* = wy-g[min(|f2(y2) = fa(x2)], 1 2 = (fa(y2) = fa(x2))])] @
L3® = ws-g[min(|f3(y3) — f3(x3)|,| 2 — (f3(y3) — f3(x3))|)]

where y1, ¥2, y3, X1, X2, and x3 represent the ground truth and the prediction of the pitch

angle, yaw angle, and roll angle, respectively, and fi(-), f2(-), and f3(-) represent the
normalized function of the pitch angle, yaw angle, and roll angle; defined as follows,
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fi(x) =x/90
falx) = x/180 3
f3(x) = x/360

where g(-) represents the post-processing function, such as square function, linear function,
logarithmic function, etc. w1, wy, and w3 represent the weight of pitch angle, yaw angle,
and roll angle in the loss function. Through experimenting, we selected the settings as
Equations (4) and (5) for the network. The experimental results are shown in Section 5.1.

8(x) =log,(2[x[ +1) )
w, =13, wy =04, w3 =1.3 5)

4. Experiment Settings
4.1. Dataset

BUAA-SID-POSE 1.0: We built a simulation dataset called BUAA-SID-POSE 1.0.
BUAA-SID-POSE 1.0 is an extension based on BUAA-SID 1.0 [19,38,39], and their simulation
methods are the same. Compared with BUAA-SID 1.0, BUAA-SID-POSE 1.0 not only
collects more intensive samples on the viewpoint sphere but also adds the roll of the
camera. The yaw angle ranges from —180° to 180°, and samples are taken every 3°. The
pitch angle ranges from —90° to 90°, and samples are taken every 3°. Because there is only
one viewpoint at 90° north latitude and 90° south latitude, a total of 118 x 60 + 2 = 7082
viewpoints are sampled. For each viewpoint, we sample the camera roll angle every 45°
within the range of [0°, 360°). To avoid the influence of other factors, we stay at the same
position from the light source relative to the camera and the same camera distance from
the satellite.

BUAA-SID-POSE 1.0 includes five satellites with significantly different appearances,
as shown in Table 1.

Table 1. The description of the satellites in BUAA-SID-POSE 1.0.

Type Apperance
Has a pair of solar wings, which are symmetrically placed on both sides of
A2100 )
the cube’s body
COBE Has three solar wings, which are placed around the cylindrical body evenly.
EARLY-BIRD Has two solar wings, which are distributed on the same side of the body.

FENGYUN Has an entirely cylindrical satellite.
GALILEO Has three long pole structures distributed around the body.

When experimenting, we randomly divide BUAA-SID-POSE 1.0 into train set:valuation
set:test set = 1:1:18. The image number of the train set and the valuation set is 2832, and the
number of the test set is 50,992.

Point cloud data acquisition: The 3D model of the satellite is stored as a unit of
triangles, but our proposed method expresses the 3D model through the form of the point
cloud. Therefore, we obtain point cloud data by constrained Poisson-Disk Sampling [40].
This method can generate uniformly distributed point cloud data on the surface of the
model, which is beneficial to the subsequent operation.

At this stage, we extract the point cloud with a point number of more than 1024, and
different models have different point numbers. To standardize the input, we sample the
point cloud utilizing the farthest point sample method. The point cloud generated is a
matrix with the size of 1024 x 3.

The simulated satellite images and point cloud extraction results are shown in Figure 5.
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(@) (b) (0) (d) (e)

Figure 5. Simulated satellite images and corresponding point cloud. (a) A2100; (b) COBE; (c) EARLY-
BIRD; (d) DSP; (e) GALILEO.

4.2. Experimental Environment

The software environment used in the experiment is as follows: The operating system
is Ubuntul6.0, the programming environment is PyCharm, the language is Python and the
version is Python3.7, and the deep learning framework is PyTorch1.4.

The hardware used in the experiment is as follows: The code runs on a server with
Intel(R) Xeon(R)Silver 4114 CPU @ 2.20 GHz. The neural network is trained and tested
using a GTX 2080Ti GPU with 12 GB video memory.

4.3. Evaluation Metrics

Referring to [19,20], we calculate the following indexes:

*  Mean Absolute Error (MAE): MAE evaluates the mean error between the predicted
pose and the ground truth. The calculation formula is shown as follows,

1 N-1
MAE = — 2 ‘ypred = Ytruth (6)
N i=0

*  Accuracy Rate (ACC): ACC evaluates the accuracy of the results under different
accuracy requirements, including the ACC with the absolute error of less than 1° and
less than 5° denoted by ACC(AE < 1°) and ACC(AE < 5°). AE is the absolute value
of the difference between the predicted value and the true value. Considering the
reasonableness of the absolute error threshold size settings in the metric, we examined
the relevant literature. Ref. [21] uses a classification scheme to estimate the pose with
a resolution much greater than 5° in yaw angle, pitch angle, and roll angle; Ref. [9]
also estimates attitude using a classification scheme with a resolution of 10° in each
dimension. In summary, the absolute error threshold chosen for the evaluation metrics
is quite accurate when comparing existing algorithms for space object pose estimation.

We calculate MAE, ACC(AE < 1°), and ACC(AE < 5°) for yaw angle «, pitch angle
B, and roll angle v, including nine evaluation metrics in total.

4.4. Training Strategy

During training, when all the images in the training set are used to train the neural
network, it is said to have completed an epoch of training. A reasonable number of
epochs can ensure sufficient convergence of the model while reducing the training time.
We ensure that the model converges sufficiently by observing the loss descent curve on
the validation set.

We optimize the network using a common optimization algorithm, stochastic gradient
descent (SGD) with momentum, with the initial learning rate set to 0.1 and the momentum
set to 0.9. We use a step learning rate decline schedule to ensure the network conver-
gence, the learning rate decreases to 1/10 of the original rate after each certain number of
epochs. At the same time, we use the warm-up strategy to avoid network divergence at the
beginning of training.
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Considering the randomness in the training process of the convolution neural network
and the randomness in the division of the dataset, we use randomized repeat experiments to
reduce the interference caused by randomness. We used a completely random approach for
the three dataset divisions, training the model three times on each dataset and generating
the results. In this way, we run nine repeat experiments for each setup in total, with
the mean of the results being the final experimental result and the variance being the
uncertainty of the results.

5. Experimental Results
5.1. Experimental Results of the Loss Function

We study the loss function, which was defined in Section 3.3, focusing on the form of
g(+), and the values of wq, wy, and w3. The experimental settings are shown in Table 2.

Table 2. The settings of the loss function.

N.O. w1 wo w3 g()
L1 1 1 1 x2
L2 1 1 1 |x|
L3 1 1 1 log, (2|x| +1)

L4 1.3 0.4 1.3 log, (2|x| + 1)

With representativeness, we used the A2100 satellite model for training and testing
and tested the loss function without using the 3D model. We divided the dataset as train
set:validation set:test set = 6:2:2. We trained 32 epochs to ensure full convergence of the
model, the first three epochs were the warm-up phase, and the learning rate was decreased
every eight epochs. The batch size was chosen as 128.

As shown in Table 3, it can be found that g(x) = x? leads to poorer experimental
results, mainly because the angles have been normalized before calculating the loss, and
when the predicted value is closer to the ground truth, the error will be very small, leading
to a decrease in the model’s ability to further learn more accurate poses, especially in
ACC(AE < 1°), the metric reflecting high precision forecasting capability. In contrast,
as can be seen in Figure 6, log, (2|x| + 1) better amplifies the error value when the predicted
value is closer to the ground truth, which guides the network to learn a more accurate pose.

Table 3. Performance of different loss function settings. The optimal results are tabulated in red.

Evaluation Metric

Experimental Setting

L1 L2 L3 L4

a«_ACC(AE < 1°) 0.220 £ 0.036 0.495 £ 0.028 0.550 £ 0.032 0.557 £ 0.028
B_ACC(AE < 1°) 0.388 £ 0.020 0.883 £ 0.009 0.912 £ 0.012 0.737 £ 0.023
v_ACC(AE < 1°) 0.292 £ 0.042 0.522 £ 0.068 0.560 £ 0.061 0.648 + 0.052
a«_ACC(AE < 5°) 0.637 £ 0.046 0.941 £ 0.009 0.936 £+ 0.021 0.941 £ 0.016
B_ACC(AE < 5°) 0.967 £ 0.007 0.999 £ 0.000 0.999 -+ 0.000 0.998 £ 0.000
y_ACC(AE < 5°) 0.600 £ 0.028 0.924 £ 0.018 0.925 £ 0.030 0.948 £ 0.014

a_MAE 6.27 £ 0.53 231 £0.243 2.32 £0.59 2.22 £0.35

B_MAE 1.72 £0.11 0.56 + 0.02 0.51 + 0.03 0.81 + 0.05

y_MAE 791 £ 040 3.12+0.45 3.05 £ 0.85 2.32 £ 045

For the values of wq, wy, and w3, we adapt them based on the L3 setting. As the net-
work is more capable of estimating the pitch angle, we reduce the weight of the pitch angle
error in the total error. We find that the metrics irrelevant to pitch angle are generally higher
in the L4 setting, and the degradation of the metrics related to the pitch angle is within
acceptable limits.
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Figure 6. Values of different g(-) in the range [0, 1]. (a) g(x) = x?%; (b) g(x) = |x|; (c) g(x) =
log, (2]x| +1).

5.2. Experimental Results of Model Structure and Initialization Mode

We experimented with the influence of model structure and the initialization mode
of CNN. With representativeness, the experimental setting was the same as in Section 5.1.
We compare the influence of the channel number on the input image. As shown in Table 4,
inputting a one-channel image and customizing the C1 layer yields similar results to copy-
ing the one-channel image to generate a three-channel image, and these two methods have
similar model size as well, which indicates that there is no major effect on the experimental
results on different input strategies.

Table 4. The influence of the channel number of the input image.

Evaluation Metric

Experimental Setting «_ACC p_AccC y_ACC «_MAE B_MAE _MAE Model Size
(AE < 5°) (AE < 5°) (AE < 5°)
Copy one-channel image to 0.941 + 0.016 0.998 =+ 0.000 0.948 + 0.014 2.223 4 0.352 0.806 =+ 0.050 2.316 + 0.452 42.70 MB
generate three-channel image
Input one-channel image and 0.938 == 0.022 0.995 = 0.001 0.944 £ 0.019 2.333 4 0.587 0.919 & 0.612 2.560 & 0.548 42.68 MB

customize layer C1

We also compared the pose estimation metrics between ResNet18 and ResNet50. We
also tested the model performance with and without the pretrained model and the influence
of the image channel. The pretrained model was trained on the natural image dataset
ImageNet [41]. The network that inputs a three-channel image freezes layers C1 and C2 in
Figure 3, while the network that inputs a one-channel image reinitializes the parameter in
layer C1 and freezes the parameters in layers C2 and C3. When not using the pretrained
model, we adopted the random initialization method.

As shown in Table 5, using the pretrained models is less effective compared to the
random initialization. This phenomenon suggests that the simulated dataset used in this
experiment has a large gap compared to the natural conditions dataset, and the network
parameters cannot be shared. The pretrained model that inputs a one-channel image is
less effective than the pretrained model that inputs a three-channel image, mainly because
randomly initializing the first convolutional layer and freezing subsequent convolutional
layers makes training more difficult and less stable, and Setting 3 has more frozen pa-
rameters than Setting 2. This also supports the conclusion that there is a gap between
the different datasets. With the random initialization method, ResNet50 achieves better
performance than ResNet18, but the improvement was not significant. This phenomenon
suggests that deepening the network depth can improve the accuracy of the algorithm, but
ResNet18 already has a strong feature extraction capability. Taking performance and speed
into account, we choose ResNet18 as the feature extraction module of the network.



Aerospace 2022, 9, 768

110f15

Table 5. Performance of different model structures and initialization mode analysis. The optimal

results are tabulated in red.

Experimental Setting *

Evaluation Metric ResNet18 ResNet18 ResNet18 ResNet50 ResNet50 ResNet50
Setting 1 Setting 2 Setting 3 Setting 1 Setting 2 Setting 3
«_ACC(AE < 1°) 0.557 + 0.028 0.474 + 0.024 0.388 4+ 0.021 0.623 + 0.079 0.403 4+ 0.063 0.337 + 0.061
B_ACC(AE < 1°) 0.737 +0.023 0.630 + 0.033 0.559 4+ 0.024 0.786 + 0.072 0.513 4+ 0.108 0.256 + 0.114
7_ACC(AE < 1°) 0.648 + 0.052 0.591 + 0.118 0.558 + 0.057 0.649 £ 0.193 0.187 4+ 0.099 0.238 + 0.073
«_ACC(AE < 5°) 0.941 + 0.016 0.897 + 0.019 0.884 + 0.010 0.971 + 0.005 0.907 + 0.032 0.828 + 0.064
B_ACC(AE < 5°) 0.998 + 0.000 0.995 4+ 0.002 0.985 4+ 0.002 0.998 + 0.000 0.990 + 0.075 0.785 4+ 0.287
v_ACC(AE < 5°) 0.948 + 0.014 0.906 + 0.036 0.905 + 0.011 0.975 £ 0.010 0.392 +0.293 0.458 + 0.328
a_MAE 2.223 + 0.352 3.248 + 0.647 3.912 + 0.265 1.588 + 0.226 2.616 + 0.547 4.815 + 2.546
B_MAE 0.806 + 0.050 1.035 £ 0.077 1.323 £+ 0.078 0.725 £+ 0.104 1.330 £ 0.301 7.448 4+ 13.529
v_MAE 2.316 + 0.452 3.353 + 1.148 3.955 + 0.346 1.392 £+ 0.458 45.055 +41.092  43.644 £+ 43.736

* Setting1 means no pretrained model is used, Setting 2 means using a pretrained model and the parameters of C1

and C2 are frozen, and Setting 3 means using a pretrained model but the input is a one-channel image, while the

parameter of C1 is reinitialized and the parameters of C2 and C3 are frozen.

5.3. Experimental Results from the Structures of 3D Prior Information Fusion Module

We experimented with the different implementation details of the 3D prior information
fusion module. We tested different structures of the point cloud convolution network and
the structures of related spatial features extractor in Figure 4. The experimental settings are
shown in Table 6.

Table 6. The settings of the 3D prior information fusion module. Refer to Figure 4 for symbol meanings.
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To prove the validity of the 3D prior information fusion module, we also tested the
performance of the network without the 3D prior information fusion module. The result is
shown in Table 7 as “Compare”.

We performed the experiment with the A2100 satellite model. We trained 300 epochs
to ensure full convergence of the model, the first 10 epochs were the warm-up phase, and
the learning rate decreased every 90 epochs. S5 and S6 chose the batch size as 16 while the
other settings chose the batch size as 64.
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Table 7. Performance of different 3D prior information fusion module structures. The optimal results
are tabulated in red.

Evaluation Metric

Experimental Setting

Compare S1 S2 S3 S4 S5 S6

a_ACC(AE <1°) 0278 +0.034 0.306 +£0.043 0.331+0.019 0.335+0.011 0.294+0.035 0.364+£0.065 0.386 + 0.033
B_ACC(AE <1°) 0.369 £0.024 0350+ 0.120 0.448 £0.030 0.445+0.022 0.371 +0.048 0.483 £0.049 0.454 + 0.035
v_ACC(AE <1°) 0370+£0.060 0.439 +£0.066 0.645+0.073 0.458 +0.064 0.350 +0.072 0.563 £ 0.056  0.560 %+ 0.06
a_ACC(AE <5°) 0.699 £0.317 0.730 £0.050 0.745+0.024 0.756 £0.012 0.711 +0.032 0.765 £0.043  0.773 £ 0.019
B_ACC(AE <5°) 0.849 £0.017 0.785+0.162 0.901 +0.027 0.893 +£0.021 0.864 +£0.025 0.892 £0.017 0.891 + 0.014
v_ACC(AE <5°) 0714 +£0.056 0.769 £0.042 0.782 £0.043 0.782 +£0.044 0.666 +0.109 0.831 +0.029  0.839 + 0.022

a_MAE 9.55 + 1.41 8.16 £1.01 7.94 £1.00 748 £0.74 9.49 + 1.61 7.54 +£1.18 7.40 £ 0.75

B_MAE 4.86 + 0.49 512+ 1.14 3.91 + 0.65 4.02 £ 0.50 477 + 0.49 4.34 + 0.66 4.26 + 0.30

y_MAE 11.48 £ 1.56 9.96 £ 0.48 9.63 £ 1.64 9.61 &+ 1.50 13.35 £3.49 9.05 + 2.09 8.29 +1.04

As shown in Table 7, the 3D prior information fusion module can significantly improve
performance. The PointNet network structure improves the results less and even decreases
the accuracy of the pitch angle. We believe that this is due to PointNet focus on the overall
point cloud information and has little ability to extract features from the local area. PointNet
is not suitable in 3D prior information fusion modules.

Overall, for all of the experimental settings using PointNet++, the improvement of
MSG is more obvious than SSG. We believe that the MSG structure can extract more
complex and reasonable features from the local area, which has a greater impact on the
model performance. From the experimental results, we can conclude that MSG can achieve
more accurate poses.

For different structures of the convolutional layer, we find that the results are better in
MSG with the different kernel size settings of convolutional layers. while the opposite is
true for the SSG structure. We think that this is because MSG is more capable of handling
features with different scales than SSG. The features extracted by convolution with different
kernel sizes have multi-scale characteristics, and the operation of extracting and combining
features from multiple radius query balls in MSG is better adapted to the case of input
multi-scale features.

Collectively, we suggest that the experimental setup of 56 can obtain the best results.

5.4. Pose Estimation Results on BUAA-SID-POSE 1.0

We tested the method on BUAA-SID-POSE 1.0. We trained a separate set of neural
network parameters for each type of satellite. In the course of each training, we trained
300 epochs to ensure full convergence of the model, the first 10 epochs were the warm-up
phase, and the learning rate decreased every 90 epochs.

As shown in Table 8, the proposed methods have different abilities for estimating
the pose of different satellites. In general, the network structure is generally less capable
of estimating the yaw angle of the satellite and more capable of estimating the pitch and
roll angles.

For the A2100 satellite, which has two solar wings with a symmetric distribution and
a certain symmetry in two dimensions, the network is less effective in the roll and pitch
angle estimation tasks and more effective in the yaw angle recognition. For the COBE
satellite, which has three solar wings equally spaced in a circular shape on one side of the
cylindrical satellite body, the network is less effective in the yaw angle recognition and
more effective in the other two angles. For EARLY-BIRD, a satellite with poor symmetry,
the network has a better pose recognition ability and achieves the best performance in yaw
angle recognition. Compared to other satellites, for FENGYUN, a satellite with a cylindrical
body and no extended solar wings, the pose estimation accuracy is high, except for the yaw
angle. For GALILEO satellites, which have a long pole structure with a certain degree of
centrosymmetry, the network has better performance in roll angle and poorer performance
in the other two angles.
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Table 8. Performance on the BUAA-SID-POSE 1.0 dataset.

Evaluation Metric A2100 COBE EARLY-BIRD FENGYUN GALILEO MEAN
a_ACC(AE < 1°) 0.437 0.132 0.414 0.317 0.350 0.330
B_ACC(AE < 1°) 0.495 0.643 0.608 0.745 0.324 0.563
7_ACC(AE < 1°) 0.630 0.879 0.725 0.821 0.799 0.771
a_ACC(AE < 5°) 0.803 0.404 0.860 0.720 0.783 0.714
B_ACC(AE < 5°) 0.893 0.996 0.972 0.996 0.851 0.942
7_ACC(AE < 5°) 0.856 0.981 0.966 0.990 0.962 0.951
x_MAE 6.23 20.46 5.36 9.17 8.02 9.85
B_MAE 4.01 1.01 1.26 0.83 7.29 2.88
y_MAE 7.36 1.05 1.69 0.92 1.80 2.56

From the above analysis, it can be seen that the pose attitude capability varies widely
for different satellite models, and for the poses with less symmetry, the network performs
better. The symmetry of the satellite model has a large impact on the network performance,
and the pose estimation ability can be further improved by considering the symmetry.

5.5. Comparison

Finally, we compared the method proposed in this paper with the benchmark method
using deep learning. We used the same feature extraction network as this paper and re-
gressed the pose directly from the output of the feature extraction network. We supervised
the network using the loss function proposed in Section 3.3. This approach to pose estima-
tion is very similar to [21] but differs in the presentation of the pose. The training details
of the two methods were consistent. The mean evaluation on BUAA-SID-POSE 1.0 of our
method and the typical pose regression method is shown in Table 9.

Table 9. Results of the comparison on the BUAA-SID-POSE 1.0 dataset.

Evaluation Metric Benchmark Method Our Method
a_ACC(AE < 1°) 0.274 0.330
B_ACC(AE < 1°) 0.418 0.563
y_ACC(AE < 1°) 0.614 0.771
a_ACC(AE < 5°) 0.680 0.714
B_ACC(AE < 5°) 0.885 0.942
v7_ACC(AE < 5°) 0.893 0.951

o MAE 10.43 9.85

B_MAE 3.80 2.88

v_MAE 426 2.56

Our method outperforms the typical deep-learning-based pose estimation methods in
a variety of metrics, which demonstrates that using the 3D model as a priori information
can effectively improve the accuracy of pose estimation. There is a large improvement in
the metrics related to the roll angle and pitch angle, but the improvement in the metrics
related to yaw angle is not significant. This is mainly because the method proposed in this
paper does not have a good way to deal with symmetry, which is the main reason for the
low detection accuracy in this dimension of yaw angle.

6. Conclusions

In this paper, we design a novel network that uses a monocular 2D visible image
to estimate the pose of space objects combined with a 3D model as a priori information.
The utilization of 3D prior information is realized by the point cloud convolution method.
We also designed a loss function dedicated to the space object pose estimation according to
the characteristics of the task. We build a simulation dataset, including five satellite models,
called BUAA-SID-POSE 1.0 and perform experiments on it. We achieve 71%, 94%, and 95%
accuracy for yaw angle, pitch angle, and roll angle with an error of fewer than five degrees,
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respectively. The proposed method can meet the requirements of satellite pose estimation
tasks and make a contribution to the field of intelligent spaceflight.
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