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Abstract: In the context of understanding interaction with artificial intelligence algorithms in a
decision support system, this study addresses the use of a playful probe as a potential speculative
design approach. We describe the process of researching a new machine learning (ML)-based planning
tool for maintenance based on aircraft conditions and the challenge of investigating how playful
probes can enable end-user participation during the process of design. Using a design science research
approach, we designed a playful probe protocol and materials and evaluated results by running
a participatory design workshop. With this approach, participants facilitated speculative design
insights into understandable interactions, especially with ML interaction. The article contributes with
a design of a playful probe exercise to collaboratively study the adjustment of practices for CBM and
a set of concrete insights on understandable interactions with CBM.

Keywords: playful probing; cultural probes; design requirements; games research; participatory
design; decision support systems; condition-based maintenance; machine learning interaction

1. Introduction

There is increasing demand to incorporate powerful AI (artificial intelligence) algo-
rithms in information systems, often in data sensitive or critical decision support systems.
Introducing these algorithms in a critical and highly regulated operational context resists
experimentation and raises new design challenges.

Such a scenario of speculative design raises challenges regarding design approaches
that make it easier to understand new interactions, together with the design and human ap-
propriation and control over new AI tools. In this context, we cannot perform ethnography
of as yet nonexistent interactions; neither can we apply conventional requirements eliciting
approaches that presume such knowledge.

Moreover, interdependence between new tool development and new practices in a
strongly regulated context inhibits experimentation, creating a cultural deadlock. Such
a scenario demands a generative approach informed by current practices and also new
AI possibilities as they become available through research. Instead, a participatory ap-
proach is needed to empower practitioners [1] to develop new ways of working with and
designing AI-enhanced decision support systems. However, it remains unanswered which
participatory approach is best suited to the design of the CBM planning tool.

Cultural probes, as proposed by Gaver et al., are “an approach of user-centred design
for understanding human phenomena and exploring design opportunities” [2] focused on
new understandings of technology. Cultural probes do not give comprehensive information
about people and their practices; rather, they provide fragmentary clues about their lives
and thoughts [3]. The researcher or the designer has the mission of putting together the
pieces of that puzzle and making findings emerge from that. Therefore, cultural probes
can be a tool for designers to understand users [4]. F. Lange-Nielsen show some studies
in which probes are used as a scientific method or a design tool [5], and Hutchinson et al.
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show how technology probes can be a promising new design tool in the design of new
technologies [6]. Vasconcelos and others report on a study inspired by the concept of culture
probes describing the process of creating a low-, medium-, and high-fidelity prototypes for
a cognitive computer game [7].

J. Wallace et al. argue that design probes provide more than just inspiration for design
and can be used to mediate both the relationship between participant and researcher and
her own feelings [8]. However, we need more than mediation: we need a way to gather
insights on how to use AI to plan maintenance. The role of play in cultural development
has been recognized at least since Huizinga [9]. There has been extensive work on this
topic in the scientific community, as discussed in Section 2.2.

Adopting the concept of playful probes could potentially enable the exploration of
AI/ML methods by helping to develop the participants’ perspective and the appropriation
of new tools [10]. However, we still lack understanding on a research question: How can we
explore playful probing to draw insights into understandable interactions with AI/ML tools?

The purpose of the design case we present is to obtain insights and better under-
stand how condition-based maintenance (CBM) planning can be introduced in a critical
operations sector: aircraft maintenance. More specifically, we aim to gain insights on
understandable interactions of how to perform aircraft maintenance planning assisted by a
machine learning agent. In this paper, we report on a design science research process that
runs a participatory playful probing workshop for evaluating a proposed design supported
in a virtual paper prototype. This was done while simulating an ML-enhanced CBM main-
tenance context with aircraft maintenance domain experts. Videography, dialogues, and
interviews were open coded for content analysis and summary of design insights towards
the proposed research question.

This study contributes to the design of a playful probe exercise to collaboratively study
the adjustment of practices for CBM. As a result of this exercise, a set of eleven concrete
insights about understandable interactions with CBM maintenance planning emerged. In
this essay, we present and discuss these understandable interactions.

The next section refers to some background concepts related to aircraft maintenance
and cultural probes. Then, we describe the initial exploration of the work, followed by
the process of playful probes that explains how the various methods and procedures are
integrated. Subsequently, we provide the collection and analysis of data obtained in the
workshop, followed by the discussion and synthesis of the understandable interactions.
The final part includes the conclusions of this study.

2. Background and Related Work

In this chapter, we present the literature on the current state of aircraft condition-based
maintenance, followed by cultural probing and the evolution to playful probing.

2.1. Aircraft Condition-Based Maintenance

Current aircraft maintenance (AM) is based on the task-oriented MSG-3 model defined
in 1979 by the Air Transport Association (ATA) [11]. The MSG-3 method defines the obliga-
tion to carry out scheduled and routine maintenance in a given structure, but it also allows
slack for unscheduled or non-routine maintenance that results in maintenance actions to
correct divergences detected during scheduled maintenance tasks. The AM domain poses
new challenges for the design of decision support systems where a human and machine
learning (ML) confluence can open new opportunities such as a better approach to perform
maintenance in the aircraft maintenance industry: (CBM) [12]. This technique exploits
ML-based components and systems failure forecasts to schedule maintenance at the most
opportune moment instead of using a fixed interval approach, increasing aircraft avail-
ability and safety while reducing costs [13]. CBM is being increasingly adopted, including
these ML processes that produce remaining useful life (RUL) estimates for aircraft system
components and generate updated plan proposals for user validation.
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However, such a critical operational context is highly regulated and resists experimen-
tation. This scenario raises new and relevant challenges for design approaches that can
enable evolution of current practices in the field by designing for human appropriation
and control over new ML algorithms. Under such a context, we cannot perform ethnogra-
phy of as yet nonexistent practices; neither can we apply a priori approaches for eliciting
requirements. Instead, a participatory approach [1] is needed to empower practitioners
to understand and develop new ways to work with and design ML-enhanced decision
support tools.

2.2. Playful Probing

The role of play in cultural development has been recognized at least since Huizinga [9].
A playful probing approach uses games designed specifically for the study and tailored
to the research area and purpose of the study [14]. Research [15] suggests that a game
designed for playful probing “opens up for a playful and autonomous environment for
data-gathering which involve learning about individual and shared social practices”. The
playful probes technique uses similar principles to those of cultural probes while exploiting
games as a research tool to enable learning and data collection. Through the use of support
artefacts, cultural probes allow participants to document their activities and experiences to
be used as research material. This allows collection of the participants’ perspectives in the
process, allowing them to explore new things beyond the expected.

As defined by Huizinga [9], play is an experience outside the real world, a magic
circle where the player can explore, experiment, and provoke in a safe environment. With
Huizinga, we learned to recognize the role of play in cultural development. Playful probes
might enable a planner to enter this bubble and establish the dialectic with a new AI
approach and well-defined processes. As a result, this might allow us to identify, anticipate,
and understand possible problems. The concept of play has been addressed before [3–6,8]
in the context of studying novel interaction design proposals. Playful probing [14] espouses
similar principles of cultural probes while exploiting games as a research tool to enable
learning and data collection [7,15–17]. However, we still must identify how to research
risk scenarios. The answer can be a simulation game as an enabler of participatory con-
text. However, we do not know how we can create such a participatory context using a
simulation game.

Since the development of modern digital computers, computer simulations have
been used for modelling and studying systems [18]. Simulation games have been used to
formalize scientific problems and have also been adopted by academia in game form as
ways to formalize and study, e.g., economic and social behavioural phenomena. Simulation
games can make it possible to create and study scenarios without compromising actual
maintenance operations. Turning simulations into games can also enable the exploration of
behaviour in alternative settings.

Previous research [19] showed that playful probing artefacts can be used to design
new ML algorithms in a critical and highly regulated operational context, and another
preview study [20] showed how to elicit ideas for integration of maintenance planning
practices with ML estimation tools and the ML agent using playful probes. However, we
still do not know how we can use a simulation game in a participatory context to allow us
to study insights about understandable interactions with AI/ML decision support tools.

3. Initial Exploration of Work

In this chapter, we describe our initial exploration of the topic. Prior to the participa-
tory process, we performed bibliographic research of the state-of-the-art in human–ML
interaction and aircraft maintenance. After this initial exploration, the literature review
was deepened and directed to the research question of this study, which has already been
presented in Section 2.
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3.1. Human–ML Interaction for CBM

A better human–computer confluence can be achieved by enabling co-creation between
the user and the artificial intelligence (AI) algorithm and putting explainability at the core of
user autonomy and empowerment. Some studies [21,22] provide human–AI interaction guide-
lines, but explainable, accountable, and intelligible systems remain key challenges [23–25].
While progress has been made in explainability and interpretability [26–28], the design of
AI interfaces focusing on co-creativity remains a challenge.

Bødker et al. [29] points to the problem of appropriation and control as people learn
new technologies and update cooperative work practices. We need to identify how a tool
can be created to support a dialogue between the planner and an ML algorithm while also
preserving the autonomy and control of the human agent in a risky context. A process is
needed to design a new tool enabling a new meaningful simulated practice.

Simulations and games have been used to model and study systems [18], formalise
scientific problems, and study economic and behavioural phenomena [30]. Simulations
allow us to test and explore new interaction approaches, while new practices can emerge
in a meaningful but simulated context. Playful probes can be the variation of the cul-
tural probes approach [10] that allows learning and data collection [9] in a simulated
playful environment.

3.2. Maintenance Planning

It is not possible to find technical details in the literature of how a company such as
the one we are studying performs maintenance planning. To obtain valuable information
about maintenance practices, teams, and tools, we applied the PD methods described in
the next section.

Semi-structured interviews were performed by the two authors of this paper with
two maintenance planning workers: one with a lot of experience and responsibilities in
the domain, and the other with a few years of experience. The interview was recorded,
transcribed, and analysed a posteriori. It served, to a large extent, to enlighten us on
how maintenance is done in everyday life, the volume and type of daily work, how the
maintainers cooperate with the other teams, and how the maintainers achieve their work
using their specific tools. Throughout the interview, speculative questions were asked to
gain understanding on whether indicators could be used for a CBM paradigm shift. At this
stage, we did not give relevance to how ML algorithms (in this case an ML agent) could
help in the daily work of planners.

A guided visit to the facilities took place at the maintenance planning building, main-
tenance control centre, and hangars. It was important to perceive the skills, tools, and
particularities of each team in place, particularly among maintenance planners and mainte-
nance engineers.

The information was also complemented with some presentations on the project
setting and the sharing several technical documents with maintenance-related details.

Based on this information, we were able to synthesise the main concepts that allow us
to represent how maintenance is performed:

• Block: predefined routine maintenance, usually heavy and with due dates (as
“A-checks”).

• Cluster: usually a flexible, small group of tasks that can be routine or non-routine,
such as reactive or preventive maintenance; can have due dates, RUL, both, or none.

• Flight: aircraft movement between airports. It is not possible to do any maintenance
to the aircraft in this period.

• Hangar: place where maintenance is performed. It has several restrictions, such as
time, materials, and labour.

The flight element is not currently viewed by maintenance planners in planning
software. However, we consider it relevant to include it in this study, as it has a relevant
impact on hangar maintenance and resources. This information is important to discovering
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the process of playful probes, described in the next section, especially for the creation of
the playful probe paper prototype used in the workshop.

4. The Process of Playful Probes

In this section, we describe how the playful probing process was set up. Bearing in
mind that we intend to speculatively study a CBM maintenance planning tool, we proposed
a combination of methods for the discovery process: a cooperative future workshop, focus
groups, and playful probes using a paper prototype. The exercise included: in a first
phase, a cooperative future workshop using playful probes, followed by a focus group
functioning as a reflection and exploitation of what happened during the first phase. The
focus group was a guided discussion followed by a structured interview sent by email after
workshop analysis.

We designed playful scenarios and materials as well as a playful probing protocol. In
the process, we expected to open new relevant questions about ML-based RUL estimators,
maintenance planning practices, and how to design human–tool interaction in a future
computer prototype.

For relevance and simplicity, we determined that in this study we would just play
with shorter maintenance work cycles, called “A-checks”, using one RUL indicator for
each aircraft maintenance package instead of representing an RUL for each component and
system inside that maintenance.

This study was conducted as part of an ongoing design science research (DSR) approach [31],
and it was conducted in a workshop session. Given the schedule restrictions and the
difficulty in obtaining the agendas of our project partners, we accepted that the institu-
tion/company would recruit the participants.

The workshop was carried out with two researchers and two domain experts in
maintenance management (hereinafter designated P1 and P2), both male and between 20
and 40 years old, with strong backgrounds in aviation and practical knowledge of planning
tools. They played the simulation scenario and cooperated to solve each maintenance
problem presented, reflecting on the mediating role of the new ML tools. The workshop was
facilitated by the researcher—who ensured the application of the protocol and clarification
of doubts on play scenarios and materials, e.g., role playing the gamemaster role—and the
designer researcher, who assisted in the discussion.

The next subsection describes the preparation of playful probe material and how it
was applied.

4.1. Playful Probe Preparation

Given the focus of developing a new CBM planning tool with the concept of short-term
maintenance, we chose to simplify the concepts that allow us to represent and explore how
short-term maintenance is performed.

We created a simplified and simulated version of a current standard planning activity
to speculate on how evolution can be done with CBM. However, we considered an ex-
ception: Instead of preprocessing the fleet information to find maintenance opportunities,
as is the current practice, we decided to include the flight plan and consider any time
when the plane is not being used as a potential period to perform maintenance. We also
decided not to include any interaction with the ML planning agent so as not to bias the
discussion and solutions presented by the participants. The materials were created with
shapes and colours to be easily identifiable and distinguishable. We wanted objects to be
easily playable and studied and focused on functionality, manipulability, and the resulting
discourse rather than aesthetics.

The steps carried out in this study are presented below.

1. Materials design
The materials presented in Figure 1 were based on the main maintenance concepts set
out in Section 3:

• Row: one row represents an aircraft.
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• Column: representation of time. One column represents one day.
• Flight: blue ribbons represent aircraft flights in the respective aircraft row.
• Registration time: the limit time to register the aircraft to some maintenance slot

is 30 days.
• Open time: the limit time to open a new workscope (create new maintenance) is

21 days.
• Block: red rectangles represent predefined routine maintenance (with due date

from the maintenance planning document). When moved before the registration
limit, it must be registered as a new block after this registration limit.

• Cluster: group of tasks that represent other types of A-checks (small maintenance)
with due date, RUL, both, or none. If a cluster is moved, it must be moved after
the open workscope limit unless it is joined to a block.

Figure 1. Paper prototype materials printed for testing.

In this phase of the discovery process, we chose to create materials that tried to
faithfully represent current maintenance concepts as a starting point. We decided to
use only a small speculative detail of CBM maintenance in these materials: the RUL
indicator (in flight hours) that was included in some clusters.

2. Resolution path
To enable this task in a limited time, we created a structured resolution path. The
beginning of the resolution was linear and could only progress one way. Participants
faced the simplest concepts of flight planing and maintenance. Subsequently, the
resolution would lead to a path where users would necessarily be faced with more
complex issues such as conflicting conditions and 90% confidence RULs.
This probe was designed so that during the rehearsal, the disposition of visual artefacts
confront participants with situations that can lead to debate and the generation of
insights. The main ones were:

- Introducing block and cluster grouping—Is it possible to group all the mainte-
nance in these two typologies? How do we deal with the deadlines of
each type?

- Introducing estimates with 90% confidence—Does it make sense to have a large
degree of uncertainty? How do we represent it to enable decisions?

3. Material digitalization
To prepare the virtual workshop, all artefacts were designed digitally but printed
and rehearsed with manually as is common in paper prototype exercises (Figure 1).
After testing multiple approaches to instrument the playful probing with visual
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artefacts, we adjusted size and complexity, and the exercise was migrated to the
digital collaboration tool (Figure 2).

Figure 2. Maintenance scheduling problem presented to the participants in the experimental session.

Next, we describe the steps used in the rehearsal of the playful probing workshop.

4.2. Playful Probe Workshop

The workshop included, in a first phase of focus, a cooperative future workshop using
playful probes (Steps 1 and 2), followed by a focus group functioning to reflect on and
exploit what happened during the playful probe exercise through a guided discussion and
an interview (Step 3).

4. Briefing
In an initial part of the playful probing workshop, an introduction was made explain-
ing the basic maintenance elements of the game and demonstrating how to solve a
simple problem (Figure 3).

Figure 3. Minimal scheduling problem to introduce the rules and basic movements of the game.

The canvas represents a fleet of only two aircraft, with flights and maintenance
distributed over time and using a minimum block time of 4 h. To simplify the
maintenance problem for a first iteration of the game design, only three types of
artefacts were created with which the participants could interact (drag and drop),
representing the maintenance work of an “A-check”. For simplicity, we assumed that
there was only one hangar with a maintenance team available, so it was not possible
to do multiple maintenance procedures at the same time. This part lasted around
10 min, and the participants cleared some doubts about the game but did not interact
with artefacts.

5. Running the playful probing participatory design workshop
In this part of the experimental session, artefacts were presented to participants with a
non-trivial maintenance scheduling problem to be solved (Figure 2). The participants’
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voices and the collaborative canvas were recorded while they presented their ideas and
played with the representations to solve each maintenance problem. The facilitator
acted as gamemaster, answered participants’ questions about whether they could take
some actions, alerted them when they were ignoring some important condition, and
tried to get them to explore the problem boundaries in a dialogue with the material
representations.
Exploration developed freely to solve each game problem, with no constraints regard-
ing order, time, or the management of concurrency among open explorations; the
facilitator favoured out-loud dialogue and the explicit manipulation of the represen-
tations as a form of dialogical imagination among participants. Given the habitual
nature of play, we expected the emergence of self-directed and highly autonomous
activities driven by participants’ playful trajectories actively exploring the boundaries
of the gameplay scenario.

6. Debriefing debate
Shortly after the participants solved the planning problem, the focus group occurred,
in which a broader discussion space was opened to reflect on the current state of
maintenance and how CBM can be used in the future.

4.3. After the Playful Probe Workshop

7. Semi-structured email interview
After reviewing the recordings, specific interview questions were sent to the partic-
ipants with the intention of clarifying or deepening the reflections they expressed
during the play and debriefing phases. The first group of questions focused on the
experience and interpretation of the participants about the exercise. The leading
questions were:

How did you perceive the experience from the moment where the problem
appeared with a yellow star to the reached solution? What did you find
most challenging and why?

The second group were speculative questions about using an ML agent to help with
maintenance planning. The leading questions were:

How would you briefly narrate a planner using the ML planing/scheduling
with this interface? At which moments ML should be called in to provide a
new solution or a partial solution to the planner?

The third group of questions focused on the visualization, interpretation, and control
of RUL indicators. The leading questions were:

Did you experience difficulties visualizing/interpreting RUL indicators?
Can you anticipate some improvement in the way we present information
to give better control to the planner?

The last group of questions focused on the playful probing exercise itself. The leading
questions were:

What did you thought about the session technique used: should we make
some changes? were the materials limiting in anyway that needs to be fixed?
did it help generate or make explicit some insights about the subject mater?

The email interviews were typically an extrinsic reflection on the experience, a post-
reflection. It will be discussed later in the discussion section.

8. Data collection and in-depth content analysis
The playful probing workshop generated audio and video recordings, dialogue text,
and interview transcriptions. A video was made (with informed consent) of the
conversation between the participants and the manipulation of game artefacts during
the playful probe workshop. All video data were analysed (verbal and actions with
materials) to generate initial codes. Then, the recording was split into 30 s segments
and coded into groups. These grouping were based on the intrinsic self-analysis of
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the experience that emerged in the conversation generated as participants played
the scenario. Data collection and analysis of the workshop are described in the
next section.

5. Data Collection and Analysis

The workshop recording was transcribed, and the content was analysed to draw main
emergent categories. These classes were organized in a taxonomy that then served to guide
the coding process. Subsequently, the recordings were divided into 30 s segments, and
each segment was classified into one or more class. The two major areas were focus and
reflection (Level 1). Focus represents when participants were focused on something directly
related to the artefacts of the game; reflection marks when participants expressed some
reflected thoughts.

5.1. Content Coding

The recording was transcribed and processed for emergent categories and split into 30 s
segments. These classes were organized in the taxonomy of themes according to Figure 4.

Figure 4. Taxonomy of coded conversation themes.

The speech about Focus was found on three immediate themes: on the technological
tools used for the workshop; on the planning game exercise, which was further subdi-
vided into the interpretation of how planning is represented, the manipulation of the
artefacts; and the conversation related to the game as an instrument. Focus on mainte-
nance was divided into solving the scheduling problem and meta speech related to the
maintenance domain.

The speech about Reflection of thoughts was divided into four topics: ideas for the
improvement of the instrument (game or playful probe); the way the maintenance of the
aircraft is being or can be done; the degree of confidence and the meaning/implications that
the RUL indicator can have in planning; and finally how machine learning can interact with
the human planner or in relation to the operation of ML algorithms. Planning practices is
separated into two categories: current practices are currently practised, and future practices
are speculated to be implemented according predictive indicators such as RUL. The RUL
class is now divided into three subcategories (meaning, time, confidence).

As this is a collaborative work, the discourse of each participant was not grouped by
category but by the conversation of the group as a whole. The resulting data are presented
in graphs to show how the conversation and the discovery of themes took place throughout
the experiment, at what times the themes of RUL and ML were approached, and how the
reflections arose, which are important for knowledge development by the participants.

5.2. Conversation Analysis

This experiment lasted 74 min: 23 for Phase 5 and 52 for Phase 6. Before the in-depth
analysis, there is an important moment during Phase 5 of the experiment to highlight:
3:00—Problem-setting

The first three minutes were given to the participants to read the maintenance plan
and to clear up doubts before moving on to the problem.

The participants began by addressing the problem using meta-speech, suggesting that
they were “reading” the problem first and getting the right connection between artefacts
and the maintenance language that they were familiar with. For instance, they used the
tail aircraft name to refer to specific rows, “there is an issue with the first one, the N100,
because it can overlap with the N1003 flight at the beginning”. They took about 5 min
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between the moment that the problem was placed until they started moving the elements
in a very intricate collaboration process, such as analysing and negotiating the movements
as if they were learning to play a game of chess. Despite the fact that they assumed
different roles and they did not interfere with each other’s work, they communicated and
collaborated often.

When we look at the focus of the conversation of Phase 5 in Figure 5, we can see that
at the beginning, the participants talked about the representation of planning artefacts
and have some technical issues related to the technology unfamiliar to them prior to
the workshop.

Figure 5. Focus of conversation during Phase 5.

Immediately after the problem was placed, participants started talking about maintenance-
related aspects (meta-speech). Only at 5:30 did they change the focus to solve the problem,
and only after 8 min did they start to manipulate the artefacts. From this moment onward,
the participants did not lose focus on solving the problem until the end of the exercise. This
problem resolution was accompanied alternately by moments of artefact manipulation or
maintenance-related meta-speech.

The reflection mainly took place during Phase 6, starting at minute 23, immediately
after the problem was solved, as can be seen in Figure 6. During this phase, it is important
to note that there was a quite intense discussion about maintenance planning practices. The
discourse alternates between current practices and speculation on what future practices
will look like. The reflective discourse in this phase is divided into three major blocks:
Between 23 and 40 min, we found speech oscillating between current and future practices,
specifically regarding RUL (e.g., RUL confidence level representation, RUL as a box plot
or distribution, maintenance risk and criticality, due date management, state of the fleet,
maintenance opportunities, cluster and block management, task and RUL management,
and RUL and task management); between 42 and 58 min, the speech was about future
practices and mostly focused on ML (e.g., agent suggestions and planner assessment,
solution fine tuning, deviation implications, planning constraints and impacts, planner
knowledge and strategies, RUL distribution visualisation, impact cost curve visualisation,
and operation and maintenance plan integration); between 58 and 70 min, only current
practices from a more global management perspective were discussed (maintenance and
operational planner communication, operational plan management, maintenance and
operational planning times, problem solving, types of maintenance, and flight hour/flight
cycle ratios).
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Figure 6. Reflections on the conversation during the experiment.

Concerning the introduction of the RUL concept, we could verify that whenever
there was a dialogue about time or the confidence interval, it came with a discussion on
meanings and implications it may have. This took place mainly in the first block of the
mixed discourse between talk of current and future practices.

The discussion about the use of machine learning only started in the last part of the
debriefing phase. Due to the participants being involved in the domain of maintenance
planning, their initial interest was to discuss and clarify some maintenance concepts and
anticipate the possible changes in their daily work. Only after this clarification did they
begin to explore how ML can contribute to their work, combining both concepts. Specifi-
cally, participants discussed future maintenance practices and the use of ML algorithms to
help planners in that task. As shown in Figure 6, both the reflections on interacting with
ML algorithms were completely connected to a conversation about future aircraft practices.
They are interspersed between the form of interaction and reflection on the functioning
of the algorithms and appear at several points in time simultaneously. The third block
is exclusively a reflection of current practices. Between the first and the second blocks, a
moment of reflection on the game (playful probe) itself takes place, but only for 2 min.

In Figure 7, we can verify the relationship between focus and reflection in maintenance.
In Phase 5, the participants were completely focused on the solution of the problem and
led a meta-discourse on maintenance, especially in an early stage. During this phase,
the participants had only 3 moments of reflection on current practices. During the first
block of Phase 6, as mentioned above, it is possible to verify the alternation and balance
of the reflective discourse between current and future practices. The predominance of the
discourse on future practices takes place during the second quarter and on current practices
in the third.

Figure 7. Cumulative number of conversation segments between focus and planning reflection,
suggesting 3 different phases.
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6. Understandable Interactions

In this section, we describe the conversation about the main interaction themes that
emerged during both runs, synthesizing the insights of the evolution of ML interaction
towards a CBM planning paradigm.

The discussion is done through analysis of the concrete conversation utterances
during the experiment while comparing with feedback obtained from participants’
post-session interviews.

Design Insights

In this section, we list and detail the various insights to the iteration that emerged
during the conversation with the participants.

1. Understandable maintenance representation
Regarding the experience of interpreting the game elements (flights, blocks, clusters
of tasks, and plans) the participants generally found it clear, with P1 adding “clear and
similar to tools already in use” and P2 saying “this view is actually quite nice to be able to
quickly scan the situation”. As can be visualized in Figure 5, the participants started to
talk about planning representation and then immediately started to move artefacts at
minute 8.
P1, during the exercise, verbalized the possibility of also visualizing other kinds
of maintenance that does not require a hangar, which is important in a short-term
maintenance paradigm such as CBM, concluding “If it’s a really small problem you can
do it during a turnaround”.

2. Maintenance package management
In respect to future developments of maintenance artefacts, P1 was thinking about
how to visualise the “benefit you get combining a cluster and a block. Let’s say, after
this 30H (of maintenance), there are 1H of toeing, that means if you combine them, you
save an hour, so the box becomes a little bit smaller”. P2 was also concerned with this
kind of plan optimization, “we should combine these two, because it’s a kind of waste
bringing them back to the hangar twice in two day”. Both participants were interested in

“open” and split clusters being used as some sub-clusters, especially if there was a task
where some RUL restricts the entire cluster. This should be interesting if there is an
update in only one RUL among the possible dozens at any given time, and the best
solution is to solve the problem related to this specific RUL and leave the rest of the
cluster according to the original schedule, “in fact, what we necessarily need to move,
is not all the work, but part of work.” (P2).

3. Maintenance flexibility and control
At some point, P1 considered scheduling two hours of maintenance over the limit,
and wondered “what is the consequences of not making the exact Due Date? what’s the
consequences of having the component filled before the preventive removal?" and “How
critical is it if we don’t respect a RUL?", suggesting that the planner should have the
flexibility to schedule tasks in other time if the return is large enough. Participants
agreed that we should start from the assumption that the planner knows things that
cannot be coded in the model, “the planner might have more data or might have some
preferences, some strategies in his head, that make him decide to deviate from the output of ML
algorithm" (P1). Thus, we should assume that s/he can make some changes based on
human (tacit) knowledge and turn these into constraints to generate a new solution.
This can be done by fixing a particular block or cluster or locking an empty space after
some maintenance because s/he “knows there is a risk that they are working in an area
where usually have other findings which they need to attempt too as well" (P2).

4. Manual planning
Complementing the previous point, P2 said that that maintainers need some room
to schedule clusters because they do not know what kind of corrective tasks they
will have in 30 days: “we don’t have the luxury always of having RUL of more than
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100 h (. . . ). The problems pop up, let’s say, in common flights, so we need to act on
that right now (. . . ) to find some spot to fix the next couple of days”.

5. Maintenance time restrictions
Participants confirmed the time to fix blocks as part of A-checks is done respecting
the time limits presented in this exercise “until like you said, the 20 days to 30 days”
(P1). However, “there are also other work as modifications, and those you can foresee
months of prompt, let’s say if you want to install wifi on the aircraft, what this is not
popping up on a short term but that you already know months in advance” and can
be scheduled in some check.

6. Flight and maintenance plan merger
Although planners do not visualize flights in maintenance planning, in part because
planning flights is currently done in the short term, they recognized the importance
of visualizing flights on the same canvas as maintenance. After participants played
with flights, blocks, and clusters, they suggested improvements to make them more
complete, such as including the turnaround and towing time in the flight artefacts.
Participants also suggested presented the hours per flight. This information may also
be important for cooperation with operational planners. A task with low probability
and very high impact can trigger a discussion about whether it should be planned,
and they should simply accept this schedule if they “have a spare aircraft stand bay
or have some buffer in the network”; otherwise, they will not take this risk, which may
lead to cancellation.

7. The role of automatic planning
Participants assumed that there would be some form of automatic planning that
would reschedule the entire plan. However, they felt the need to plan only part of
the plan. P3 felt the need to have a button to “fix the rest” once s/he made a few
choices. P2 also had the same question, “How will we be able to lock some parts not to
be changed by AI plan recalculation?”. P2 recognized that it is difficult to manually
optimize a solution, venting “Wow, this is endless!”, and concerning plan optimize “we
should combine these two, because it’s a kind of waste bringing them back to the hangar twice
in two days”.
Participants agreed that it might be a good idea for the ML agent to automatically
group tasks into clusters and propose a solution to the planner. Then s/he must
make an assessment and decide what to accept, taking into account that s/he will
always be able to adjust the solution that the system has proposed.
Both participants highlighted a few occasions when the ML agent could be called to
present some solution. Participant 2 said that the ML agent should be called “When a
new RUL is introduced, either a change or a new cluster”. P1 also suggest that “an initial
proposal to cope with a new ‘problem’ would be nice, indicating the differences the ML propose
to make”. P1 also presented an idea similar to some chess applications to improve the
interaction between the user and the ML agent: “If you select a block, perhaps see the
options of what you can do with that block, before moving”.

8. Discretionary balance between control and autonomy
Participants also expected the tool be useful to generate a solution that not only
respects the restrictions but also allows limiting the search space to a certain period
of time or to some selected aircraft. However, it should show the planner the impact
of this limitation. “For example I gave an 8 h (slack) after maintenance just because sometimes
there is an issue, but s/he sees in the planning that it has a quite lot of impact” (P2). P1 agreed
that the planner should be able to get some kind of score, or even better, the cost of
making changes, “because maybe there are some biases in behavior or maybe (the planner)
is used to do in a certain way.” Further, it must be feasible that this actually helps to
achieve better solutions “not just in time reduction, but also in optimality”.

9. Maintenance RUL confidence level
The run participants found it easy and clear to understand what needed to be done.
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However, when confronted with the RUL confidence level, they found it not easy
to interpret, and they considered the RUL as a fixed due date. P2 said it “was quite
tricky estimate what risk you took when you interpreted the RUL”, while P1 said
the representation of RUL required some mental effort to visualize: it “was a bit
challenging to determine the due dates for the tasks, it required some mental efforts”.
P1 added during the exercise, “the difference between 95 and 99 in my head is not
playing a role”. Despite the difficulty in seeing the impact of the confidence level
during the exercise, they made an effort to understand the impact of the confidence
level; e.g., P1 said “I won’t to risk, because 90% is quite high”.

10. Maintenance RUL visualization
Participants suggested automatically visualizing the RUL on the timeline, and P1 also
suggested it would be good to “visualize operation impact” such as costs, availabil-
ity, and the maintenance components, asking P2 “But it could actually depend on what’s
these 65 h based on, right? What of kind components we are talking about?”. During the
exercise, P2 suggested an RUL of 60 h with a confidence level of 90%, “it would be
nice if we could see (. . . ) 65+−6 h, than you kind have an idea of how close the edge
you are”, and when asked if a boxplot could fit, P1 answered “Yeh, I’m thinking out
aloud now, but perhaps instead a square box, it could be a kind of distribution”. At the end of
the exercise, P1 took a co-constructive move and started using the collaboration tool
to make some design proposals. S/he started to draw how this kind of distribution
could be, as shown in Figure 8, a visual analogy based on how the arrival time is
modelled but in this case as a view of the risk.

Figure 8. Proposed remaining useful life distribution visualization by Participant 1.

A participants added another curve, shown in Figure 9, and said that it was something
that s/he is not used to, that it was just his/her idea based on aircraft management
with regards to a future CBM scenario.

Figure 9. Proposed impact curve by Participant 1.

This should be something related to the impact cost, “so if you do this task now, it will
cost you something because it will be based on the RUL (. . . ) if you do it too early it’s
got a cost because you are wasting the RUL, but if you do it too late it’s gonna cost
you because it’s incurring a delay, cancellation, or high repair times. But there is no
optimal here, and there is something that you can play with", referring to the possibility of
adjusting the best time to schedule some cluster and getting the respective impact of
this move.

11. CBM maintenance indicators
Participants asked about if they have the data needed to possibly turn the impact
curve; the participant added “we know the delay cost, we know the cancellation cost
approximately, we know very much escalate repair cost is, and we know about how much
RUL cost approximately, what is a bit more difficult it’s the cost of preventive repair”. P2
presented his/her vision: “we should have a kind of class of component or class
of consequences, and depending on that class, it must not run the risk, or it can run the
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risk of exhausting the RUL”. P1 agreed, “the decision on whether to schedule something,
should not be just dependent on the description of the task but should be also dependent of
the maintenance opportunities and the state of the fleet”, and “take in consideration the
probability that’s something might fill with the large or small impact”.

7. Conclusions

This work showed how the playful probe exercise materialized in a digital paper
prototype and enabled an exploratory environment in which researchers and domain
experts were able to explore diverse aspects of adoption of ML in the coming practice
of CBM in airline maintenance. By focusing on playing with playful artefacts to solve
a concrete problem, participants could reflect on changes to their domain and open a
speculative and productive dialogue on how CBM maintenance could be designed, as
evidenced by content analysis over action and speech during the exercise and presented
as understandable interactions. Through the use of playful probes, we were able to raise
questions about interacting with an ML planning agent and dealing with RUL estimates.

The way probes are built has a great impact on the workshop and the reflections ob-
tained. Sections 3 and 4 describe the detailed process of how complementary participatory
design methods were found by playful probing, and how probes were carefully studied
and designed to offer the correct “bubble” experience [9] to participants, which allowed us
to originate useful reflections for speculative study of interactions.

This study showed that playful probes, even in a non-dynamic environment such as
a paper prototype exercise, can serve as a valuable tool to direct the dialogue to relevant
aspects of new interactions as yet to be developed and addressing resources, knowledge,
and meaning aspects for that interaction, as evidenced in the analysis of participants’
discourse. Playful probes can enable this exploration in a cooperative way, as suggested in
the workshops by the participants themselves. This exercise allowed the participants to
put themselves in a safe and relaxed environment to play and learn collaboratively how to
deal with a high-risk problem.
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