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Abstract: The paper focuses on the investigation of unsteady effects in shock wave/boundary layer
interaction. The study was carried out using a flat plate model subjected to a free stream Mach
number of 1.43 and a unit Reynolds number (Re1) of 11.5 × 106 1/m. To generate two-dimensional
disturbances in the laminar boundary layer upstream of the separation region, a dielectric barrier
discharge was employed. The disturbances were generated within the frequency range of 500 to
1700 Hz. The Strouhal numbers based on the length of the separation bubble ranged from 0.04 to 0.13.
The measurements were carried out using a hot-wire anemometer. Analysis of the data shows that
disturbances in this frequency range mostly decay. The maximum amplitudes of perturbations were
observed at frequencies of 1250 Hz and 1700 Hz.
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1. Introduction

The study of shock wave/boundary layer interaction (SWBLI) has gained significant
interest due to its prevalence in transonic and supersonic flows. This phenomenon is
commonly observed in various aerospace applications, such as air intakes, compressor
blade cascades, wing profile aerodynamics, and aircraft control surfaces. The interaction
between shock waves and the boundary layer often leads to the formation of flow separation
zones, which greatly affect the flow pattern and modify the dynamic and thermal loads on
the surface. Flow separation is generally an undesirable and unsteady phenomenon.

Extensive experimental and computational investigations have been dedicated to
understanding the characteristics of shock wave/boundary layer interaction, and a com-
prehensive review of these studies can be found in the literature [1–5]. One notable feature
of SWBLI is the presence of low-frequency oscillations in the separated region and the
associated shock wave. These oscillations contribute to the dynamic loads on the surface
and pose significant challenges for numerical simulations of such flows. In the case of
external flows around wings, these unsteady phenomena manifest as transonic buffet,
while in internal flows, they appear as large-scale motion of shock waves in channels or
inter-blade spaces.

A considerable number of studies, encompassing both experimental and computa-
tional approaches, have been conducted to investigate the nature of these low-frequency
oscillations. These oscillations typically exhibit characteristic frequencies significantly
lower than those of the incoming turbulent boundary layer [6–8]. For instance, Dussauge
and Piponniau [9] experimentally observed that the instability of the interaction occurs
at Strouhal numbers ranging from 0.02 to 0.05. Grilli et al. [10] also examined the low-
frequency motion of shock waves formed at compression corners. Their findings indicated
that the frequencies associated with the shock wave motion were two to three orders of
magnitude lower than those associated with the incoming boundary layer, which aligns
with the conclusions of Dolling and Murphy [11] and other researchers.
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In the analysis of low-frequency oscillations of shock waves, Clemens and
Narayanaswamy [12] discussed the results of numerous studies, demonstrating that
the Strouhal number for oscillations varies from 0.01 to 0.03, with the frequency scal-
ing according to the length of the interaction region and the freestream velocity. More
recent and detailed investigations, such as the work of Vanstone and Clemens [13],
employed proper orthogonal decomposition analysis to study the large-scale instability
of three-dimensional shock wave–boundary interactions in a flow with a Mach number
of 2. Their research revealed the presence of oscillations in three frequency ranges:
low-frequency (St < 0.01), mid-frequency (0.01 < St < 0.1), and high-frequency (St > 0.1).
It should be noted that the actual motion of the shock wave, including the low-frequency
oscillations, is characterized by low-frequency and broadband behavior rather than a
simple harmonic variation in its position over time.

The cause of low-frequency oscillations in shock wave–boundary layer interactions
(SWBLI) continues to be a subject of ongoing discussion and research. This is primarily due
to the absence of a reliable and efficient computational method that adequately captures
the unsteady nature of the interaction in flows with SWBLI. Without accounting for these
effects, it is impossible to accurately calculate the static and dynamic characteristics of the
flow, which are crucial for aircraft and turbomachinery design.

A comprehensive analysis of the causes of low-frequency oscillations is presented
in [10], where two main mechanisms, known as the “upstream” and “downstream” mecha-
nisms, are identified. The first mechanism is associated with incoming turbulence, while the
second mechanism is linked to the dynamics of the separation bubble itself. Through sys-
tematic organization of numerous data, it is concluded that both mechanisms are present in
the flow, but their manifestations vary depending on specific conditions, with the intensity
of the interaction being a key influencing factor.

According to the work by Sandham [14], there are three distinct mechanisms that
contribute to the low-frequency response in shock wave–boundary layer interactions
(SWBLI). Firstly, the low-frequency response can be attributed to coherent large-scale
influences from the incoming boundary layer. These “superstructures” have been observed
in turbulent boundary layers at high Reynolds numbers in experiments [15,16]. It has
been demonstrated that these superstructures are connected to shock wave oscillations
occurring around compression corners. These structures exhibit a vortex nature and
create localized regions of velocity excess or deficit, extending up to 50 boundary layer
thicknesses. Based on the findings of [17], when a region of flow with a local velocity
excess approaches, the reflected shock wave moves downstream. Conversely, when a
low-velocity flow approaches the interaction region, the reflected shock wave moves
upstream relative to the interaction region.

The second mechanism is related to the presence of modes of global instability within
the separated bubble. An analysis of this instability for laminar flow was conducted in [18].
Some indications of two-dimensional instability were found in a computational study [19]
that investigated fully turbulent flow using Large Eddy Simulation (LES). This mechanism
also encompasses the entrainment–recharge mechanism proposed in [20] for the case of an
impinging shock wave and in [21] for the flow over a compression ramp.

The third mechanism is also related to the dynamic characteristics of the separated
bubble and the detached shock wave but does not consider flow stability. Instead, the
SWBLI region is considered as an amplifier or filter that transforms incoherent background
fluctuations into observable spectra. This hypothesis was initially proposed by Plotkin [22]
based on an empirical approach and was supported by experiments [23]. Later, this
hypothesis was examined in [24], where an analysis of LES results was performed. In
this work, a closed quantitative model was also proposed, in which the response under
a shock impingement could be predicted using only the properties of the incoming flow
and the impinging shock wave. Predictions using this model showed the emergence of
low-frequency shock wave oscillations with a Strouhal number of 0.03 when introducing
perturbations in the form of white noise. This model is fundamentally different from the
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“upstream mechanism” as it requires very low-amplitude background disturbances in the
flow, and they do not necessarily have to take the form of a coherent structures.

Studies of the response of the interaction region to disturbances coming from the
incoming flow can be conducted through controlled experiments. Experiments confirm-
ing the hypothesis of filtering/amplification of disturbances from the incoming flow by
the SWBLI region were conducted as part of the UFAST project [25] and are represented
in Figure 1 (Figure 12.3 from paper [25]). In these experiments, the boundary layer
near the leading edge of the model was excited by an electric discharge, introducing
disturbances with controlled frequency and phase. The response of the separated shock
wave to the introduced disturbances was examined using hot-wire anemometry. The
results indicated that the response of the shock wave decreased as the frequency of the
disturbances increased.

Aerospace 2023, 10, x FOR PEER REVIEW 3 of 24 
 

 

sponse under a shock impingement could be predicted using only the properties of the 
incoming flow and the impinging shock wave. Predictions using this model showed the 
emergence of low-frequency shock wave oscillations with a Strouhal number of 0.03 
when introducing perturbations in the form of white noise. This model is fundamentally 
different from the “upstream mechanism” as it requires very low-amplitude background 
disturbances in the flow, and they do not necessarily have to take the form of a coherent 
structures. 

Studies of the response of the interaction region to disturbances coming from the 
incoming flow can be conducted through controlled experiments. Experiments confirm-
ing the hypothesis of filtering/amplification of disturbances from the incoming flow by 
the SWBLI region were conducted as part of the UFAST project [25] and are represented 
in Figure 1 (Figure 12.3 from paper [25]). In these experiments, the boundary layer near 
the leading edge of the model was excited by an electric discharge, introducing disturb-
ances with controlled frequency and phase. The response of the separated shock wave to 
the introduced disturbances was examined using hot-wire anemometry. The results in-
dicated that the response of the shock wave decreased as the frequency of the disturb-
ances increased. 

The studies discussed earlier have primarily focused on the investigation of shock 
wave interaction with turbulent boundary layers. However, it is important to note that, at 
sufficiently low Reynolds numbers, the boundary layer can be laminar. In recent years, 
there has been a growing interest in the interaction of shock waves with laminar bound-
ary layers [26,27]. This increased attention is driven by the potential applications of such 
flows in the design of partially laminar aircraft and on the blades of turbofan engine 
compressors intended for high-altitude operation. 

If we exclude the cases of very low Reynolds numbers, when interacting with shock 
waves, a laminar boundary layer typically undergoes a transition to a turbulent state. 
Sandham [13] provides a classification of such transitional flows. Three scenarios can be 
distinguished. In the first case, individual turbulent spots impinge on the interaction 
zone. The dynamics of turbulent spot development during the passage through the in-
teraction zone have been studied, for example, through numerical simulations [28,29]. In 
the second case, transition occurs in the shear layer above the separation bubble due to 
instability. Depending on the parameters of the incoming boundary layer, various un-
stable modes may be present in the flow, experiencing significant amplification in the 
interaction zone [30]. If laminar flow is maintained up to the shock impingement point, 
the transition occurs in the attachment region of the flow. 

 
Figure 1. Amplitude vs. frequency for shock oscillations induced by controlled disturbances in-
troduced upstream of an impinging shock interaction (paper [25], ITAM data). 
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duced upstream of an impinging shock interaction (paper [25], ITAM data).

The studies discussed earlier have primarily focused on the investigation of shock
wave interaction with turbulent boundary layers. However, it is important to note that,
at sufficiently low Reynolds numbers, the boundary layer can be laminar. In recent years,
there has been a growing interest in the interaction of shock waves with laminar boundary
layers [26,27]. This increased attention is driven by the potential applications of such flows
in the design of partially laminar aircraft and on the blades of turbofan engine compressors
intended for high-altitude operation.

If we exclude the cases of very low Reynolds numbers, when interacting with shock
waves, a laminar boundary layer typically undergoes a transition to a turbulent state.
Sandham [13] provides a classification of such transitional flows. Three scenarios can be
distinguished. In the first case, individual turbulent spots impinge on the interaction zone.
The dynamics of turbulent spot development during the passage through the interaction
zone have been studied, for example, through numerical simulations [28,29]. In the second
case, transition occurs in the shear layer above the separation bubble due to instability.
Depending on the parameters of the incoming boundary layer, various unstable modes may
be present in the flow, experiencing significant amplification in the interaction zone [30]. If
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laminar flow is maintained up to the shock impingement point, the transition occurs in the
attachment region of the flow.

In addition to the two classical cases, namely, shock wave impingement on a boundary
layer and flow over a compression ramp [31], an important test case for studying 2D
SWBLI is the transonic buffet of an airfoil. Due to its significant practical relevance, this
phenomenon has been extensively investigated in experiments [32] and has been shown
to correspond to the nonlinear saturation of a global unstable mode by Crouch et al. [33]
and Sartor et al. [34]. The presence of feedback and upstream-propagating disturbances
undoubtedly adds additional complexity to the case. However, at the same time, these
mechanisms allow for a more explicit identification of the oscillation frequencies associated
with SWBLI. Recently, buffet studies have also been extended to laminar and transitional
regimes [35].

A thorough experimental study was conducted to examine the influence of laminar
flow on shock wave dynamics and the presence of the laminar buffet phenomenon on the
OALT25 airfoil [36]. The results demonstrate the presence of a distinct critical phenomenon
specific to the laminar case, occurring at a frequency around St = 1.1. This is in contrast to
the turbulent buffet phenomenon, which occurs at a frequency near St = 0.07. Additionally,
a comparable low-frequency dynamics is observed in the laminar case, but at a slightly
lower frequency of St = 0.05. These low- and high-frequency modes exhibit similarities
to those identified by Finke [37]. Notably, the variations in mode frequency with Mach
number and angle of attack align with Finke’s findings.

Despite numerous computational studies that have significantly advanced our under-
standing of the nature of unsteadiness in SWBLI [5,13], numerical simulations still face
challenges in accurately capturing such flow phenomena. These challenges primarily stem
from the high computational costs associated with simulating flows at large Reynolds
numbers over extended periods of time to accumulate sufficient statistics for analyzing
low-frequency flow pulsations [13]. Consequently, experimental investigations of this
phenomenon remain highly relevant, especially considering the availability of modern mea-
surement techniques such as hot-wire anemometry and PIV [38–40] that provide extensive
data on both time-averaged and unsteady flow characteristics.

The utilization of these measurement techniques, together with the introduction of
controlled perturbations into the flow and the application of data processing algorithms
such as POD and cross-correlation analysis, can provide a comprehensive understanding of
the unsteady processes occurring in the SWBLI zone and their interconnections. In this case,
a sufficiently powerful short-duration energy source is required for perturbation generation,
and an electric discharge has proven to be a suitable option [41]. Similar technology has been
widely employed in the study of stability and receptivity of supersonic laminar boundary
layers [42,43], where “synthetic jets” generated by electric discharges in a chamber were
first utilized.

When a sufficient amount of power is introduced into the flow, such an action can be
classified as “flow control”. There are numerous studies available in which electric discharges
have been used for controlling SWBLI [5,44]. For instance, Narayanaswamy et al. [45] em-
ployed a pulsed plasma jet array actuator to control the separation shock wave of SWBLI on
a compression ramp. They demonstrated that the length of the separation bubble decreased
when the forcing was applied. Wang et al. proposed a control technique based on the high
frequency Counter-flow Plasma Synthetic Jet Actuator (CPSJA) to control a step-induced
supersonic separation. The reduction in separation can be attributed to the added mo-
mentum in the flow, which disrupts and energizes the boundary layer and the separation
region. Additionally, the instability of the separated bubble plays a role, and actuation at a
frequency close to the natural frequency of the separation bubble can effectively suppress
the separation [46].
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Surface arc plasma actuation has been found to be effective in reducing the size of
the separation area caused by impinging shock waves. The primary mechanism of control
in this case is the generation of oblique shock waves and compressive waves through
heating. However, it should be noted that, while the separation phenomenon is delayed,
the actual size of the separation area may be enlarged with the implementation of plasma
actuation [47].

Kinefuchi et al. [48] have identified two distinct effects of plasma actuators on the
shock wave/boundary-layer interaction flow field: heat generation in the boundary layer
and vorticity generation near the surface. When the heat generation effect dominates,
the interaction between the shock wave and boundary layer intensifies, resulting in
an increase in the separation size. However, when vorticity generation prevails, the
separation is suppressed due to the transfer of momentum from the main flow to the
boundary layer. Electric discharges have also been successfully employed for buffet control
on an airfoil [49].

The literature review reveals a notable disparity in the investigation of unsteady
processes occurring during the interaction of a shock wave with a boundary layer between
laminar and turbulent flows. While there has been extensive research on turbulent flows,
there is a lack of available data concerning low-frequency oscillations in the interaction
region for the laminar case. This scarcity of data is primarily attributed to the challenges
associated with the interpretation of experimental results.

Furthermore, the literature review indicates that there are two sources contributing to
the emergence of low-frequency oscillations in the SWBLI region as a result of turbulent
interaction. These oscillations are associated with incoming pulsations from the turbulent
boundary layer and the inherent global instability of the interaction region. However,
the dominance of one mechanism over the other is evidently contingent upon specific
conditions. Investigating the laminar SWBLI scenario can shed light on this issue. Given
the absence of significant perturbations in the incoming boundary layer for the laminar
case, it is anticipated that the mechanism associated with global instability will prevail.
In the event that the research reveals significant susceptibility of the interaction region to
frequencies closely aligned with those of global instability (St ≈ 0.1–1), this would indirectly
confirm the existence of this mechanism in the turbulent scenario.

To address this issue, one approach is to employ the method of artificial disturbances.
In this particular study, it was decided to utilize an electric discharge to excite low-frequency
disturbances in the laminar boundary layer. By analyzing the development of these
disturbances within the shock wave–boundary layer interaction (SWBLI) region, it will be
possible to identify and compare the differences in the evolution of unsteady processes
between the laminar and turbulent cases.

2. Arrangement of Experiments

The experiments were conducted in the T-325 wind tunnel situated at the Institute of
Theoretical and Applied Mechanics (ITAM). The T-325 is an ejector type wind tunnel with
exhaust into the atmosphere, and dimensions of the test section are 0.2 × 0.2 × 0.6 m.
Some description of the T-325 wind tunnel can be found in the paper [50]. The experiments
were conducted under the following free stream flow conditions: Mach number of
1.43, unit Reynolds numbers (Re1) of 10.6 × 106 (1/m) ± 0.2%, stagnation pressure of
70 kPa ± 0.4%, and stagnation temperature (T0) of 296.7 K ± 0.2%. The experimental
setup is shown in Figure 2. The study was performed on a flat plate model with a sharp
leading edge. The model was set at zero angles of attack. Above the plate a wedge-shaped
body, referred to as the shock wave generator, was positioned at an angle of attack of 4◦.
The coordinate system used in the study is fixed to the model’s leading edge, with the
X-axis aligned with the flow direction and the Y-axis pointing upwards perpendicular to
the model’s surface.
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Figure 2. Experiment scheme.

The model has a span of 200 mm, occupying the entire width of the test section.
Structurally the model is composed of multiple parts. The main body is made of steel,
while the replaceable insert in the middle section of the model is fabricated from a dielectric
material (POM). The width of the replaceable insert is 146 mm. The purpose of this
insert is to enable the generation of a dielectric barrier discharge (DBD), which serves
as a controlled disturbance source. The DBD is widely used to study the stability of
the boundary layer [51,52] and to control the flow [53,54]. The DBD was chosen as the
perturbation source, since it allows energy to be supplied uniformly (for low perturbation
frequencies) along a wide electrode. This will make it possible to introduce two-dimensional
perturbations. The extent of the discharge along the span was 100 mm, allowing the problem
to be treated as quasi-two-dimensional.

In this study, measurements of mass flow rate and mass flow rate fluctuations were
performed using a constant temperature anemometer (CTA) with a single-wire sensor.
The tungsten wire of the sensor had a thickness of 10 µm and a length of 2 mm. The
measurements were conducted with an overheat ratio (aw) of 1.75. The bandwidth of
the CTA was set to 200 kHz. The ADC PicoScope5443D with a resolution of 14 bits
was used to digitize the CTA signal. The data acquisition frequency was 1 MHz, with
a recording time of 1 s. The sensor was positioned on a positioning device capable of
vertical movements. In turn, the positioning device was securely attached to a rod of the
standard coordinate mechanism of the T325 facility, located downstream from the test
section. This arrangement allowed measurements to be taken at eight different locations
along the X-axis. All measurements were conducted in the model’s plane of symmetry. To
obtain quantitative information about the mass flow rate, the methodology described in
the paper [55] was applied in this study. In reference [55], flow parameters were measured
utilizing two techniques, PIV and CTA. A notable concurrence of approximately 0.5% was
achieved between the measurements obtained from these methods. To obtain quantitative
information about the mass flow rate, the methodology described in the referenced paper
was applied in this study, which assumes the availability of a direct calibration of the
CTA (constant temperature anemometer). Additionally, it utilizes additional data on the
distribution of the Mach number to account for the changes in the calibration relationship
across the shock wave and in the subsonic region near the wall.

The precision of acquiring quantitative data regarding the average mass flow rate
through the utilization of CTA is affected by the steadiness of flow parameters during mea-
surements and the precision of calibration. The root-mean-square (RMS) error associated
with the calibration process amounted to 1.6%.

Figure 3 depicts the velocity field obtained by the PIV method in the referenced
work [55]. It should be noted that the scale differs along the X and Y axes. In this field the
main elements of the investigated flow are marked by thick dashed lines: the impinging
shock wave, crossing the plate surface at coordinate 132 mm, and the laminar separation
located at coordinates 102–135 mm. Other flow features characteristic of this type of shock
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wave/boundary layer interaction (SWBLI) can also be observed, such as compression
waves resulting from the displacement of the flow by the separated region, the reflected
shock wave, expansion waves at the end of the separation bubble, and the shock wave at
the flow attachment point.
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Additionally in this figure, a schematic representation of the plate model, the CTA
sensor, and the plasma region located 75 mm from the leading edge of the model and
spanning 13 mm are depicted. Vertical dotted lines in X = 116, 120, 125, 130, 135, 140, 150,
160 mm in the figure, show the sections in which hot-wire measurements were carried
out by scanning along the Y axis. It is evident that the measurements in the range of
X = 116–130 mm were performed in the laminar separation region. At the coordinate
X = 135 mm, the impinging shock wave intersects with the boundary layer, leading to the
formation of a strong adverse pressure gradient. This leads to the laminar-to-turbulent
transition, characterized by an increase in the velocity profile filling of the boundary layer
and a sharp growth in its thickness. The turbulent wake behind the SWBLI zone is located
in the range of X = 135–160 mm.

The DBD used in these experiments has the following construction: the metallic part
of the model served as the open electrode, connected to the grounded part of the discharge
power circuit (Figure 4a). The X-coordinate of 75 mm corresponds to the beginning of the
dielectric insert. This position of the insert and, consequently, the DBD, was chosen based
on the design features of the model to maximize the distance between the disturbance
source and the SWBLI zone. To accommodate the second electrode in this insert, a slot with
a width of 100 mm along the span was made, where the closed electrode was placed. This
electrode was coated with epoxy resin to prevent plasma discharge on the opposite side
of the model. The length of the electrode along the X-axis was 10 mm, and the distance
between the electrodes in the X-direction was 3 mm. The thickness of the dielectric between
the lower electrode and the flow was 2 mm. In the photo in Figure 4b, the plasma region
on the model surface and the CTA sensor are visible. It can be observed that the discharge
is more stratified in the region between the electrodes, while the glow above the lower
enclosed electrode is more homogeneous.



Aerospace 2023, 10, 798 8 of 24Aerospace 2023, 10, x FOR PEER REVIEW 8 of 24 
 

 

 

 
(a) (b) 

Figure 4. (a) Design of the DBD and electrical circuit of the experiment and (b) photo of DBD dur-
ing experiment (1—steel part of model, 2—HV electrode, 3—POM part of model, 4—plasma re-
gion, 5—HV source). 

During the experiments, a sinusoidal voltage with the parameters specified in Table 
1 was applied to the electrodes. The voltage was tuned in such a way that the plasma re-
gion would occur at the edge of the open electrode and extend downstream to the trailing 
edge of the lower enclosed electrode. The carrier frequency (fcarry) of 17.6 kHz is the res-
onant frequency for the oscillatory circuit formed by the power supply of the DBD. The 
main characteristics of this circuit are determined by the discharge capacitance and the 
inductance of the transformer coil of the AC power source. This frequency is an order of 
magnitude higher than the frequencies typical for the SWBLI zone, and the energy sup-
ply at such a frequency can be considered quasi-stationary. To generate low-frequency 
disturbances, the quasi-stationary energy supply at the carrier frequency (fcarry) was 
modulated at the modulation frequency (fmod) with a duty cycle of 0.5. The values of the 
frequencies used in the experiment are provided in Table 1. This frequency range is equal 
to Strouhal numbers based on the length of the separation bubble, from 0.04 to 0.13. The 
current and voltage on the electrodes were measured using a digital oscilloscope RIGOL 
DS1102E. The length of the measurement cycle was 5.4 ms, and the recording was aver-
aged over eight cycles. The voltage was measured using a high-voltage probe, Tektronix 
P6015A. The current was measured by the voltage drop on the resistor R1 = 107 Ohms. 

Table 1. Sinusoidal voltage with the parameters applied to the electrodes. 

Ua, kV 5 ± 0.4 
fcarry, Hz 17,600 
fmod, Hz 500 750 1000 1250 1700 

Figure 5 shows examples of current and voltage oscillograms on the DBD for the 
case of fmod = 500 Hz during one modulation period, T = 1/fmod, as shown in Figure 5a, and 
during one carrier signal period, T = 1/fcarry, as shown in Figure 5b. From Figure 5a it can 
be observed that the system exhibits inertia and requires several periods of oscillations at 
the carrier frequency for the voltage and current amplitudes to reach the desired value. 
Inertia is also observed during the decay. The oscillogram in Figure 5b was obtained by 
averaging the oscillogram in Figure 5a over a time interval from 0.28 ms to 0.8 ms, cov-
ering a whole number of oscillations at the carrier frequency. 
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5—HV source).

During the experiments, a sinusoidal voltage with the parameters specified in Table 1
was applied to the electrodes. The voltage was tuned in such a way that the plasma region
would occur at the edge of the open electrode and extend downstream to the trailing edge
of the lower enclosed electrode. The carrier frequency (fcarry) of 17.6 kHz is the resonant
frequency for the oscillatory circuit formed by the power supply of the DBD. The main
characteristics of this circuit are determined by the discharge capacitance and the inductance
of the transformer coil of the AC power source. This frequency is an order of magnitude
higher than the frequencies typical for the SWBLI zone, and the energy supply at such a
frequency can be considered quasi-stationary. To generate low-frequency disturbances,
the quasi-stationary energy supply at the carrier frequency (fcarry) was modulated at the
modulation frequency (fmod) with a duty cycle of 0.5. The values of the frequencies used in
the experiment are provided in Table 1. This frequency range is equal to Strouhal numbers
based on the length of the separation bubble, from 0.04 to 0.13. The current and voltage
on the electrodes were measured using a digital oscilloscope RIGOL DS1102E. The length
of the measurement cycle was 5.4 ms, and the recording was averaged over eight cycles.
The voltage was measured using a high-voltage probe, Tektronix P6015A. The current was
measured by the voltage drop on the resistor R1 = 107 Ohms.

Table 1. Sinusoidal voltage with the parameters applied to the electrodes.

Ua, kV 5 ± 0.4

fcarry, Hz 17,600

fmod, Hz 500 750 1000 1250 1700

Figure 5 shows examples of current and voltage oscillograms on the DBD for the case
of fmod = 500 Hz during one modulation period, T = 1/fmod, as shown in Figure 5a, and
during one carrier signal period, T = 1/fcarry, as shown in Figure 5b. From Figure 5a it can
be observed that the system exhibits inertia and requires several periods of oscillations at
the carrier frequency for the voltage and current amplitudes to reach the desired value.
Inertia is also observed during the decay. The oscillogram in Figure 5b was obtained by
averaging the oscillogram in Figure 5a over a time interval from 0.28 ms to 0.8 ms, covering
a whole number of oscillations at the carrier frequency.
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Figure 5. Voltages and current oscillogram for fmod = 500 Hz during one period (a) 1/fmod and for
(b) 1/fcarry.

Figure 6 presents the values of electrical power consumed by the DBD and the voltage
amplitudes on the electrodes as a function of the modulation frequency. The average values
shown by the symbols, as well as the magnitude of the confidence intervals, were calculated
for each fmod based on eight measurements taken at different positions along the X-axis.
As can be seen from this figure, there is a variation in voltage amplitude of approximately
±8% and in power of approximately ±17% during the experiments. However, further data
analysis revealed that this variation does not have a significant impact on the development
of disturbances and is likely to have a weak effect on their initial amplitude.
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3. Numerical Setup

The primary objective of the numerical study was to conduct a qualitative analysis of
the impact mechanism of a dielectric barrier discharge on the SWBLI. The rationale behind
adopting a numerical approach is attributed to the intricate nature of the generation of low-
frequency disturbances in experiments. Given that modulation of a high-frequency signal
is employed for this purpose, a question arises regarding the nature of the introduced
perturbations. It was imperative to ascertain whether this approach indeed facilitates
the exploration of low-frequency disturbances, or if it predominantly examines higher-
frequency disturbances introduced by the discharge.

To address this inquiry, it suffices to examine the evolution of disturbances in the
laminar region since disturbances in the turbulent flow region originate in the laminar
boundary layer. Consequently, to tackle this issue, it is adequate to model the laminar
boundary layer and the separation bubble in a two-dimensional configuration (as the
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discharge mainly introduces two-dimensional perturbations). Direct numerical simulation
of the flow in the turbulent region is not required in this case.

However, given that the flow consists of both laminar and turbulent regions, a method-
ology is needed that accommodates both zones to ensure accurate modeling of the laminar
separation bubble. For this purpose, it was decided to employ URANS simulation, with
a fixed transition point. The mesh quality within the laminar region and the time step
must enable the resolution of disturbances across the entire frequency spectrum under
investigation.

It is evident that, for a quantitative numerical analysis of such a problem, more precise
modeling methods such as DNS would be necessary. However, for the objectives of this
study, utilizing URANS with spatial and temporal resolutions adequate for the simulation
of disturbances in the laminar region is well-justified.

Numerical simulations were conducted using the ANSYS Fluent software package.
The 2D unsteady Navier−Stokes equations were solved using a density-based solver. An
explicit second-order scheme in space and an explicit first-order scheme in time were
applied, together with the AUSM method for splitting the convective fluxes. RANS simula-
tions were conducted using the κ-ω SST turbulent model. A structured block grid refined in
the wedge region and in the wake behind the wedge was used (Figure 7). Grid refinement
in the boundary layer ensured y+ ≈ 0.2–1 in the entire computational domain. The total
number of cells was approximately 1.2 million. The physical size of the computational
domain was 255 × 92 mm. The experimental freestream parameters were specified at the
inlet boundary of the computational domain (P0 = 70 kPa, T0 = 298 K, M = 1.43). The
boundary of the plate and wedge model was subjected to adiabatic boundary conditions.
The symmetry condition was selected at the upper boundary and upstream of plate. In the
calculation, the effects of a real gas were not taken into account since the heating of the
flow did not exceed a few degrees Celsius. Viscosity was calculated using the Sutherland
equation. The origin of coordinates coincided with the leading edge of the plate.
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The number of cells in the boundary layer was approximately 80–130. The mesh was
refined towards the model wall and the value of x+ was approximately equal to 10–20 in the
SWBLI zone. Mesh convergence was studied by using the wall viscous drag as criteria. The
difference in drag between the main mesh (1.2 million cells) and a more accurate/coarser
mesh (3/0.4 million cells) did not exceed 0.5%. The choice of a 1.2 million grid was
motivated by the desire to resolve potential high-frequency disturbances that could develop
on the fronts of the introduced perturbations. In the study [56], it was established that, in
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order to resolve disturbances in the ANSYS Fluent, a minimum of 80 cells per wavelength
is required, allowing for the simulation of two-dimensional disturbances with frequencies
of at least 50–100 kHz. The study [57] demonstrated a good agreement between the DNS
and RANS calculations using the κ-ω SST turbulence model with a fixed transition point
for this specific computational case. Furthermore, this study demonstrates a favorable
agreement between RANS data and experimental results in the region of the laminar
separation bubble. Therefore, the calculations were performed using this turbulence model.
The laminar–turbulent transition point was set as a fixed value. Up to X = 131 mm, the flow
was assumed to be laminar. To enforce this condition the turbulent kinetic energy was set
to zero before X = 131 mm.

The excitation of disturbances by the DBD was simulated by volumetric energy de-
position in the near-wall region. The feasibility of simulating plasma through volumetric
energy deposition has been demonstrated in studies [58,59]. In these works, the power
of the plasma source and experimental parameters closely align with those of the current
study, which provides a high likelihood of asserting the applicability of this approach for
simulating disturbance introduction mechanisms. The energy was uniformly deposited in
the region of X = 75–88 mm and Y = 0–0.4 mm. The average power of the discharge was
approximately 7 W (70 W/m). To clarify the mechanism of excitation of the disturbances in
the experiment, three series of calculations were performed, in which the temporal energy
deposition was modeled in three different ways.

In the first case, a square function with a duty cycle of 0.5 (Figure 8) was used to
model the energy deposition. The second case employed a sinusoidal law for the temporal
variation of energy deposition. Frequencies corresponding to fmod = 500, 750, 1250, and
1700 Hz were considered for the first and second methods. In the third case, energy was
deposited according to a sinusoidal law at the carrier frequency of 17 kHz, which was
modulated by a square function with a duty cycle of 0.5 at frequencies fmod.
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4. Experimental Results

Figure 9a,b illustrates an example of CTA data obtained in the laminar separation
bubble region for the case without discharge. The velocity profile can be divided into two
regions. The first region, Y = 0–0.5 mm for X = 116 mm and Y = 0–1 mm for X = 125 mm,
corresponds to the separation bubble. The second region, Y = 0.5–1.2 mm for X = 116 mm
and Y = 1–2 mm for X = 125 mm, corresponds to the shear layer above the laminar bubble.
It is important to note that, in the analysis of the data, the use of a single-wire probe should
be taken into account, as it does not detect the reverse flow. Furthermore it is worth noting
that the introduction of the disturbances by DBD did not lead to significant changes in the
mean flow.
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Figure 9. Top–distribution of the mean value and RMS of mass flow rate for case without discharge,
bottom–distribution of RMS mass flow disturbances generated by the discharge of various frequencies
((a,c)—X = 116 mm; (b,d)—X = 125 mm).

In the distribution of RMS values of fluctuations shown in Figure 9, two main peaks
can be observed. The first peak is located in the region of the shear layer above the laminar
bubble (Y ≈ 1.1 mm for X = 116 mm and Y ≈ 1.6 mm for X = 125 mm), while the second
peak is situated at the boundary between the separated flow region and the boundary layer
(Y ≈ 0.6 mm for X = 116 mm and Y ≈ 1.1 mm for X = 125 mm).

To extract the fluctuations associated with the DBD effect from the CTA signal, window
averaging was performed. The size of the window was chosen to be equal to the voltage
modulation period (Tmod = 1/fmod). To obtain phase information CTA measurements were
synchronized with the measurements of the electrical parameters of the discharge. From
the data presented in Figure 9c,d, it can be observed that the DBD excites the disturbances
in the boundary layer. Moreover, the amplitude of these disturbances is dependent on
the discharge frequency (fmod). It is evident that, at the beginning of the separation region
(Figure 9c), the magnitudes of the RMS fluctuations induced by the discharge exhibit similar
distributions and comparable amplitudes along the height. The positions of the fluctuation
peaks coincide with the data obtained without the discharge (Figure 9a); in the case with
the discharge, the amplitudes of the fluctuations are approximately equal in both peaks.

The obtained data indicates that the method used in the study for introducing distur-
bances allowed for the introduction of fluctuations with approximately equal amplitudes
within the investigated frequency range. Furthermore, the profile of these fluctuations
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qualitatively resembles that of natural fluctuations. The data obtained at X = 120 mm
are qualitatively and quantitatively similar to the data at X = 116 mm and are therefore
not shown separately. Downstream at X = 125 mm, there is still a qualitative agreement
in the distribution of the discharge-induced fluctuations. However when comparing the
amplitudes, it can be observed that the maximum fluctuations occur in the case of 1250 Hz,
which are twice as large as those in the low-frequency case. The position of the maximum
fluctuation approximately coincides with the position of the maximum fluctuations in the
case without discharge, which is located in the shear layer.

At a downstream location in the end of the separation region at X = 130 mm, the
distribution of mean and RMS mass flow rate values (Figure 10a) qualitatively resembles
the data obtained at X = 125 mm. However the DBD (Figure 10c) leads to a different
distribution of RMS compared to the data obtained at X = 125 mm. For the X = 130 mm
profile, at high frequencies fmod = 1000–1700 Hz, two peaks of fluctuations can be observed,
while no clear peak of fluctuations is observed for low frequencies fmod = 500–750 Hz. From
the figure, it is evident that the amplitude of the discharge-induced disturbances increases
significantly with increasing fmod. The maximum fluctuations are observed at frequencies
of 1250 and 1700 Hz.

Aerospace 2023, 10, x FOR PEER REVIEW 13 of 24 
 

 

fore not shown separately. Downstream at X = 125 mm, there is still a qualitative agree-
ment in the distribution of the discharge-induced fluctuations. However when compar-
ing the amplitudes, it can be observed that the maximum fluctuations occur in the case of 
1250 Hz, which are twice as large as those in the low-frequency case. The position of the 
maximum fluctuation approximately coincides with the position of the maximum fluc-
tuations in the case without discharge, which is located in the shear layer. 

At a downstream location in the end of the separation region at X = 130 mm, the 
distribution of mean and RMS mass flow rate values (Figure 10a) qualitatively resembles 
the data obtained at X = 125 mm. However the DBD (Figure 10c) leads to a different dis-
tribution of RMS compared to the data obtained at X = 125 mm. For the X = 130 mm pro-
file, at high frequencies fmod = 1000–1700 Hz, two peaks of fluctuations can be observed, 
while no clear peak of fluctuations is observed for low frequencies fmod = 500–750 Hz. 
From the figure, it is evident that the amplitude of the discharge-induced disturbances 
increases significantly with increasing fmod. The maximum fluctuations are observed at 
frequencies of 1250 and 1700 Hz. 

  
(a) (b) 

  
(c) (d) 

Figure 10. Top–distribution of the mean value and RMS of mass flow rate for case without dis-
charge, bottom–distribution RMS mass flow disturbances generated by the discharge at different 
frequencies (a,c—X = 130 mm; b,d—X = 135 mm). 

The section X = 135 mm is located in the transition region, as indicated by the in-
crease in the fullness of the mass flow profile (Figure 10b). The transition to turbulent 
flow leads to significant changes in the distribution of RMS fluctuations induced by the 
discharge (Figure 10d). The main peak of disturbances is observed near the wall, in con-

Figure 10. Top–distribution of the mean value and RMS of mass flow rate for case without discharge,
bottom–distribution RMS mass flow disturbances generated by the discharge at different frequencies
((a,c)—X = 130 mm; (b,d)—X = 135 mm).



Aerospace 2023, 10, 798 14 of 24

The section X = 135 mm is located in the transition region, as indicated by the in-
crease in the fullness of the mass flow profile (Figure 10b). The transition to turbulent
flow leads to significant changes in the distribution of RMS fluctuations induced by the
discharge (Figure 10d). The main peak of disturbances is observed near the wall, in
contrast to the data obtained in the laminar region (Figures 9c,d and 10c), where the fluc-
tuations near the wall tended to approach zero. As the distance from the wall increases,
the disturbances gradually decay. Similar to the section X = 130 mm, the maximum dis-
turbances were obtained for frequencies fmod = 1250–1700 Hz. Decreasing the frequency
of induced disturbances leads to a reduction in the magnitude of the RMS fluctuations of
the disturbances.

In Figure 11a,b, the data obtained in the turbulent wake region are shown. It is
evident that as the streamwise coordinate increases the fullness of the mass flow profile
increases, which can be interpreted as the gradual approach of the near-wall flow to an
equilibrium turbulent boundary layer. Let us consider what happens with the fluctuations
induced by the DBD discharge in the wake region. At X = 140 mm, the dependence of
the fluctuation amplitude on frequency (Figure 11c) qualitatively resembles the profiles
observed at X = 125–135 mm. The maximum level of fluctuations is achieved near the
wall, similar to the X = 135 mm profile, but the fluctuation magnitudes decrease as we
move downstream.
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As we move further downstream to X = 150 mm (Figure 11d), significant differences
in the distribution of the RMS fluctuations induced by the discharge can be observed
depending on fmod. For the low frequency fmod = 500 Hz, the maximum fluctuations are
located near the wall and, as the distance from the wall increases, there is a monotonic
decrease of their amplitude. For frequencies fmod = 750–1250 Hz, the maximum RMS values
are observed in the region Y ≈ 3 mm, and the disturbance magnitude decreases close to the
wall. For the maximum frequency fmod = 1700 Hz, the RMS fluctuations of mass flow rate
are approximately constant in the whole boundary layer region. From Figures 9–11, it is
evident that there is a predominantly decreasing trend in the amplitudes of disturbances
introduced by the discharge as we move downstream. In the X = 160 mm section, the
disturbances induced by the discharge approach zero and are therefore not discussed.

Figure 12 depicts the periodic variation of mass flow rate over time induced by the
disturbance introduced by the discharge at a frequency of fmod = 500 Hz. From the figure, it
can be observed that in the beginning part of the interaction region (X = 116–125 mm) the
oscillations in the shear layer and the separation bubble occur nearly in phase. However, in
the laminar–turbulent transition region and the wake region (X = 135–150 mm), the near-
wall disturbances are phase-shifted relative to the disturbances closer to the boundary layer
edge. The low-frequency disturbances introduced by the discharge lead to fluctuations in
the size of the separation region, resulting in phased pulsations in the separation region.
Furthermore the oscillation of the separation zone can lead to more complex flow changes
in the wake characterized by deceleration near the wall when acceleration occurs in the
outer part of the boundary layer.
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Figure 13 shows the effect of disturbance frequency on the oscillogram of mass flow
rate in the separation region (X = 130 mm). It is evident that the main difference lies in
the increase of the relative slope of disturbances with increasing disturbance frequency.
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However, the temporal shift between the maximum mass flow rate near the boundary layer
edge (Y ≈ 2.3 mm) and near the wall (Y ≈ 0.5 mm) is independent of the frequency and
remains around 300 µs.
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Figure 14. Oscillogram of the disturbances of mass flow generated by a discharge along the boundary
layer at X = 150 mm ((a)—fmod = 500 Hz, (b)—fmod = 750 Hz, (c)—fmod = 1000 Hz, (d)—fmod = 1700 Hz).

The summarized results of the experiments are presented in Figure 15. In Figure 15a,
the vertical position of the RMS maximum along the plate for different frequencies fmod
can be observed. Since some profiles of the RMS pulsations of mass flow exhibited two
maxima, it was decided to analyze only the peak closer to the boundary layer edge. This
approach assumes that it allows for the examination of the development of a single type of
disturbance. It is evident that the position of the peak weakly depends on the frequency
and for the most part moves away from the wall with increasing longitudinal coordinate
due to growth of the boundary layer thickness, except for the section at X = 160 mm, where
the disturbance amplitudes approach zero.
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Let us consider the variation in the amplitudes of disturbances introduced by the
discharge (Figure 15b). As noted earlier in the separated flow region (X = 120–125 mm),
the maximum pulsation is observed at a frequency of 1250 Hz. Further downstream in the
region near the incident shock wave (X = 130 mm), low-frequency disturbances rapidly
decay and there is also a leveling off of the amplitudes of disturbances developing at
frequencies between 1250 and 1700 Hz. In the turbulent wake region (X = 135–150 mm),
similar trends of increasing disturbance amplitudes with frequency are observed. Moreover,
the relative amplitudes of disturbances at different frequencies are approximately preserved.
As the longitudinal coordinate increases, there is a gradual attenuation of the disturbances
introduced by the discharge. In the final region at X =160 mm, the maximum pulsation
is observed only near the wall, making it inappropriate to compare these data with the
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results obtained in upstream sections. It should be noted that the relationship between
disturbance amplitude and frequency does not correlate with the graphical representation
of electrical power, as depicted in Figure 6.

The experimental results demonstrate that the largest disturbances develop at frequen-
cies ranging from 1250 to 1700 Hz corresponding to St ≈ 0.1–0.13. As the frequency of the
introduced disturbances decreases, their amplitude decreases as they propagate into the
SWBLI region.

From the obtained data, it is evident that the primary development of disturbances
within the laminar separation bubble region occurs within the shear layer, precisely in
the zone of maximal mass flow rate gradients. Moreover, a notable agreement exists
between the amplitude distributions of inherent disturbances and those of the introduced
disturbances within the shear layer. This suggests the possibility that the introduced
disturbances evolve as a wave-like process. In the investigated low-frequency range, these
disturbances exhibit a damping behavior. Notably, the presence of a distinctive frequency
range around St ≈ 0.1–0.13 could signify the influence of global instability within the
laminar region, a matter which will be addressed later.

The introduced low-frequency disturbances have a limited impact on the actual mech-
anism of laminar-to-turbulent transition, primarily due to their much larger scale compared
to the characteristic scales of the boundary and shear layers. Therefore, it is apparent that
both in the case of inherent disturbances and the introduction of artificial disturbances, the
transition occurs following a similar scenario where higher-frequency disturbances play a
decisive role. Despite this, when altering the frequency of the introduced low-frequency
disturbances, the turbulence characteristics in the wake change significantly. This leads
to the presumption that these introduced disturbances influence, at the very least, the
oscillations of the transition point within the attachment region of the flow.

Regrettably, within the scope of this experimental setup, this specific flow region
was not extensively investigated. To address this, further research, preferably numerical,
is required. In this context, the data obtained in this study could serve as a verification
benchmark for computational simulations. The obtained results for the laminar case
significantly differ from the data obtained under similar conditions in the case of turbulent
incoming boundary layer. When the shock wave interacts with the turbulent boundary
layer, a monotonic decrease in disturbance amplitude with increasing frequency was
observed [25], as shown in Figure 1. It can be hypothesized that the selectivity in frequency
is due to the presence of a global instability in the laminar separation flow which is
influenced by the disturbances generated by the discharge. However, these disturbances
rapidly decay in the turbulent wake region.

5. Numerical Results

Figure 16 presents the results of numerical simulation conducted for the test case with
the introduction of a sinusoidal disturbance (case 2) at a frequency of 1250 Hz. The color
map represents the RMS value of the streamwise velocity pulsations, while the contour
lines correspond to the mean velocity magnitude. The vertical black lines represent the
positions of velocity profiles measured in the experiment. The calculation results show good
agreement of the mean flow in the laminar separation zone compared to the experimental
data. In the turbulent wake region, a significantly thinner boundary layer is observed in the
simulation. Therefore, further analysis will focus only on the data obtained in the laminar
flow region. It is evident that the main disturbances develop within the shear layer of the
laminar bubble.

Figure 17 presents numerical results obtained when introducing disturbances in the
form of a square pulse (case 1, Figure 8). It is evident (Figure 17a,b) that for this case the
disturbance in the boundary layer takes the form of a wave packet with pronounced low-
frequency and high-frequency waves. The characteristic frequency of the high-frequency
disturbances arising on the leading and trailing edges of the main pulse significantly
exceeds the frequency fmod. As the flow progresses downstream, the content of the wave
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packet undergoes significant transformation. High-frequency disturbances generated
on the leading and trailing edges become more prominent while the main disturbance
decays. From the distribution of the RMS velocity magnitude (Figure 17c,d), it is clear
that the maximum for these disturbances is observed in the region of the maximum
velocity gradient within the shear layer. In the reattachment region, the disturbance
amplitude remains approximately constant. These findings qualitatively agree with the
experimental data.
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and RMS of mass flow rate at fmod = 1250 Hz, case 1 ((a,c)—X = 116 mm, (b,d)—X = 130 mm).



Aerospace 2023, 10, 798 20 of 24

From Figure 17c,d, it is evident that there is an increase in disturbance amplitude
by more than a factor of 4 from X = 116 mm to X = 130 mm. This result contradicts the
experimental data which showed a weak decay of disturbances along the streamwise
coordinate. It should be noted that, when introducing disturbances in the form of a
sinusoidal signal with a frequency of 17 kHz, modulated by a square pulse with frequency
fmod (case 3, Figure 8), the obtained results were quantitatively and qualitatively similar to
Figure 17 (case 1, Figure 8). The main difference was that the frequency of the wave packet
remained constant.

Figure 18 shows data similar to the results shown in Figure 17 but obtained by intro-
ducing disturbances in the form of a sinusoidal signal (case 2, Figure 8). It is evident that,
in this case (Figure 18a,b), the predominant disturbance propagates as a sinusoidal wave
with a frequency corresponding to the input disturbance frequency fmod. The distribution
of RMS values of velocity fluctuations along the boundary layer qualitatively resembles the
data obtained in Figure 17. However, the maximum magnitude of the fluctuations decays
with increasing longitudinal distance, which is similar to the experimental data.
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The numerical simulation data vividly illustrate that the results obtained from energy
input using low-frequency rectangular pulse and rectangular pulse modulation of a high-
frequency signal fail to even qualitatively align with the experimental outcomes. The most
favorable qualitative agreement was achieved with the results of numerical simulations
in case 2, where solely low-frequency sinusoidal disturbances were introduced. In the
experiment, significant influence from high-frequency disturbances, which could have
been introduced by the discharge and are present in computational cases 1 and 3, was
not observed.

The reason for the particularly successful introduction of only low-frequency distur-
bances using DBD in the experiment might be attributed to the intricate nature of the
streamers generated during DBD operation, which could be the main source of the in-
troduced disturbances. Nonetheless, to provide a more precise answer to this question,
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dedicated studies are necessary. Nevertheless, the most crucial outcome is that the methods
employed in the experiment for disturbance introduction and data analysis enable the
exploration of the evolution of low-frequency periodic two-dimensional disturbances that
closely resemble sinusoidal disturbances. This lays the foundation for the future utilization
of this approach to introduce two-dimensional low-frequency sinusoidal disturbances.

6. Conclusions

This paper presents a method for studying the response of the interaction between a
shock wave and a laminar boundary layer to two-dimensional disturbances generated by a
dielectric barrier discharge.

The experiments were conducted on a flat plate model at a Mach number of M = 1.43.
A wedge was used to generate the impinging shock wave above the plate.

The outcomes of qualitative numerical analysis have enabled the establishment that
the dielectric barrier discharge can indeed serve as a source for generating low-frequency
two-dimensional disturbances. This finding opens up vast opportunities for employing this
method in the exploration of various separation regions, particularly in experimental sce-
narios involving separation flows. This is because the characteristic frequencies associated
with these flows predominantly fall within the low-frequency range (<1 kHz).

During the experiments, it was observed that the most prominent disturbances develop
at characteristic frequencies around St ≈ 0.1–0.13. These findings significantly deviate
from the results obtained for the turbulent SWBLI scenario, where disturbances exhibit
a monotonic attenuation as frequency increases. This discrepancy implies the presence
of a global instability mechanism within this laminar SWBLI, exerting a more substantial
influence in comparison to fully turbulent interactions. Given the nature of this laminar
case, where the energy of incoming disturbances is limited, the absence of significant
low-frequency disturbances in the separation region indirectly supports the hypothesis of
the predominant impact of incoming turbulent pulsations on low-frequency oscillations in
the SWBLI region for turbulent cases.

Within the interaction region, disturbances experience a gradual decay as the flow
progresses downstream. It was shown that manipulating the frequency of the introduced
disturbance has a minimal impact on the distribution of disturbance amplitude along the
flow in the laminar bubble region. However, it can substantially alter the distribution of
velocity fluctuations in the turbulent wake region. The acquired data leads to the hypothesis
that low-frequency disturbances influence the location of the laminar-to-turbulent transition
point and consequently affect the flow characteristics in the turbulent wake region.
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