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Abstract: Sensor health assessments are of great importance for accurately understanding the health
of an aeroengine, supporting maintenance decisions, and ensuring flight safety. This study proposes
an intelligent framework based on a physically guided neural network (PGNN) and convolutional
neural network (CNN) to diagnose sensor faults under dynamic conditions. The strength of the
approach is that it integrates information from physics-based performance models and deep learning
models. In addition, it has the structure of prediction–residual–generation-fault classification that
effectively decouples the interaction between sensor faults and system state changes. First, a PGNN
generates the engine’s non-linear dynamic prediction output because the PGNN has the advantage of
being able to handle temporal information from the long short-term memory (LSTM) network. We use
a cross-physics–data fusion scheme as the prediction strategy to explore the hidden information of the
physical model output and sensor measurement data. A novel loss function that considers physical
discipline is also proposed to overcome the performance limitations of traditional data-driven models
because of their physically inconsistent representations. Then, the predicted values of the PGNN
are compared with the sensor measurements to obtain a residual signal. Finally, a convolutional
neural network (CNN) is used to classify faults for residual signals and deliver diagnostic results.
Furthermore, the feasibility of the proposed framework is demonstrated on an engine sensor fault
dataset. The experimental results show that the proposed method outperforms the pure data-driven
approach, with the predicted RMSE being reduced from 1.6731 to 0.9897 and the diagnostic accuracy
reaching 95.9048%, thereby confirming its superior performance.

Keywords: aeroengine sensor; physics-guided neural network; fault diagnosis; dynamic condition;
information fusion

1. Introduction

As technology evolves, aeroengine control systems become increasingly complex [1–3].
The variable engine operating conditions and harsh operating conditions increase the sys-
tem’s vulnerability, leading to unpredictable sensor faults during the aeroengine’s operation.
Reliable and efficient diagnostic and health-monitoring systems can reduce maintenance costs,
extend service life, and ensure aeroengine safety [4–6].

Aeroengines involve the integration of multidisciplinary technologies with a sophisti-
cated structure. In contrast to other industrial equipment, aeroengines have a wide flight
envelope and their operating conditions are often in transition [7]. For example, when
the pilot pushes the throttle lever, the engine rotations increase from about 6000 rpm to
13,000 rpm. As the rotor speed increases, the various engine cross-section parameters also
change. The features of the sensor measurement have a significant correlation with the
engine operating conditions. The neural network may judge a change in these engine
operating conditions to be a fault. To expand the applicability of the fault diagnosis method
and correctly diagnose the fault of the engine control system sensors, even under dynamic
conditions, the fault diagnosis method must be improved.
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The main technologies for aeroengine fault diagnosis are model-based, signal-based,
and data-driven methods. Model-based methods analyze the dynamic characteristics of
an engine on the basis of physical principles, such as Kalman filters (KFs) [8,9], unknown
input observers (UIOs) [10], and sliding mode observers (SMOs) [11]. The advantages of
this method are its high interpretability and fast diagnosis. As long as the accurate engine
model is known, it is possible to calculate and estimate the needed information. However,
physics-based models are complex and incomplete due to their complex modeling engines.

The signal-based approach does not require an accurate model of the object [12]. It
usually uses the system output signal to detect faults by directly analyzing the measurable
signal through various signal-processing techniques, such as wavelet analyses [13] and
empirical modal decomposition [14]. This method is highly adaptable, but its disadvantage
is that it can only detect faults with relatively obvious mutation characteristics [15].

The increase in system condition-monitoring data has facilitated the widespread use
of data-driven approaches for engine health management. The underlying assumption of
data-driven approaches is that the relevant information about the evolution of system fault
times can be learned from past data [16–18]. In particular, deep learning (DL) has recently
gained attention [19–21]. DL models mine data from large amounts of training data with
multiple non-linear layer hierarchies through greedy layer-by-layer pre-training, backward
fine-tuning, and various non-linear activation functions. Their diagnostic results are dra-
matically improved compared to those of traditional intelligence methods. Some popular
DL models are deep neural networks (DNNs) [22], auto-encoders (AEs) [23], convolutional
neural networks (CNNs) [24], deep belief networks (DBNs) [25], and recurrent neural
networks (RNNs) [26]. Traditional DL models are considered to be complex black-box
models [27–29], and the model’s output does not necessarily follow the laws of physics to
produce physically consistent results [30].

Although data-driven and physics-based approaches have their limitations when
applied in isolation, it is hypothesized here that the combined use of the two approaches
has the potential to improve their performances, as the strengths of both can be exploited.
This has led to increased research on how to improve DL models by incorporating prior
knowledge into the learning process. This is one of the ways in which the black-box
nature of the model can be improved. A potential solution is the integration of prior
knowledge into the training process, which leads to the concept of informed machine
learning [30]. For example, logic rules [31,32] or algebraic equations [33,34] have been
added as constraints to loss functions. Scholars refer to these as physics-informed neural
networks (PINNs) [33], physics-guided neural networks (PGNNs) [35], and physics-aware
neural networks (PANNs) [36].

Compared to a purely data-driven network model, the information flow of a PGNN
includes prior knowledge in addition to training data. In a PGNN, the principles of physics
are used to inform the search for a physically meaningful and accurate DL model. Hybrid
systems combining thermodynamic performance models and data-driven aging models
have shown promising results on simpler systems (e.g., lithium batteries) [37]. Arka Daw
created a PGNN model to predict lake water temperature at different depths and times
and verified the effectiveness of the PGNN [35]. Wang integrated a new physics-guided
GRU model (PGGM) with data-driven models and physical knowledge for predicting tool
wear and verified that the model without a physical mapper did not perform as well as
the PGGM [29]. Manuel-fused physics and deep-learning-based prediction models for
predicting the remaining life of engines and experimental results showed that the hybrid
framework outperformed a purely data-driven approach, extending the prediction range
by nearly 127% [38].

Both model-based and data-driven approaches have been well studied in aeroengine
sensor fault diagnosis [4,39]. Sun [9] proposed and implemented the hyperelliptic Kalman
filter for aeroengine sensor fault isolation and accommodation. Du [40] proposed the Inception-
CNN to predict the probability of aeroengine sensor failures. The above two fault diagnosis
methods will eventually be integrated through information fusion techniques, in addition
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to developing alone in their respective technical fields [39,41]. Huang [42] used a KF bank
for the fault diagnosis of aeroengine sensors. Extreme learning machine (ELM) models are
trained to modify the on-board model and KF outputs, greatly improving the accuracy of the
model. But this approach is only a combination of model and data methods. It is possible for a
PGNN to embed model information into a DL model. However, there is little published work
on the application of PGNNs for diagnosing faults in aeroengine control system sensors. For
this purpose, a new intelligent diagnostic method is proposed for the sensor fault diagnosis of
aeroengine control systems under dynamic conditions. The approach blends engine model
knowledge with deep learning algorithms, while overcoming some of their limitations. The
underlying assumption of this approach is that the output of the physics-based model is as
much related to the engine running process as it is to time. This is the first attempt to use a
PGNN for fault diagnosis in engine control system sensors.

Overall, the main contributions of this paper are threefold.

(1) A PGNN–CNN-based intelligent diagnosis method is provided to solve the fault diagnosis
problem of aeroengine control system sensors under dynamic conditions. Firstly, a PGN
generates sensor predictions, which are synthesized with the sensor measurements to
generate residuals, and then a powerful classification model, the CNN, is used to provide
diagnostic results. Through the structure of the prediction–residual–fault classification, the
effect of changing the engine flight conditions on the measured engine output is attenuated
through residual generation.

(2) A sensor prediction strategy based on a hybrid physics–data model is proposed. By
merging the physics-based model and data-driven model for the prediction, data
mining and physics principles are effectively combined. The PGNN model fully
explores the implicit relationship between the input and output and improves the
prediction accuracy.

(3) A new loss function, the physics-guided loss function, is suggested. The physically guided
loss function considers physical knowledge by mapping monitoring data and time to a
potential variable associated with engine dynamics. Physical inconsistencies in parameters
and prediction results are eliminated, thus improving the performance of the PGNN.

The rest of the paper is organized as follows: Section 2 describes the physically guided
data-driven model and the methodology used for the data-driven model. Section 3 details
the architecture and the fault diagnosis scheme. Section 4 provides the validation results
of the experimental data, experimental analysis, and experimental results. Finally, the
conclusions are stated in Section 5.

2. Physically Guided Neural Network Model

Most DL algorithms are implemented as black-box functions, where the extraction of
abstract relations in the data is left to the machine. In this respect, attempts have been made
to explain and constrain these techniques from a physics perspective. A new paradigm is
offered to explore further information or experiences in big data while considering theoretical
knowledge. This paradigm for integrating scientific knowledge and data science is known
as theory-guided data science [29]. It is also called a physically guided neural network or a
physically informed data-driven model. In contrast to traditional data-driven models, a PGNN
eliminates physical inconsistencies that conflict with empirical knowledge or physical disciplines.
Physical knowledge is cleverly integrated into the data-driven model based on the PGNN’s
scheme, thus overcoming the disadvantages of pure data and purely physical models.

Building a PGNN involves three key steps [29,37]: (1) creating a hybrid combination
of physics-based model knowledge and a neural network, i.e., a hybrid physics-based data
model; (2) using scientific knowledge as a physics-based loss function in the learning objective
of the neural network; and (3) training the model. The specific steps are shown below.

Consider a learning or classification problem with a set of inputs X physically linked to
a target variable Y. The standard approach is to train a data-driven model, such as a neural
network fNN : X→ Y , on a set of data instances, which can then estimate the target variable
Y. The data-driven model essentially approximates a function that, by providing data points,
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adjusts the parameters of the neural network to achieve a good fit. For a given data point,
the neural network interpolates in a model agnostic, and therefore non-physical, manner.

Alternatively, a physically based mathematical model fPHY : X→ Y can be developed to
simulate the values of the target variables YPHY. Due to the complexity of engine models, the
physically based model fPHY is often influenced by model simplifications and noise, etc. YPHY
may provide an incomplete representation of the target variables, resulting in discrepancies
between the model and the observed data. The hybrid physics–data model aims to exploit the
physical information and the data, bringing them together to overcome their shortcomings.

A general neural network has a loss function of the form.

Loss =
1
n

n

∑
i=1

(
Yi − Ŷi

)2 (1)

Here, Ŷ is the neural network’s predicted output and the actual measured value.
The physical constraint term can act as a norm regularization term, which serves

as a penalty constraint to limit the parameters in the loss function. Figure 1 displays
a framework for a loss function strategy based on physical information. The blue box
indicates the supervisory loss and depicts the difference between the predictions and
observations. In a traditional data-driven model, a loss function is built based on this
loss to optimize the model. In addition to the supervisory loss, the theoretically guided
framework includes domain-knowledge-based loss (shown in the red box). Finally, a total
loss function based on physical information is obtained using a linear combination of all
the above penalty terms, expressed as follows:

Loss = L(Y, Ŷ) + λRphy(X, Ŷ) (2)
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Here, Ŷ represents the predicted output and Y stands for the target output. L is a tra-
ditional data-driven model’s loss function, which measures the supervisory error between
the target and predicted outputs. Rphy is a physical regularization term based on Ŷ, and the
physical principle equations quantify the constraints of a given prior knowledge equation
and aim to ensure consistency with the laws of physics. λ represents the hyperparameters,
which determine the weight of the physical regularization terms.

It is assumed that the following equation can express the physical relationship between
the physical variables in the study problem:

G(X, Y) = 0
H(X, Y) ≤ 0

(3)

G and H represent general forms of physically based equations, such as thermody-
namic equations and control equations. These physics-based equations must satisfy the
same criteria as the other loss function terms (i.e., continuous and differentiable). The
physics-based loss function may be of the following form:

Rphy =
∥∥G(X, Ŷ)

∥∥2
+ ReLU(H(X, Ŷ)) (4)



Aerospace 2023, 10, 644 5 of 24

By assuming that the known laws of physics apply equally to any data instance, the
loss function uses prior physical knowledge as a source of information to guarantee the
generalization ability of the PGNN model, ensuring that models with physical consistency
are used as learning targets for a PGNN. The neural network model weights will be
searched within the constraints consistent with the physical knowledge. The prior physical
knowledge eliminates physical inconsistencies hidden in the model parameters and target
results without affecting their bias [26].

How to relate the systems with complex engine dynamics to the condition-monitoring
sensor readings and embed them in the training of neural networks is an important issue in
aeroengine control system sensor fault diagnosis. Therefore, the following section proposes
details of the PGNN model used for this task.

3. The Proposed Method

To ensure an accurate fault diagnosis and estimation of the sensor signals under
dynamic conditions, a PGNN–CNN-based intelligent method is proposed to facilitate a
tight integration between data-driven learning and the physics-based model. The structure
of the method is shown in Figure 2. The general procedure is as follows:

(1) Data acquisition: The sensor data of the aeroengine control system under dynamic con-
ditions are collected. Then, the data are labeled and the labeled dataset is segmented
and grouped into two categories: a training set and a test set.

(2) Data standardization: The signal is normalized and rescaled to the range [0, 1].
(3) Physics-based aeroengine model: Physics-based aeroengine models are built to obtain

physics-guided prediction outputs.
(4) PGNN-based prediction: The engine input data and the prediction output of the

physics-based aeroengine model engine are sent to the PGNN to obtain the predicted
output of the engine.

(5) Residual generation: The actual sensor output of the engine control system is sub-
tracted from the predicted outcome of the PGNN to obtain the residual.

(6) CNN-based fault classification: The residual vector is fed to the CNN-based model to
automatically obtain the final diagnosis result.

(7) Model evaluation: The trained model is evaluated to obtain a PGNN–CNN model
with a satisfactory performance.
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The details of the method proposed in this paper are discussed below.

3.1. Data Standardization

In practice, the units of measurement for different variables are often inconsistent [43].
The data are often standardized before analysis to eliminate the dimensional effect of
the variables and ensure that each variable has the same expressive power. As shown in
Equation (5), the normalization of the measurement signals can make the mean value of
the data approach 0 and the variance approach 1, reducing errors in the signal acquisition
process, while reducing the computational complexity and computation time.

yk =
xk − xk
σ(xk)

(5)

where xk stands for the mean value of xk and σ(xk) represents the standard deviation of xk.

3.2. Physics-Based Aeroengine Model

Physics-based models of engine control systems can be used in the control and perfor-
mance evaluations of aeroengines. These models can predict measured process variables
(e.g., engine temperature, pressure, or rotational speed) and global unmeasured system
performance (e.g., efficiency and power). The engine performance model is mathematically
represented as a coupled system of non-linear equations. The inputs to the model are the
engine operating conditions w and model parameters θ, and the outputs of the model are
estimates of the measurable physical properties x̂s and unmeasurable properties x̂v. Thus,
the aeroengine performance model can be expressed as [x̂s, x̂v] = F(w, θ).

An aeroengine is a strongly non-linear system, and because of the complex modeling
constraints, the modeling of engines is different from that of most other non-linear devices.
An aeroengine is difficult to describe using an explicit equation [44,45]. The current common
modeling approach is to model the non-linear components of an aeroengine based on the
thermodynamic properties of these components. An aeroengine is a complex aerodynamic
and thermodynamic system consisting of components that perform various functions. Each
component can be described mathematically as a function of associated inputs and outputs.
There are certain relationships between the parameters of each component, such as the
flow balance, pressure balance, and power balance. These equilibrium relationships form a
series of non-linear differential equations, which can be solved to obtain the engine output
based on the engine inputs.

Figure 3 presents a structural sketch of the simulation engine model, which. This
engine model is built based on the component characteristics and input–output relation-
ships between the components. The aeroengine model includes a fan, a compressor, a
combustion chamber, a turbine, and an exhaust nozzle [46,47].
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The engine can be represented by a linear state space equation. Specific modeling
methods have been reported previously [2], and the equation can be described as follows:{ .

x(t) = Ax(t) + Bu(t)
y(t) = Cx(t) + Du(t)

(6)
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where A, B, C, D are the system matrices with appropriate dimensions; x(t) is the state
variable; u(t) is the control variable; and y(t) is the output variable.

The engine’s predicted output can be obtained using Equation (6), but the poor
interference capability of the physics-based model will affect the accuracy of the model.
Therefore, the PGNN-based prediction model is constructed using both the prediction
output of the model and the engine data.

3.3. PGNN-Based Prediction

Figure 4 illustrates an overview of the PGNN for engine output prediction. It consists
of three steps. First, the engine prediction output is obtained from the engine model
built in Section 3.2. The model prediction output and the sensor readings of the engine
input variables are used as the hybrid input. Second, the hybrid input obtains prediction
results while mapping to the LSTM prediction space with temporal characteristics. Third, a
new loss function based on physical information is proposed to train the long short-term
memory (LSTM) neural network to eliminate physical inconsistencies, considering the
dynamic characteristics of the engine.
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The hybrid input strategy that mixes the model and sensor readings, the LSTM net-
work model with time–series characteristics, and the novel loss function together form the
PGNN model proposed in this paper. The PGNN improves the long short-term memory
(LSTM) neural network by providing more information through input mixing and elimi-
nating physical inconsistencies through a new loss function. These improvements include
a hybrid modeling strategy for physical data and embedding a novel physics-based loss
function, as shown in Figure 4. The modeling details are as follows.

3.3.1. Hybrid Input

A wealth of information is contained in the engine operating history data. Physics-
based models use simulation software and physics knowledge to simulate physical pro-
cesses, which are well understood conceptually by following scientific principles. The aim
of the hybrid input is to produce better prediction results by integrating both physics and
data domains. The hybrid input can be expressed as follows:

Xh = [Ŷphy Xdata] (7)
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where Xh is the hybrid input; Ŷphy is the prediction of the physics-based model, as shown in
Equation (6); and Xdata stands for the engine input values based on the sensor measurements.

3.3.2. LSTM Model

Due to the many factors affecting the safe operation of aeroengines, multi-sensor
monitoring data are characterized by a high dimensionality, large scale, and multiple
parameters. The data from the engine sensors are characterized by time dependence.
In other words, these variables are interdependent. Traditional time–series prediction
models—such as auto-regressive integrated moving averages and gray perdition—are
usually not adequate for fitting the complex feature and tend to result in a low forecasting
accuracy [48]. As a result, we choose to employ recurrent neural networks to account for
the temporal dependency. LSTM is a special recurrent neural network structure that excels
at handling time prediction problems [49]. Recalling knowledge over a long period is an
essential function of LSTM. It is a common choice because the model’s precision always
depends on the sum of the prior knowledge. Furthermore, LSTM addresses the issues of
gradient vanishing and exploding, which are frequently encountered in traditional RNN
structures. A basic LSTM unit is shown in Figure 5, and more details of LSTM can be found
in the literature [49]. LSTM, being a typical deep neural network, has a network structure
that consists of multiple LSTM units, and information is passed along time through the
hidden layer to achieve the prediction function in the time domain. It is worth mentioning
that the LSTM model used in the paper provides a mapping f : Xh → Ŷ from the hybrid
input Xh to the predicted output Ŷ.
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3.3.3. The Physics-Based Loss Function

In the traditional data-driven model, the loss function, as shown in Equation (1),
measures the supervisory error between the target and predicted outputs. Models trained
by minimizing Equation (1) do not necessarily produce results consistent with physical
knowledge. Therefore, the introduction of a loss function based on physical information to
guide the learning of the data science model incorporates valuable information about the
physical mechanisms of the engine operation to produce physically consistent solutions.

The physical model of an aeroengine can be considered to be a linear state equation, as
shown in Equation (6). Therefore, in this paper, the physical-information-based loss func-
tion, as shown in Equation (8), is used to evaluate the degree of inconsistency between the
combined output values and actual values, and the hybrid model is trained by minimizing
the loss function to obtain the optimal parameters of the network for the hybrid model.

Loss = L + λRphy (8)
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where L, Rphy, and λ are the supervisory loss, the physical loss, and hyperparameters,
respectively, and are written as [35]:

L = 1
n

n
∑

i=1

(
Yi − Ŷi

)2

Rphy = ‖Ŷ− G(X, Ŷphy)‖
2
+ Relu(H(X, Ŷ))

λ =
n
∑

i=1

std(Yi)

std(Ŷi)

(9)

where Y is the actual output value of the PGNN, Ŷ stands for the predicted output value
of the PGNN, and n is the number of outputs. The supervisory loss L is the mean square
error (MSE), a popular statistical measure that assesses the average squared difference
between the observed and predicted values. X is the input of the engine model. Ŷphy
is the predicted output value of the engine model. G is the linear state equation of the
engine, as shown in Equation (6). H stands for the constraint represented by the physical
relationship between the output parameters and the state, and std denotes the standard
deviation. ReLU is a rectified linear unit function with one-sided rejection [50]. ReLU is
used as the transformer to convert negative input data to zero in the loss function. It can
preserve physical consistency and eliminate physical inconsistency, making the training
more efficient.

A physical relationship between the output parameters and the state is a constraint. A
priori knowledge shows that the engine’s rotor speed, the low-pressure turbine outlet total
pressure sensor, and the high-pressure compressor inlet total temperature sensor increase
with an increasing fuel flow and decrease with a growing nozzle area. The relationship
between the engine outputs at different engine inputs, namely the fuel flow uWF,1, uWF,2
and nozzle area uA8,1, uA8,2, is shown below.

i f uWF,1 ≤ uWF,2, YNL(uWF,1, t)−YNL(uWF ,2, t) ≤ 0
i f uWF,1 ≤ uWF,2, YP6(uWF ,1, t)−YP6(uWF ,2, t) ≤ 0
i f uWF,1 ≤ uWF,2, YT25(uWF,1, t)−YT25(uWF,2, t) ≤ 0
i f uA8,1 ≤ uA8,2, YNL(uA8,1, t)−YNL(uA8,2, t) ≥ 0
i f uA8,1 ≤ uA8,2, YP6(uA8,1, t)−YP6(uA8,2, t) ≥ 0
i f uA8,1 ≤ uA8,2, YT25(uA8,1, t)−YT25(uA8,2, t) ≥ 0

(10)

where t is the time, YNL represents the low-pressure rotor speed, YP6 is the low-pressure
turbine outlet total pressure, and YP6 is the high-pressure compressor inlet total temperature.
Equation (10) means that YNL, YP6, and YT25 increase as the fuel flow uWF increases and
decrease as the nozzle area uA8 increases.

To ensure that this physical relationship is supported in a PGNN-based predictive
model, consider an unlabeled input feature dataset on a regular grid containing an input
value nd and time step nt. For any continuous input value u1 = [uWF,1, uA8,1], the difference
∆1(i, t) between the low-pressure rotor speed at time step t can be calculated as:

∆1(i, t) = YNL(uWF,1, t)−YNL(uWF ,2, t) (11)

Similarly, for any continuous input value u1 = [uWF,1, uA8,1], u2 = [uWF,2, uA8,2], the
other difference ∆2(i, t), ∆3(i, t), ∆4(i, t), ∆5(i, t), ∆6(i, t) between the output estimates can
be calculated as:

∆1(i, t) = YNL(uWF,1, t)−YNL(uWF ,2, t)
∆2(i, t) = YP6(uWF ,1, t)−YP6(uWF ,2, t)
∆3(i, t) = YT25(uWF,1, t)−YT25(uWF,2, t)
∆4(i, t) = YNL(uA8,1, t)−YNL(uA8,2, t)
∆5(i, t) = YP6(uA8,1, t)−YP6(uA8,2, t)
∆6(i, t) = YT25(uA8,1, t)−YT25(uA8,2, t)

(12)
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If uWF,1 ≤ uWF,2 holds, a positive ∆1 can be considered as a violation of the physics-
based equation for the low-pressure rotor speed of the engine, fuel flow, and time. This
positive value can be evaluated as a non-zero occurrence of ReLU. The rest of ∆(i, t) is
logically related to the fuel flow (or nozzle area) and time in the same way. Noting that
∆u1 = uWF,1− uWF ,2, ∆u2 = uA8,1− uA8,2, the average of all the physical violations for each
successive input and time step can be considered as the constraint. Thus, the physics-based
loss function Rphy can be expressed in the following form:

Rphy = ‖ŶnetG(X, Ŷphy)‖
2
+ λ

(
1

nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(∆u1∆1(i, t)) + 1

nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(∆u1∆2(i, t))

+ 1
nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(∆u1∆3(i, t)) + 1

nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(−∆u2∆4(i, t))

+ 1
nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(−∆u2∆5(i, t)) + 1

nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(−∆u2∆6(i, t))

) (13)

where Ŷnet is the output of the PGNN and G(X, Ŷphy) stands for the output of the engine

model, as shown in Equation (6). ‖Ŷnet − G(X, Ŷphy)‖
2 measures the difference between

the engine model output and the PGNN predicted output. According to Equation (15),
Rphy is used to constrain the physical inconsistency of the PGNN.

The total loss function Loss can be obtained as follows:

Loss = L + λRphy

= 1
n

n
∑

i=1

(
Yi − Ŷnet,i

)2
+ ‖Ŷnet − G(X, Ŷphy)‖

2
+ std(Y)

std(Ŷnet)

(
1

nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(∆u1∆1(i, t))

+ 1
nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(∆u1∆2(i, t)) + 1

nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(∆u1∆3(i, t)) + 1

nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(−∆u2∆4(i, t))

+ 1
nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(−∆u2∆5(i, t)) + 1

nt(nd−1)

nt
∑

t=1

nd−1
∑

i=1
ReLU(−∆u2∆6(i, t))

)
(14)

The PGNN network is trained using the Back-Propagation Through Time (BPTT)
algorithm [51], which is an extension of the Back Propagation (BP) algorithm at each time
step and requires considering the training error at each time step. After the gradients of
each parameter are calculated, the weights of each parameter need to be updated using the
optimization algorithm. Some widely used optimization algorithms are Stochastic Gradient
Descent (SGD), the Grad algorithm, the RMSProp algorithm, and the Adam algorithm. The
Adam algorithm is chosen in this paper. It is essential to note that the model prediction
output and sensor measurements are, jointly, the inputs to the PGNN.

3.4. Residual Generation

According to the PGNN prediction network built earlier, the predicted value of each
sensor ŷj(j = 1, 2, . . . , m) can be obtained for a given input and the actual measured value of
the sensor is denoted as yj. The residual value of each sensor prediction can be defined as:

rj = yj − ŷj (15)

When the operating condition of the engine changes, it will lead to changes in the en-
gine output parameters, such as the rotor speed, cross-sectional temperature, and pressure.
This leads to changes in the measured values of the sensors. When there is a fault in the en-
gine sensor, it is difficult to determine whether the change in the sensor readings is caused
by a change in the operating conditions or by sensor faults. Therefore, a residual signal is
generated in this paper, which is the difference between the PGNN’s estimated output and
the actual engine output. When there is no fault in the engine sensor, the residual signal
should be around zero. When a fault occurs in the engine sensor, the residual signal will
receive the effect of the fault. Then, the residual signal, rather than the sensor measurement,
is applied as an input to the fault identification model.
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3.5. CNN-Based Fault Classification

A fault identification model needs to be constructed to distinguish between normal and
faulty sensors. The fault diagnosis problem can be regarded as a pattern recognition or classi-
fication problem [52]. In this paper, the residual signal, rather than the sensor measurement
signal, is used as an indicator to characterize the system’s health status. The similarity between
different fault characteristics can sometimes be high and subject to noise interference.

There has been widespread use of CNNs for machine intelligent fault diagnosis [53]. In
some studies, CNNs have achieved a satisfactory performance in many different diagnosis
tasks and are superior to traditional machine learning methods [54]. As a popular branch of
deep learning models, a CNN, which is inspired by the concept of the simple and complex
cells in the visual cortex of the brain, is a special feedforward neural network. Three key
techniques are applied to CNNs: (1) sparse connectivity, (2) shared weights, and (3) pooling.
These characteristics greatly reduce the number of parameters that need to be trained. The
excellent classification ability of CNNs is attributed to their ability to learn rich feature
representations. Given this, this study selects a CNN as the fault identification model.

First proposed by Yann LeCun, the CNN was the first algorithm to train a multilayer
network successfully and is one of the most widely used deep learning models [55]. CNNs
can distinguish not only the broad outlines of information, but also the subtle nuances
that are invisible to humans. A typical convolutional neural network consists of an input
layer, two convolutional layers, two pooling layers, a fully connected layer, and an output
layer, as shown in Figure 6. More details of the typical CNN structure are provided in the
literature [55].
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The cross-entropy function is selected as the loss function:

E =
1
N

N

∑
n=1

K

∑
i=1

witni ln(yni) (16)

where N is the number of samples, K is the number of categories, wi is the weight of the
class, tni indicates that the nth sample belongs to the ith category, and yni is the output of the
softmax layer and suggests the probability of the sample n being associated with the type i.

The Back Propagation (BP) algorithm and adaptive moment estimation (Adam) algo-
rithm were used to train the model. The degree of deviation between the actual output
value and the target output prediction was calculated during the optimization. Then, the
model’s internal parameters (e.g., weights and bias) were rapidly updated and fine-tuned
until the training error was minimal.

The general structure of the PGNN–CNN-based network model is shown in Figure 7.
The input of the CNN is the residual signal synthesized from the predicted output of
the PGNN and the actual measurement of the sensor, and the output is the result of the
sensor fault diagnosis. The detection and fault type identification are achieved based
on the classification results of the CNN. The fault can be reconstructed by replacing the
measurement results of the fault sensors with the prediction results of the PGNN, and the
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accuracy of the PGNN determines the accuracy of the fault reconstruction. In addition, it is
assumed that the residual signals of all the sensors are independent of each other. Each of
the sensors can be designed separately with corresponding CNN-based fault classification
models for fault diagnosis.
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3.6. Model Evaluation

Root mean square error (RMSE) is a typical metric for prediction models and is used
to assess the error generated by the model in the prediction.

RMSE =

√√√√ 1
N

N

∑
n=1

(
Y− Ŷ

)2 (17)

where N is the sample number, Y stands for the actual value, and Ŷ represents the predicted value.
The commonly used evaluation metrics for classification models are accuracy, preci-

sion, recall, specificity, and F1-score, which can be expressed as:

Accuracy = TP + TN
TP + FP + TN + FN

Precision = TP
TP + FP

Recall = TP
TP + FN

Specificity = TN
TN + FP

F1-score = 2 × Recall × Precision
Recall + Precision

(18)

where TP indicates the number of samples labeled as positive and predicted to be positive,
FP is the number of samples labeled as negative and predicted to be positive, FN represents
the number of samples labeled as positive and predicted to be negative, and TN represents
the number of samples labeled as negative and predicted to be negative.

In addition, the evaluation metrics include the training time and testing time of the
model to assess the model’s complexity.
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4. Experimental Results
4.1. Experimental Data Collection

The data used in this paper are from the engine hardware-in-the-loop experimental
platform. This platform is connected to the electronic controller for data acquisition and
fault injection, and specific details of this platform can be found in the literature [56]. The
data collected from the engine hardware-in-the-loop experimental platform were used as
the test and training samples. On the basis of this dataset, simulation experiments based
on Python were conducted to verify the effectiveness of the proposed method.

The input of the PGNN includes 10 parameters: the main fuel valve displacement sen-
sor LM, tail nozzle diameter D8, fan inlet adjustable blade angle control valve displacement
sensor A1 and high-pressure adjustable compressor blade angle control valve displacement
sensor A2, model-predicted values of the low-pressure rotor speed N̂1,m, model-predicted
values of the high-pressure rotor speed N̂2,m, model-predicted values of the high-pressure
compressor outlet total pressure P̂31,m, model-predicted values of the low-pressure turbine
outlet total pressure P̂6,m, model-predicted values of the high-pressure compressor inlet
total temperature T̂25,m, and model-predicted values of the internal pressure P̂Hm. The
predicted output of the PGNN includes six parameters, the low-pressure rotor speed N̂1,
high-pressure rotor speed N̂2, high-pressure compressor outlet total pressure P̂31, low-
pressure turbine outlet total pressure P̂6, high-pressure compressor inlet total temperature
T̂25, and internal pressure P̂H, as displayed in Table 1.

Table 1. Input and output parameters.

The Input of the PGNN

Number Name
1 LM
2 D8
3 A1
4 A2
5 N̂1,m
6 N̂2,m
7 P̂31,m
8 P̂6,m
9 T̂25,m
10 P̂Hm

The output of the PGNN

Number Name
1 N̂1
2 N̂2
3 P̂31
4 P̂6
5 T̂25
6 P̂H

The output of the CNN

Number Name
1 Residual

The output of the CNN

Number Name
1 Fault diagnosis results

The engine was studied in the operating range where the throttle lever angle varied from
45 to 60, and the input and sensor measurement data were collected while the engine was
constantly changing in this range. The sampling frequency was 40 Hz. In all, 8000 points of
sample data were taken, of which, 5300 sets of data were used as the training set and 2700 sets



Aerospace 2023, 10, 644 14 of 24

of data were used as the test set. On the basis of these data, the prediction performance of the
PGNN was simulated, verified, and analyzed. One of the time domain signals under no fault
is shown in Figure 8. As can be understood from the figure, when the dynamic conditions of
the system changed, so did the measured values of the sensors, making it difficult to diagnose
faults directly through data acquisition systems or traditional data-driven methods.
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The number of CNN models equals the number of sensors in the engine, meaning
that six CNN models need to be built. The input of the ith CNN is the residual signal of
the ith sensor, and the output is the fault diagnosis result of that sensor. As the diagnostic
steps are the same, only examples of low-pressure rotor speed N1 sensor faults are listed in
this study. The N1 sensor is used to measure the rotor speed of the engine and is a crucial
part of the engine control system. If it feeds error information to the control system, the
control system will produce an unpredictable abnormal output, seriously affecting the
aeroengine’s operational safety. This paper considers six N1 typical sensor fault cases: bias
fault, drift fault, spike fault, periodic disturbance fault, open-circuit fault, and short-circuit
fault. The fault causes and label settings are shown in Table 2. In other words, in this study,
there are seven possible cases for the aeroengine control system sensors: six fault types and
the normal state. The time-domain signals are shown in Figure 9. Since the CNN model is
supervised, it is necessary to set labels on the dataset.

Table 2. Types and labels of N1 sensor faults.

Fault Type Cause of Fault Label

Short-circuit fault Pollution caused by the bridge road corrosion line short connection 1
Open-circuit fault Broken signal line or an unconnected chip pin 2

Bias fault Bias current or bias voltage 3

Spike fault Random interference, surge, spark discharge in power and ground, D/A converter
burr in the converter, etc. 4

Drift fault Temperature drift 5
Periodic disturbance fault Power interference or voltage instability 6

Normal ---- 7

Regarding the fault injection in the experiment platform, short-circuit faults are set
to the minimum value of the range. Open-circuit faults are set to the maximum of the
range. The amplitudes of bias faults, spike faults, and drift faults are within 5%. Periodic
disturbance faults are within 10 Hz. Multiple sensor fault data are obtained by changing
the injection time and duration of the fault and the amplitude.
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4.2. Experimental Parameter Setting

The architecture-related hyperparameters are used to define the structure of the PGNN
and CNN. This study sets them according to popular recommendations [7,55]. Table 3
provides the parameters of the designed PGNN prediction network structure. This network
adopts two PGNN structures for a series connection. Each PGNN is followed by a dropout
layer, the main function of which is to discard some neuronal information to prevent
overfitting [57], and the dropout rates are set to 20% and 10%, respectively. The training
is stopped after 400 iterations, and the network parameters are updated using the Adam
algorithm. The initial learning rate is 0.005, which decreases to 0.001 after 125 iterations.
The main purpose of reducing the learning rate is to improve the convergence stability.

Table 3. PGNN network structure parameters.

Network Layer Type Parameter Value

Input layer 10
LSTM1 hidden layer 128

Dropout1 layer 20%
LSTM2 hidden layer 64

Dropout2 layer 10%
Fully connected layer 50

Output layer 6
Maximum number of iterations 400

Parameter update method Adam
Learning rate 0.005

Learning rate decline factor 0.2
Learning rate decrease period 125

Table 4 presents the structural parameters of the CNN classification network, including
the initial data segment size, the filter size, the number of convolutional layer filters, and
the learning rate. From Table 4, it can be seen that the size of input signal is 1 × 500 × 1.
The filter size of the convolutional layers, C1 and C2, is 5 × 5, the number of filters is 6, and
the step size is 1. The filter size of the pooling layers, P1 and P2, is 2 × 2, the number of
filters is 16, and the step size is 1. The number of neurons in the fully connected layer is
120. The dropout rate is 0.5. The maximum number of iterations is 2000. The learning rate
is 0.001. The dimension of the output is 1 × 7.
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Table 4. CNN structure parameters.

Network Layer Output

Input layer 1 × 500 × 1
Convolutional layer C1 6 filter (size = 5 × 5, slide = 1)

Pooling layer P1 16 filter (size = 2 × 2, slide = 1)
Convolutional layer C2 6 filter (size = 5 × 5, slide = 1)

Pooling layer P2 16 filter (size = 2 × 2, slide = 1)
Fully connected layer 120

Dropout 0.5
Softmax layer 1 × 7

Maximum number of iterations 2000
Learning rate 0.001

4.3. Experimental Results and Discussion
4.3.1. Prediction Results of the PGNN and Discussion

The data are normalized and preprocessed, and the PGNN network is trained on the
basis of the Adam algorithm. After 400 iterations, the network’s loss function and root
mean square error achieve a more desirable performance, with a training RMSE of 0.3061.

The prediction results of the PGNN model are shown in Figure 10a–f. A comparison
of the predicted and actual values from the six sensors reveals that the overall prediction
accuracy is high. For example, in the case of the N1 sensor, the noise measurement standard
deviation is 0.25% [7]. As can also be seen in Figure 10a, the relative error between the
PGNN prediction and the actual value is basically below 0.25%, which does not exceed
the measurement standard deviation of the N1 sensor. Therefore, its prediction accuracy
is within the permissible range, and the same is true for each sensor. In addition, the
prediction error will significantly fluctuate when the throttle lever is being pushed, but will
recover quickly.

A comparison of five classical approaches involving the LSTM (hybrid model), the
LSTM (data-driven) model, and the PGNN (DNN) model is conducted to demonstrate the
performance of the proposed model. To ensure fair quantitative comparisons, the three
methods are tested using the same datasets and data partitioning methods as those used in
Section 3.1.

A detailed description of these methods is necessary. The LSTM (hybrid model) and
the LSTM (data-driven) model are both black-box models, but these two models have
differences. The LSTM (hybrid model) is a model–data hybrid that uses the predicted
output information of the model. It has 10 inputs, including 4 measured engine inputs and
6 predicted model outputs. The LSTM (data-driven) model is purely data driven, i.e., it
only uses 4 measured inputs of the engines as inputs to the LSTM. It is to be noted that
both methods use a purely data-driven learning objective.

The proposed method, called the PGNN(LSTM), refers to the fact that the LSTM is
used as the basic neural network model in the PGNN. The PGNN (DNN) means that a
deep neural network (DNN), instead of LSTM, is used as the basic network model in the
PGNN. DNNs are the basic models of deep learning; they are neural networks with many
hidden layers [22]. In particular, it is vital to illustrate that both the PGNN(LSTM) and
PGNN (DNN) use a learning objective based on a physical loss function and model–data
hybrid modeling.

The prediction results for each method are shown in Figure 10. The solid black lines
are the actual engine measurements. The orange dashed lines are the predicted engine
outputs from the LSTM (hybrid model). The blue dashed lines are the predicted engine
outputs from the LSTM (data-driven) model. The green dashed lines are the predicted
PGNN (DNN) engine outputs. The red dashed lines are the predicted PGNN(LSTM)
engine outputs.
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Using the N1 sensor as an example, the results in Figure 10a illustrate that all the methods
can track the predicted output of the engine, but there are differences in their performances.
What stands out in Figure 11 is that the LSTM (hybrid model) and the PGNN(LSTM) have a
better tracking performance. The deviation between the predicted and observed values of
these two models is small, which is reflected in the RMSE values. Near the 470th sample,
the throttle lever was pushed and the engine output fluctuated. At this point, both the
PGNN(LSTM) and the LSTM (hybrid model) tracked the fluctuations better. Looking at
Figure 10, it is apparent that the predicted output of the PGNN (DNN) model differed
significantly from the true value. This also reflects the superiority of the LSTM in handling
data with a time dependence. Furthermore, Figure 10 shows that the prediction curves of
the LSTM (data-driven) model converge far more poorly in the initial stage than the other
methods, which is an interesting observation. More importantly, the LSTM (data-driven)
model does not track the measured output of the engine well in either a steady state or under
dynamic conditions. This reflects the importance of using physical information.
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Figure 11 compares the quantitative values of the performances of the different models.
A smaller RMSE value means that the training has a better prediction performance for the
aeroengine parameters. An inspection of the data in Figure 11 reveals that the PGNN(LSTM)
has the best performance in terms of the training and validation RMSEs, with a training
RMSE of 0.3061 and a test RMSE of 0.9897. Another prediction method, the LSTM (hybrid
model), has a training RMSE of 0.3255 and a test RMSE of 1.0596, which are at about the
same level of performance as that of the method proposed in this paper. The physical
bootstrap loss function in the PGNN(LSTM) provides a new way of training the proposed
model. This is important for black-box models, because physical inconsistencies can lead
to severe economic losses and safety accidents. The new loss function, which takes into
account the laws of physics, is able to evaluate physical inconsistencies quantitatively, and
physical inconsistencies hidden in the model parameters and target results are eliminated
by prior physical knowledge, without affecting their bias.

The performance of the PGNN (DNN) model is inferior to that of the proposed method,
with a training RMSE of 0.3482 and a test RMSE of 1.1271. This is because the PGNN model
uses a DNN as the baseline model, which cannot model changes in time–series and is not
well suited to processing time–series data. Instead, the PGNN model used in this paper
uses an LSTM as the baseline model, which preserves the time–series nature of the data
and therefore improves the prediction accuracy. Finally, the prediction model with the
worst performance was analyzed. The LSTM (data-driven) model has a training RMSE of
1.0300 and a test RMSE of 1.6731. Only limited input information is provided to the LSTM
(data-driven) model, meaning that the model uses the input as the engine input and does
not use any physical knowledge (either the predicted output of the physical model or in
the form of a physics-based loss function), leading to difficulties in ensuring the prediction
accuracy. In the remaining three models, all of which use a mixed physical data modeling
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setup, the prediction accuracy is within acceptable limits and converges to the desired
value quickly.

In summary, for the informants in this study, the PGNN(LSTM) model has a better
prediction accuracy. This demonstrates the value of combining physical knowledge with
data science models. The method proposed in this paper explores the hidden information
of the physics and data, improving the prediction performance. The improved prediction
accuracy facilitates subsequent fault identification, but the predicted value can be used as a
virtual sensor and applied to fault tolerance strategies for control systems.

The computational times of the above four methods are summarized in Table 5. It
can be observed that the PGNN(LSTM) model takes more training time than the other
prediction models, because the PGNN(LSTM) model has more calculation steps. All three
prediction models with an LSTM as the baseline model, namely the LSTM (hybrid model),
the LSTM (data-driven) model, and the PGNN(LSTM) model, took longer to train than the
PGNN (DNN) model. This is because the LSTM takes into account time–series relationships
and has a more complex structure than the DNN. The test time of the PGNN(LSTM) model
is within the acceptable limits. In the future, the architectures of the PGNN(LSTM) model
should be optimized to reduce their computational time.

Table 5. Computational time of different methods.

Method LSTM
(Hybrid Model)

LSTM
(Data-Driven) PGNN (DNN) PGNN (LSTM)

Training time (s) 385 381 28.15 427
Test time (s) 0.47 0.47 0.11 0.4926

4.3.2. CNN Classification Results and Discussion

In order to evaluate the separability of the residual dataset more intuitively, the
obtained fault feature dataset was processed using T-distributed Stochastic Neighbor Em-
bedding (T-SNE) [58] and a principal component analysis (PCA) [59]. The distribution
characteristics corresponding to the residual fault dataset are shown in Figure 12a,b, re-
spectively, from which it can be seen that the coupling between each set of fault data is
strong. As a deep learning method, CNNs have excellent advantages in dealing with
such non-linear and highly correlated classification problems. Therefore, a CNN will be
introduced to classify the residual dataset in the following section.
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The engine control system has six measurement outputs: the low-pressure rotor speed N1,
high-pressure rotor speed N2, high-pressure compressor outlet total pressure P31, low-pressure
turbine outlet total pressure P6, high-pressure compressor inlet total temperature T25, and
internal pressure PH. A fault classification CNN needs to be designed for the engine sensors.
After continuous iterations, a CNN model with an acceptable performance is obtained.

The test data were used to validate the trained CNN, and Table 6 summarizes the
classification performance of the proposed method, including its testing precision, recall,
specificity, F1 score, accuracy, and total accuracy. It can be seen from the data in Table 6 that
the total accuracy of the fault diagnosis is 95.9048%, which indicates the high diagnostic
accuracy of the CNN. For the different fault types, the recall of short-circuit faults is
100%; open-circuit faults, 89.9%; bias faults, 87.4%; drift faults, 95.9%; pulse faults, 89.59%;
periodic disturbance faults, 98.7%; and the normal state (i.e., no fault), 100%. Of these, the
normal state and short-circuit faults perform well in all indicators, since both have more
obvious characteristics and are better identified. The periodic disturbance faults are also
easier to identify due to their more obvious frequency characteristics. The high levels of
specificity and accuracy precision for each type of fault indicate a relatively low error rate
in the classification. Overall, the obtained CNN achieves satisfactory results in terms of
detecting and classifying sensor faults.

Table 6. Test diagnostic results of the CNN.

Fault Type Precision Recall F1 Score Accuracy Specificity

1 Short-circuit fault 100% 100% 100% 100% 100%
2 Open-circuit fault 88.3% 89.9% 89.1% 96.7% 97.9%
3 Bias fault 88.0% 87.4% 87.7% 96.5% 98.0%
4 Spike fault 100% 95.9% 97.9% 99.4% 100%
5 Drift fault 100% 100% 100% 100% 100%
6 Periodic disturbance fault 98.0% 98.7% 98.4% 99.5% 99.7%
7 Normal 97.8% 100% 98.9% 99.7% 99.7%

Total accuracy 95.9%

The confusion matrix is plotted in Figure 13 to more clearly describe the diagnostic
capability of the fault diagnosis method proposed in this paper. The confusion matrix is a
visual sketch of the classification effect. It describes the relationship between the true class
properties of the sample data and the recognition results and is often used to evaluate the
performance of classifiers. For example, there are 159 samples with a fault type labeled 1 in
Figure 13 and 143 samples are correctly classified. The confusion matrix illustrates the significant
advantages of the method proposed in this paper for aeroengine sensor fault diagnosis.
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4.3.3. Comparison with Other Methods

To verify the superiority of the proposed PGNN(LSTM)–CNN model, it is compared
with the LSTM (data-driven)–CNN and PGNN(LSTM)–SVM models. PGNN(LSTM)–SVM
refers to a combination of a PGNN(LSTM) and a support vector machine (SVM). The
comparison results of three methods are presented in Table 7. It can be seen that the
proposed PGNN(LSTM)–CNN has better prediction and diagnosis results than the other
methods. Taking the PGNN(LSTM)–CNN as an example, its test RMSE is 0.9897, test total
accuracy is 95.90%, test total precision is 96.03%, test total recall is 95.99%, test F1 score is
96.00%, train time is 787 s, and test time is 1.84 s.

Table 7. Comparison between different methods.

Fault Type LSTM (Data-Driven)–CNN PGNN (LSTM)–CNN PGNN (LSTM)–SVM

Test RMSE 1.6731 0.9897 0.9897
Test total accuracy 77.62% 95.90% 85.33%
Test total precision 77.53% 96.03% 88.59%

Test total recall 77.40% 95.99% 85.44%
Test F1 score 77.40% 96.00% 85.64%
Train time(s) 741 787 431.5
Test time(s) 1.33 1.84 3.85

As shown in Table 7, the test RMSE of the PGNN(LSTM)–CNN and PGNN(LSTM)–SVM
is 0.9897, which is higher than the 1.6731 of the LSTM (data-driven)–CNN. The results prove
that the proposed PGNN(LSTM) is more reliable in reconfiguring the value of the engine’s
sensors. The reason for this is that the PGNN(LSTM) takes into account both the physical model
and the data drive, introducing a hybrid input strategy and a loss function based on physical
information, compared to the data-driven LSTM.

A higher prediction accuracy means that the less information about changes in the
dynamic operating conditions contained in the residuals, the less interference there is with
the fault classification. Therefore, the proposed PGNN(LSTM), with a good prediction
capability, can improve the fault diagnosis performance. The diagnosis result of the LSTM
(data-driven)–CNN is found to be below 80%, which is almost 20% lower than that of
the PGNN(LSTM)–CNN. As shown in Figure 10, the predicted and actual values of the
LSTM (data-driven) model differed significantly in the initial stage of the prediction. This
causes the residuals not to fluctuate around 0 and therefore adversely affects the diagnostic
performance of the CNN. This suggests that prediction effects have an impact on the
classification performance and that improving the prediction accuracy is necessary.

In addition, the proposed PGNN(LSTM)–CNN has a superior diagnosis performance
to that of the other classification methods. The PGNN(LSTM)–CNN improved the clas-
sification performance by 10% over that of the PGNN(LSTM)–SVM in terms of the test
total accuracy, the test total precision, the test total recall, and the test F1 score. In the
PGNN(LSTM)–SVM, the residuals generated from the sensor readings and PGNN(LSTM)’s
prediction are classified with the SVM. As a typical kernel-based learning algorithm, SVMs
have gained a wide range of applications since they were proposed [17]. The diagnosis
results of the SVM are below 90%, which illustrates that the CNN outperforms the SVM
because of the strong fitting power that comes from the deep structure of the CNN.

Furthermore, although the PGNN(LSTM)–CNN approach achieves a higher prediction
and classification performance than the other two methods, its model is also more complex.
In the future, models with a more optimized internal structure but maintained performance
should be developed to reduce the hardware resource consumption side.

It can be seen from the above discussion that the PGNN(LSTM)–CNN combines the
advantages of hybrid inputs and a novel physical-based loss function and effectively uses
the predictive time–series capability of an LSTM and the excellent classification capability
of CNNs. This method has a superior diagnosis performance for engine sensors under
dynamic conditions.
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5. Conclusions

This paper proposed that a PGNN addresses the insufficiency of physics-based and
data-driven models for the fault diagnosis of aeroengine control system sensors under
dynamic conditions. The method innovatively solved the difficulties in the fault diagnosis
due to the complexity of the engine operating conditions and the dynamic changes in the
physical parameters. In summary:

(1) A hybrid physics-data-based input strategy was proposed. After establishing a
linear model of the engine based on physical principles, a hybrid information source,
consisting of data and a priori knowledge, was formed by combining the physics-
based model with historical engine data to fully exploit the implicit relationship
between the input and output, improving the accuracy of the prediction.

(2) The customized loss function included not only supervised losses, but also loss func-
tions based on physical information. The physical-information-based loss function
took into account known forms of physical relationships between the input and output
of the engine. This loss function incorporated the physical knowledge into the PGNN
model’s training process to eliminate physical inconsistencies in the parameters and
prediction results, thus improving the performance of the PGNN.

(3) An intelligent diagnosis method based on the PGNN–CNN was provided to solve the
fault diagnosis problem of engine control systems under dynamic conditions. With
a prediction–residual–fault classification structure, the effect of changing the engine
flight conditions on the measured engine output was attenuated through residual
generation. The proposed PGNN–CNN model was successful in diagnosing engine
sensor faults.

It would be beneficial to provide deeper physical knowledge insights into neural
network models. In future work, the integration of multi-physical field knowledge and
data-mining techniques will be further investigated to enable the fault diagnosis and
prediction of digital twin-based engines. Multiple-fault diagnoses and real-time diagnoses
are also research directions to be considered in the future.
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