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Abstract: Reducing fuel consumption and improving the economy by effectively reducing cruising
drag is the main objective of the aerodynamic design of supersonic civil aircraft. In this paper, the
aerodynamic optimization design system based on the Reynolds-Averaged Navier–Stokes (RANS)
equation and discrete adjoint theory is applied to supersonic wing design. Based on this system,
a single-point optimization design study of aerodynamic drag reduction in cruise conditions was
carried out for two typical supersonic wing layouts, subsonic leading edge and supersonic leading
edge, and the drag reduction reached 3.78% and 4.53%, respectively. The aerodynamic design
characteristics of different types of supersonic wings were explored from the perspectives of wing
load, twist angle distribution, pressure distribution, airfoil shape characteristics, and flow field
characteristics. The optimization results show that the drag reduction of the subsonic leading edge
configuration is dominated by the induced drag, while the optimizer mainly focuses on reducing
the shock wave drag for the supersonic leading edge configuration. By comparing the sensitivity
analysis of lift and drag coefficients to airfoil deformation with the optimization results, the optimized
dominant directions of two types of supersonic wings are qualitatively analyzed. The derivatives
obtained from discrete adjoint equations are useful to elaborate the design tendency and the reason
for the trade-off generation of supersonic wings under specific layouts and engineering constraints,
which provides a reference for the design of supersonic wings in the future.

Keywords: aerodynamic shape optimization; supersonic civil aircraft; discrete adjoint; supersonic
leading edge; subsonic leading edge

1. Introduction

With the rapid development of the air transport industry, transoceanic flights have
greatly promoted political, economic, and cultural exchanges among countries around the
world. Although high-subsonic transport aircraft have achieved great success, long flight
times have seriously reduced comfort and travel efficiency for long distance flights [1]. In
transoceanic flight, supersonic civil aircraft can save about half of the time compared with
non-supersonic, which has its own unique advantages in the market competition. Therefore,
supersonic civil aircraft has become a key area of focus for future civil aircraft development.
The first-generation supersonic civil aircraft, such as “Concorde” and Tu-144 [2,3], verified
the technical feasibility of supersonic transport (SST). However, for complicated reasons,
no new-generation supersonic civil aircraft has been put into operation so far, but research
on the new-generation SST in the United States, Japan, and Europe has never stopped. For
example, the United States has proposed the Supersonic Cruise Research (SCR) program
and the High Speed Civil Transport (HSCT) program [4] to establish a feasible supersonic
cruise technology and to conduct technical basic research on eco-friendly supersonic civil
aircraft. Europe has formulated a High Speed Aircraft (HISAC) research program [5], and
Japan has launched a National Experimental Supersonic Transport (NEXST) program [6].
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The increasing requirements of various countries for reducing fuel consumption, sonic
boom, and noise have created huge technical challenges and high cost issues for the
research of large supersonic civil aircraft. Therefore, the National Aeronautics and Space
Administration (NASA) has proposed the research plan for the next three generations of
supersonic civil aircraft [7], which will shift the focus of recent research to medium and
small supersonic business jets with a cruising Mach number of 1.6–1.8 or even lower speeds.
By promoting the development of related technologies to gradually achieve the goal of
designing large supersonic civil aircraft, the United States has made some efforts to develop
three types of supersonic business jets, Aerion AS2, Spike S-512, and NASA X-59, although
Aerion AS2 was canceled in 2021.

The aerodynamic shape determines the aerodynamic performance of an aircraft to a
large extent. Reducing the overall drag mainly depends on the design of the aerodynamic
shape of the aircraft. Therefore, for supersonic civil aircraft, effectively reducing the overall
drag has become the main goal of aerodynamic design. Aerodynamic shape optimization
design uses the numerical optimization algorithm and its auxiliary technologies, combined
with Computational Fluid Dynamics (CFD) technology to implement the automatic design
of aerodynamic shape and pursue the optimal aerodynamic performance. At present, the
aerodynamic shape optimization design has been widely recognized and was successfully
conducted in multiple engineering applications [8–11].

Supersonic civil aircraft are streamlined to reduce the drag. The finely designed wing
usually has the best combination of bend and twist, which makes the design space for
supersonic wings more complicated, and there are interference problems between the
wing and the fuselage. Based on the above characteristics, three-dimensional integrated
fine design is necessary for the aerodynamic shape optimization design of supersonic
civil aircraft, so the related optimization problems involve large-scale design variables
and constraints.

The optimization algorithm used in the aerodynamic shape optimization design
controls the entire design process and determines the direction of the optimization de-
sign. According to whether gradient information needs to be solved, optimization al-
gorithms can be divided into gradient-free algorithms and gradient-based algorithms.
Lyu et al. [12] studied the growth law of the number of calls to the objective function by
different optimization algorithms as the number of design variables increased. The results
show that as the number of design variables increases, the number of calls to the objective
function by the gradient-based optimization algorithm basically increases linearly, while
the gradient-free optimization algorithm increases by the second power or higher. When
solving the gradient based on the discrete adjoint approach, the calculation amount is
almost not dependent on the number of design variables, but only related to the number
of objective functions or constraints, so it can quickly and accurately handle aerodynamic
optimization design problems involving large-scale design variables and constraints. There-
fore, for the large-scale design variables in the aerodynamic shape optimization design of
supersonic civil aircraft, the gradient-based optimization method based on discrete adjoint
can take into account both high efficiency and reliability [13,14].

For the aerodynamic shape optimization of SST, relevant results have been obtained
based on gradient and heuristic methods. Using the optimization method combining
the simplex method and the genetic algorithm, Chan [15] carried out a comprehensive
optimization design research study on low sonic boom and low drag for SST aircraft. By con-
structing a surrogate model of aerodynamic force and sonic boom response, Choi et al. [16]
conducted a low-boom and low-drag comprehensive optimization design for supersonic
business jets. Kirz [17] carried out multi-objective optimization of coupling aerodynamic
and sonic boom for the JAXA S4 supersonic airliner based on the surrogate model approach.

Compared with heuristic methods, gradient-based optimization design has been more
widely studied and applied due to its high efficiency. Kiyici and Aradag [18] carried out
the aerodynamic optimization design for supersonic business jets using the high-fidelity
combined CFD solver and optimizer SU2 for numerical simulation calculations. Based on
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the gradient-based optimization algorithm, the supersonic drag was reduced by 14% and
the lift-to-drag ratio was increased by 10%. The high-fidelity multidisciplinary optimization
framework MACH based on the RANS equation is currently an advanced and relatively
mature discrete-adjoint optimization design system in this field. It has obvious advan-
tages such as calculation efficiency in dealing with the optimization design with massive
design variables. Based on the MACH optimization framework, Li et al. [19] carried out
research on the aerodynamic optimization design of supersonic aircraft for reducing drag.
Using a gradient-based aerodynamic optimization design system, the optimization result
effectively suppressed the shock wave region of the wing, and the shock wave intensity
was significantly reduced. The drag reduction of the whole configuration reached 5.7%.
Liu et al. [20] improved the aerodynamic optimization framework. The gradient of the
sonic boom value was obtained using the finite difference method and combined with
the gradient of the aerodynamic objective function with respect to the design variables.
They established an aerodynamic optimization design method considering the sonic boom
characteristics, and carried out an optimization design study on the wing-body configura-
tion of a supersonic business jet. Liu et al. [21] proposed an adjoint optimization method
for coupling aerodynamic and near-field sonic boom characteristics. Aiming at the super-
sonic airliner standard model, a comparative study was carried out under three strategies,
namely, low-drag optimization, near-field low sonic boom reverse design, and adjoint
optimization for coupling aerodynamic and near-field sonic boom characteristics.

The design of an SST aircraft needs to consider the compromise between high-speed
performance and low-speed stability, and numerical optimization provides the opportunity
to obtain the best high-speed performance while maintaining low-speed stability. Seraj and
Martins [22] used the component-based geometric parameterization method to optimize
the aerodynamic shape based on the RANS equation. The drag minimization study for
the supersonic cruise condition was performed separately with and without the subsonic
pitch stability constraint, and the supersonic drag penalty associated with the subsonic
stability constraint was quantified. This provides a reference for the compromise design
between supersonic performance and subsonic stability. Based on the MACH framework,
Bons et al. [23] and others carried out a multidisciplinary optimization design for the AS2
configuration of Aerion Company. They explored the compromise design space between
aerodynamics and structure and reduced the passive load of the wing through static
aeroelastic tailoring.

According to the published design scheme of SST [24,25], the wings of supersonic civil
aircraft mainly have two layout forms: the subsonic leading edge and supersonic leading
edge. Their different flow physical characteristics make the two types of supersonic wings
have different aerodynamic drag reduction principles. Understanding the aerodynamic
design principles of different types of supersonic wings is of great significance to the
development of supersonic civil aircraft. However, there is currently limited research on
the differences in the aerodynamic optimization design of two typical supersonic wing
layouts. Meanwhile, there is a lack of work on the use of gradient information fields to
analyze the optimal design direction of supersonic wings and the effective trade-off between
different aerodynamic drags, which is the key to guiding the design of supersonic wings in
the future. Therefore, this paper takes the subsonic leading edge and supersonic leading
edge as the research objects, and the aerodynamic optimization design system based on
discrete adjoint is adopted to carry out the single point optimization design for reducing
aerodynamic drag at cruise conditions. The principle of aerodynamic drag reduction is
explored from the perspectives of wing load, twist distribution, pressure distribution,
airfoil shape characteristics, and flow field characteristics. The similarities and differences
between the aerodynamic design principles of two different types of supersonic wings are
preliminarily revealed. The sensitivity analysis results of the lift and drag coefficient to
the wing deformation are obtained by using the gradient information. Combined with the
optimization results, the optimization dominant direction of the supersonic aircraft and
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the effective trade-off between lift and drag, and wing profile deformation and constraints
during the optimization process are analyzed qualitatively.

This paper is structured as follows. Section 2 introduces the numerical simulation
method and discrete adjoint method. Section 3 describes the establishment of the optimiza-
tion framework. The optimization results of two types of supersonic configuration are,
respectively, shown in Sections 4 and 5. Finally, we summarize our work in Section 6.

2. Numerical Simulation Method and Discrete Adjoint Equation
2.1. Numerical Simulation Method

Accurate numerical simulation of flow field is the basis of aerodynamic optimization
design. This paper uses RANS solver ADflow [26] for structured mesh and overset mesh,
which can accurately predict aerodynamic force and perform gradient calculation based on
the discrete adjoint approach.

The numerical simulation uses the three-dimensional compressible RANS equation as
the governing equation of the flow field, and its integral form is defined as Equation (1).

∂

∂t

∫∫∫
V

QdV +
∫∫

∂V
F I · dS =

∫∫
∂V

FV · dS (1)

where V is the volume boundary of the control volume, Q is the conserved variable of
the flow field, F I and FV are the inviscid flux and the viscous flux, respectively. The
Spalart–Allmaras (SA) one-equation turbulence model is used in this work [27].

The spatial discretization adopts the Jameson–Schmidt–Turkel (JST) second-order
central difference scheme based on the finite volume method [28]. ADflow supports several
explicit and implicit pseudo-time-advancing methods. The explicit method includes the
five-order Runge–Kutta (RK) method [28]; the implicit method includes the Diagonalized-
Diagonally-Dominant Alternating Direct Implicit (D3ADI) method [29], Newton–Krylov
method (NK) [30,31], Approximate Newton–Krylov method (ANK) [32] and LU-SGS
method [33]. The ADflow solver can implement the efficient solution and deep convergence
of the RANS equation. The specific solution process is as follows. Firstly, the RK, D3ADI,
or ANK algorithm is used to solve a better initial solution Q0. When the flow field
residual reaches a certain convergence standard, the solver switches to the NK algorithm,
which can make the flow field solution converge quickly and deeply. When solving large-
scale coefficient linear systems, ADflow uses the Generalized Minimal Residual (GMRES)
method of the open source Petsc library.

2.2. Validation of Simulation Method

We validate the solver accuracy using the ONERA-M6 airfoil. The calculation condition
is Ma = 0.84, Re = 11.74× 106, and angle of attack is α = 3.04◦. The reason for choosing
this condition is because there are detailed experimental data [34]. Using commercial
software ICEM to divide multi-block structure mesh. For the solver used in this paper, we
have conducted a mesh convergency study using three levels of the grid, named coarse (L2,
1.5 million), medium (L1.5, 8 million), and fine (L1, 12 million). The numerical simulation
of the flow field is carried out on the M6 wing, and the results are shown in Figure 1. It can
be seen from the figure that the drag deviation calculated by the three levels of grids does
not exceed 0.5 counts, the L2 grid with a grid volume of 1.5 million can perform a good
calculation and evaluation of the drag of the M6 wing, and the grid amount is relatively
small. The L2 grid is shown in Figure 2.
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Figure 1. ONERA-M6 mesh convergence study.

Figure 2. ONERA-M6 L2 mesh.

Four sections of 20%, 44%, 65%, and 80% semi-span were taken along the span of the
wing. The comparison between the calculation results of the solver and the experimental
data is shown in Figure 3. The circular data points in the figure are the experimental data,
and the solid line is the calculated cross-sectional pressure distribution. It can be seen that
the calculation results and the experimental data are in good agreement in each spanwise
section of the wing, indicating that the CFD solver meets the accuracy requirements of the
optimal design.
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Figure 3. Comparison of M6 wing calculation results with experimental data.

2.3. Discrete Adjoint Equation

In the gradient-based optimization design, it is a key step to efficiently and accu-
rately obtain the derivative of the objective function with respect to the design variables.
Commonly used gradient solution methods include the finite difference method, complex
variable difference method, and adjoint equation method. The calculation cost of the finite
difference method and the complex variable difference method is not acceptable when the
design variables increase, so they are not suitable for aerodynamic optimization design
problems with high-dimensional characteristics. The efficiency of solving the gradient
with the adjoint equation method is almost not affected by the number of design variables,
which has obvious advantages.

The adjoint theory is based on the concept of optimal control and was first derived
by Jameson [35]. Afterward, the use of the adjoint method was widely promoted, from
the initial two-dimensional Euler to the three-dimensional RANS equation [36], from fully
turbulent flow design [37] to laminar flow configuration optimization design [38,39], from
aerodynamic optimization to aerodynamic structural coupling applications [40]. At present,
the adjoint equation based on the RANS equation is widely used in the fine design of
aviation aircraft and has been implemented in many solvers, such as the unstructured
solver SU2 [41], OpenFOAM [42], FUN3d [36], and structure solver ADflow (https://
github.com/mdolab/adflow (accessed on 24 October 2019)) [26].

The adjoint equation method can be classified into the continuous adjoint method and
the discrete adjoint method. The difference between the two lies in the form of the governing
equation and objective function when deriving the adjoint equation. The continuous adjoint
method is more complicated, and it needs special treatment for discontinuities (such as
shock waves) and boundary conditions in CFD. The discrete adjoint method does not
need special treatment, and the calculation accuracy does not depend on the grid quality,
numerical format, etc., in CFD, and has good applicability. Therefore, we used the discrete
adjoint equation method.

https://github.com/mdolab/adflow
https://github.com/mdolab/adflow
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The discrete adjoint equation method derives the adjoint equation in discrete form
based on the discretized objective function and the governing equation of the flow and
solves it so as to obtain the gradient information of the aerodynamic function with respect
to the design variables.

Considering X as a set of design variables (e.g., Mach number M, angle of attack AoA,
Reynolds number Re) about the aerodynamic shape, and G(X) is the computational mesh
depending on the design variables. The flow field solution vector Q(X) can be obtained by
solving the flow governing equations.

When the numerical solution of the flow obtains a stable and convergent flow field
solution vector, the residual R of flow governing equations after the discretization of the
volume mesh are:

R = R(Q(X), G(X)) = 0 (2)

The aerodynamic objective function W (e.g., aerodynamic force coefficient Cl , Cd, Cm)
is a function of the surface mesh, flow state variables, and design variables, which can be
expressed as:

W = W(Q(X), G(X)) (3)

When Q is given, according to the chain derivation rule, the gradient of the objective
function with respect to the design variables can be obtained:

dW
dX

=
∂W
∂G

dG
dX

+
∂W
∂Q

dQ
dX

(4)

When solving the partial derivative with respect to the conserved variable Q, it is
necessary to ensure that the solution of Equation (2) converges. That is, its total deriva-
tive exists:

∂R
∂G

dG
dX

+
∂R
∂Q

dQ
dX

= 0 (5)

where the derivative solution of dQ/dX is the most time-consuming because it depends on
the solution of the flow field. Equation (6) provides the idea of solving the total derivative
dQ/dX, that is, solving the linear system to obtain dQ/dX, the equation can be further
written as:

∂R
∂Q

dQ
dX

= − ∂R
∂X

(6)

Deriving Equation (6) from Equation (4) we can obtain:

dW
dX

=

[
∂W
∂G
− ∂W

∂Q

(
∂R
∂Q

)−1 ∂R
∂G

]
dG
dX

(7)

If each item in Equation (7) is solved separately, the inverse matrix [∂R/∂Q ]−1 needs
to be solved. The inversion operation of large-scale matrices will generate huge computa-
tional consumption. Therefore, the adjoint vector Ψ is defined as:

ΨT =
∂W
∂Q

(
∂R
∂Q

)−1
(8)

so the solution of the inverse matrix can be converted into the solution of linear equations,
that is, into the solution of the adjoint vector:(

∂R
∂Q

)T
Ψ =

(
∂W
∂Q

)T
(9)

From the composition of the adjoint equation (Equation (9)), it can be seen that the
calculation of the adjoint vector does not depend on the design variables. For an objective
function, only one adjoint equation needs to be solved. After obtaining the adjoint vector
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Ψ, the total derivative of the objective function with respect to the design variables can be
expressed as:

dW
dX

=

(
∂W
∂G
−ΨT ∂R

∂G

)
dG
dX

(10)

where ∂W/∂G can be obtained by calculating the partial derivative of the convergent flow
solution; ∂R/∂G can also be obtained in the flow solution; dG/dX can be obtained by
geometric parameterization and the mesh deformation algorithm.

2.4. Gradient Verification

In the gradient-based optimization design, the gradient solution controls the direction
of optimization, so it is necessary to verify the accuracy of the gradient solution for super-
sonic conditions. The finite difference method is used to verify the gradient obtained from
the discrete adjoint equation. In order to ensure the universality, a supersonic double-arc
airfoil is randomly selected for gradient verification. As shown in Figure 4, the FFD con-
trol frame is arranged around the airfoil. Twelve FFD control points are arranged in the
chord direction of the control frame, and the moving direction is the y axis. Movement
constraints of control points were added to the leading and trailing edges of the airfoil.
The displacements of the control points on the upper and lower surfaces in the y direction
are equal and opposite so as to ensure that the positions of the leading and trailing edges
remain unchanged. Therefore, the total number of design variables is 22.

The calculation condition is Ma = 1.45, α = 2.96◦, and Re = 7.188× 106. Tables 1 and 2
show the derivative values calculated by using the finite difference method and the discrete
adjoint equation for the objective functions Cl and Cd, respectively. There is an optimal
step size in the finite difference method, and the range of the different step size selected
in the verification example in this paper is 10−2 ∼ 10−7. From the data in the table, the
gradient calculation based on the discrete adjoint equation is in good agreement with the
finite difference method, and the relative error is below 10−4, indicating that the solution
accuracy is high.

Figure 4. Airfoil geometry and FFD control points.
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Table 1. Gradient verification of lift coefficients with respect to design variables. (Underlines show
the different significant numbers betweent the result from finite difference and adjoint method).

Var Finite Difference Adjoint Equation Rel. Error hopt

4 0.0024191310 0.0024183648 3.17× 10−4 10−6

6 0.0018757146 0.0018757950 4.29× 10−5 10−5

9 0.0008184027 0.0008184097 8.65× 10−6 10−5

16 −0.0007589824 −0.0007589494 4.34× 10−5 10−3

20 −0.0018793665 −0.0018790061 1.92× 10−4 10−3

Table 2. Gradient verification of drag coefficients with respect to design variables. (Underlines show
the different significant numbers betweent the result from finite difference and adjoint method).

Var Finite Difference Adjoint Equation Rel. Error hopt

4 −0.0466292505 −0.0466005468 6.16× 10−4 10−6

6 −0.0361944061 −0.0361960611 4.57× 10−5 10−5

9 −0.0157922613 −0.0157923472 5.44× 10−6 10−5

16 0.0146452139 0.0146445737 4.37× 10−5 10−3

20 0.0362649685 0.0362579965 1.92× 10−4 10−3

3. Optimization Design Framework for Supersonic Wing
3.1. FFD Geometry Parameterization

The main purpose of geometric parameterization is to establish the mathematical
mapping relationship between design variables and geometric shapes. When a set of
design variables are given, a unique geometric shape surface can be determined. This paper
adopts the B-spline-based Free Form Deform (FFD) method [43], which constructs the
relationship between FFD parameter coordinates (parameter space) and geometric object
surface coordinates (physical space) through the mapping relationship Xs = f

(
Xg
)
. By

changing the coordinates of the FFD control points, the geometric shape can be changed
indirectly. This mapping relationship can be specifically expressed as:

Xs(s, t, u) =
l

∑
i=0

m

∑
j=0

n

∑
k=0

Pi,j,kBi,l(s)Bj,m(t)Bk,n(u) (11)

where s, t, u is the local coordinate of the parameterized geometry in the FFD control
frame, and the range is (0, 1). Pi,j,k is the physical coordinate of each control point in the
control frame, and Xs(s, t, u) is the coordinate of the parameterized geometry in physical
space. Bi,l , Bj,m, Bk,n are l, m, n order basis functions in i, j, k directions. The B-spline basis
functions are:

Bi,0(s) =

{
1, if ti 6 s 6 ti+1

0, otherwise

Bi,j(s) =
s− ti

ti+j − ti
Bi,j−1 +

ti+j+1 − s
ti+j+1 − ti+1

Bi+1,j−1

(12)

During the deformation process, when the displacement of a certain control point is
∆Pi,j,k, the increment of its global coordinates can be calculated using Equation (13). Then,
the new global coordinates of the final design shape surface are X ′s = Xs + ∆Xs.

∆Xs =
l

∑
i=0

m

∑
j=0

n

∑
k=0

Bi,l(s)Bj,m(t)Bk,n(u)∆Pi,j,k (13)
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3.2. IDW Mesh Warping

The purpose of the mesh deformation module is to establish the mapping relationship
between volume mesh and surface mesh. We use mesh warping technology based on the
Inverse Distance Weighting (IDW) algorithm [44].

We define xv and xs as the volume mesh and the surface mesh, respectively. The
deformation of the volume mesh is determined by the translation and twist of all mesh
points on the object surface. The interpolation weight coefficient of the jth position, that
is, the weighted average, is inversely proportional to the distance from the volume mesh
interpolation point to the surface mesh interpolation base point, and its expression is
as follows:

wj(xv) =
1∣∣xv − xs,j

∣∣p (14)

where p is a constant whose value is greater than 1. When the value p is large, the deforma-
tion of the volume mesh is mainly affected by the surrounding base points; otherwise, it is
affected by a larger range of base points.

The core formula of the IDW algorithm can be expressed as:

u(xv) =
∑N

j=0 wj(xv)uj

∑N
j=0 wj(xv)

(15)

where N is the number of interpolation base points. u(xv) is the deformation displacement
of the volume mesh cell, and uj is the deformation displacement of the surface mesh
interpolation base point including twist angle and translation.

3.3. SNOPT Optimization Algorithm

The optimization algorithm is the core of the entire aerodynamic optimization design
system. It is mainly responsible for updating the design variables and controlling the
optimization process in each iteration so that the design shape continually approaches the
optimization objective. After much practice, it has been found that the Sequential Quadratic
Programming (SQP) algorithm is one of the best-performing algorithms for smooth non-
linear programming problems with large-scale design variables in high-dimension design
space. The basic optimization problem is defined as follows:

minimize
X∈Rn

F(X)

subject to b1 ≤
 X

AX
c(X)

 ≤ bu

(16)

where X is the design variable vector and n is the number of design variables. F(X) is a
smooth and derivable nonlinear multivariate objective function, A is a coefficient matrix
with linear constraints, and c(X) is a derivable nonlinear constraint function. bl and bu are
the lower and upper bound of the constraint, respectively.

3.4. Optimization Framework

Combined with the auxiliary technology of optimization design, a supersonic wing
optimization design system based on discrete adjoint is built, as shown in Figure 5. The
optimization process is:

1. Constructing the initial model and the corresponding mesh, and giving the initial
design variable X0;

2. The surface mesh xs is parameterized using the FFD method;
3. Based on the deformed surface mesh, the deformed volume mesh xv is obtained

through IDW mesh warping technology;
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4. Using ADflow solver to solve the RANS equation to obtain the convergent flow
solution vector Q and the aerodynamic objective function value W ;

5. Based on the flow field results, ADflow constructs the adjoint equation and solves
it through the GMRES algorithm. Finally, the gradient of the aerodynamic objective
function with respect to the design variables is obtained;

6. Combining the calculation results of the flow field in step 4 and the gradient informa-
tion in step 5, the SNOPT optimization algorithm is used to update the design vari-
ables;

7. Repeating steps 2 to 6 until the optimization design converges.

X0

X∗
0, 5→1:
SNOPT

Optimizer
1 : X

1:
FFD 2 : xs 4 : dxs

dX

2:
IDW 3 : xv 4 : dxv

dxs

5 : W
3:

ADflow 4 : Q

5 : dW
dX

4:
DiscreteLaminarAdjointSolver

Figure 5. Optimization design system based on discrete adjoint for supersonic wing.

4. Aerodynamic Optimization Design of Subsonic Leading Edge Configuration
4.1. Optimization Problem

Lockheed Martin (LM) 1021 developed by NASA N + 2 supersonic verification pro-
gram [24] is selected as the initial configuration, as shown in Figure 6, and the geometric
parameters are shown in Table 3 (https://lbpw-ftp.larc.nasa.gov/lbpw1/lm-1021/geometry/
accessed on 3 June 2020).

Figure 6. LM1021 Model.

https://lbpw-ftp.larc.nasa.gov/lbpw1/lm-1021/geometry/
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Table 3. Geometric parameters of initial configuration.

Parameters Value

Length of fuselage (m) 70.1
Semi-span (m) 12.8
Reference semi-area (m2) 153.2
Average aerodynamic chord length (m) 21.0
Sweep angle of inner wing section (◦) 78
Sweep angle of outer wing section (◦) 69

We use commercial software ANSYS-ICEM to generate the structural grid of the initial
configuration. A grid convergence study was carried out to determine the resolution
accuracy of the grid. To accurately depict the outcomes of grid convergence studies, Roache
introduced the Grid Convergence Index (GCI) [45,46]. While it is possible to compute
the GCI using two grid levels, it is recommended to use three levels to more accurately
determine the order of convergence and ensure that the solutions fall within the asymptotic
convergence range. In this research, three grid levels are used, named L2, L1, and L0.5, in
which L2 is the most coarse grid, as shown in Figure 7. The GCI between L1 and L0.5 can
be defined as follows:

GCIL1L0.5 =
Fs|ε|

(rp − 1)
(17)

The relative error between the two grids is represented by ε. In this case, the refinement
ratio r is approximately 1.62, and p denotes the order of convergence. The safety factor is
given by Fs. Furthermore, the GCI between L2 and L1 can be described as follows.

Table 4 displays the various mesh amount, corresponding drag coefficients, and GCIs,
illustrating a converging trend. For each grid level, the solutions should be within the
asymptotic range of convergence for the calculated solution. By employing two GCI values
computed across three grid levels, this can be verified, as demonstrated in Equation (18).

GCIL2L1 = rpGCIL1L0.5

1.488 ' 1.623.57 × 0.266
(18)

It can be observed that the L1 mesh offers adequate accuracy. Therefore, we use the
L1 level in the optimization design. The surface of L1 mesh is shown in Figure 8, the total
amount of mesh is 5.3 million, and the height of the first layer of the boundary layer is
y+ < 1.

A conical far field whose size is twice the length of the fuselage is used.

GCIL2L1 =
Fs|ε|rp

(rp − 1)
(19)

Table 4. Grid convergence study of subsonic leading edge configuration.

Grid Level Grid Size
(Million) Cd (Counts) GCI/% Order p

L2 1.3 160.88 /
L1 5.3 152.87 1.488

3.57L0.5 22.6 151.39 0.266
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(a) L2 (b) L1 (c) L0.5

Figure 7. Different mesh levels for subsonic leading edge configuration.

(a) LM1021 surface mesh (b) LM1021 farfield mesh

Figure 8. LM1021 Mesh for optimization.

The FFD control frame is shown in Figure 9, where the frame composed of red points
is the design variable, and the fuselage and wing root remain unchanged (green points).
Meanwhile, the leading and trailing edges of the wing are restricted to remain unchanged
too. The parameterization is mainly conducted for the shape deformation of the wing.
There are a total of 240 FFD control points on the wing, of which 6 sections are distributed
along the span direction, 20 positions are distributed along the chord direction, and 2
layers are in the normal direction. Five sections are selected to twist in the span direction
except for the wing root. The deflection of each section is operated by rotating 40 FFD
control points at the same span section around a given rotation axis which is always the
leading edge.

The design condition is Ma = 1.6, Cl = 0.142, Re = 137.07× 106. The optimization
objective is to minimize the total drag coefficient, and the design variables are the angle of
attack, the displacement of FFD control points (a total of 240 design variables) on the wing
and five deflection angles of FFD control profile.
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Figure 9. FFD control frame for subsonic leading edge configuration.

Considering engineering application, the wing needs to meet certain structural and
volume requirements, so the thickness and volume of the wing must be constrained.
Thickness constraints are shown in Figure 10, distributed in seven spanwise positions of
the semi-span, and each section is evenly distributed 25 within the range of 5–90% of the
chord length. The thickness of each constrained position is not less than 97% of the initial
configuration thickness. The volume constraints are defined between 50 cross-sectional
positions in the semi-span. There are 25 parts in each cross-section within the range of
20–70% of the chord length so as to ensure that the volume of the optimized wing is not
smaller than that of the initial configuration.

Figure 10. Thickness constraint for subsonic leading edge configuration.

Without the pitch moment constraint, the optimizer would add a pitch moment that is
unfavorable to the trim drag, thereby affecting the overall design of the aircraft. Therefore,
the pitch moment constraint is crucial for a feasible result. We restrict the pitching moment
coefficient to a range not less than 0. Overall, the optimization problem settings are shown
in Table 5. To clarify, the specific moving characteristics of the FFD frame of the shape
deformation and the twist deformation are shown in Figure 11. The shape deformation
is that the FFD control points move in the z-direction to change the geometry. For twist
deformation, each FFD control profile along the y direction can be twisted around a fixed
axis so that the airfoil profiles can be geometrically twisted to change the local angle of
attack. We totally conducted two kinds of optimization for the subsonic leading edge
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configuration. The first one is the optimization with only shape variables. The second
one is the optimization with both shape variables and twist variables. When performing
shape+twist optimization, the deformation of the FFD frame is also the coupling of the two
deformation forms.

(a) Shape deformation (b) Twist deformation

Figure 11. Different deformation forms of the FFD frame. (Orange points are after deformation and
blue points are before deformation).

Table 5. Optimization problem statement for subsonic leading edge configuration.

Category Name Quantity

Objective minCD 1

Design Variables
Shape 240
Twist 5
AoA 1

Constraints

CL = 0.142 1
V ≥ Vinitial 1

t ≥ 0.97tinitial 1
Cmy ≥ 0 1

4.2. Optimization Results

The optimized design is, respectively, carried out under the condition of whether
there are twist variables. The comparison of aerodynamic force coefficients before and
after optimization is shown in Table 6. The optimization results show that the optimized
configuration with twist variables (Twist + Shape) can obtain greater drag reduction, and
the total drag coefficient is reduced by 5.78 counts compared with the initial configuration,
a reduction of 3.78%. Compared with the initial configuration, the total drag coefficient of
the optimized configuration without twist variables (Shape) is reduced by 3.87 counts, a
decrease of 2.53%. The change in the angle of attack, which is also used as a design variable,
is small in the optimization process. Meanwhile, the pitching moment coefficient remains
basically unchanged, which satisfies the constraints.

Table 6. Comparison of aerodynamic coefficients between the optimized configuration and the initial
configuration for subsonic leading edge wing.

Configuration Cl Cd ∆Cd (Counts) ∆Cdp (Counts) ∆Cdv (Counts) AoA (Degree) Cmy

Initial 0.142 152.87 / 86.88 66.00 2.15 0.0039
Twist + Shape 0.142 147.09 −5.78 81.32 65.77 1.85 0.0040
Shape 0.142 149.00 −3.87 83.06 65.94 2.04 0.0040

The distribution of spanwise lift load and twist angle between the optimized con-
figuration and the initial configuration is shown in Figure 12. Compared with the initial
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configuration, the two optimal configurations both show an increasing lift load in the inner
wing and a decreasing lift load in the outer wing so that the distribution of lift load is
closer to the elliptical distribution, which can effectively reduce the induced drag. The
geometric twist has a more significant effect on adjusting the spanwise lift load distribution
and reducing the induced drag.

(a) Normalized lift (b) Twist angle

Figure 12. Comparison of the distribution of spanwise lift and twist angle before and after optimiza-
tion for subsonic leading edge wing (‘Twist’ represents the geometric angle of the chord of the wing
profile relative to the horizontal axis of the fuselage).

The comparison of spanwise drag distribution before and after optimization is shown
in Figure 13. Compared with the initial configuration, the optimized configuration adding
twist variables has obvious changes, corresponding to the change trend of spanwise lift
load and twist angle. Correspondingly, the large positive twist angle of the outer wing
leads to a local drag penalty, but the tendency of the load to move outward is conducive to
the effective improvement of the overall performance.

Figure 13. Comparison of spanwise drag distribution before and after optimization for subsonic
leading edge wing.
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Figure 14 shows the contour of the pressure coefficient on the upper surface of
the wing with the optimized configuration and the initial configuration. Correspond-
ing to Figure 15, a-e represents the slices in the spanwise direction, respectively Y =
20%, 40%, 60%, 70%, 90%.

Figure 14. Comparison of pressure distribution of the upper surface before and after optimization for
subsonic leading edge wing.

The comparison of the surface pressure distribution and the airfoil in a typical section
before and after optimization is shown in Figure 15. In the inner wing, unloading is mainly
achieved in two ways. On the one hand, increasing the curvature radius of the leading
edge weakens the peak suction force and decreases the adverse pressure gradient, which is
beneficial to the reduction in pressure drag. On the other hand, the unloading of the inner
wing section is achieved by reducing the camber of the middle and rear sections of the
airfoil. In the outer wing section, the optimized configuration with twist variables mainly
increases the lift load with a large positive twist angle, while the optimized configuration
without twist variables only changes the shape of airfoil; for instance, increasing the camber
of the airfoil.

(a) Y = 20%

Figure 15. Cont.
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(b) Y = 40%

(c) Y = 60%

(d) Y = 70%

Figure 15. Cont.
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(e) Y = 90%

Figure 15. Comparison of pressure coefficients and airfoil before and after optimization for subsonic
leading edge wing (Y = 2y/b is the nondimensional spanwise percentage position, where y is
spanwise coordinates and b is the span).

The spatial distribution of the pressure coefficient and Mach number of the typical
spanwise section of the initial configuration and the optimized configuration with twist
variables are shown in Figure 16. Compared with the initial configuration, the spatial
pressure recovery near the upper surface of the trailing edge of the optimized configuration
is more gentle, which can effectively reduce the wave drag. Meanwhile, the spatial areas
with extreme negative pressure (dark blue part in Figure 16) on the upper surface of the
optimized configuration are reduced at the tailing edge of the wing, and they all move
forward along the chord direction. Corresponding to the trend of the wing lift load moving
towards the leading edge and the outer wing section, the spatial areas with extreme negative
pressure near the upper surface of the leading edge gradually increase from the inner wing
section along the span direction.

The spatial distribution of the Mach number before and after optimization has the
same change pattern. Compared with the initial configuration, the spatial areas with a high
Mach number (dark red part in Figure 16) of the optimized configuration are reduced at the
tail of the wing and move forward along the chord direction. Meanwhile, the high Mach
number region near the upper surface of the leading edge gradually increases from the
inner wing section along the spanwise direction.

(a) Initial: Cp (b) Optimised: Cp (c) Initial: Ma (d) Optimised: Ma

Figure 16. Comparison of pressure distribution of the upper surface before and after optimization.

For a supersonic wing with a subsonic leading edge, the airflow velocity increases
continuously from the leading edge to the trailing edge, so there are obvious compression
waves in the space near the trailing edge. At the trailing edge of the inner wing section, the
spatial pressure coefficient changes significantly before and after optimization, so we slice
the pressure coefficient distribution and mach distribution at the Y = 40% position. As
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shown in Figure 17, the contour lines of pressure coefficient and Mach number at the tail of
the upper surface of the optimized configuration are both sparser than those of the initial
configuration, indicating that the compression wave intensity is reduced after optimization,
thereby reducing the wave drag.

(a) Pressure coefficient (Left: Initial; Right: Optimal) in Y = 40%

(b) Mach number (Left: Initial; Right: Optimal) in Y = 40%

Figure 17. Comparison of pressure distribution and Mach number spatial distribution at 40% of
the wingspan before and after optimization (Y = 2y/b is the nondimensional spanwise percentage
position, where y is spanwise coordinates and b is the span).

In order to qualitatively analyze the trade-off between lift and drag, as well as airfoil
deformation and constraints in the aerodynamic optimization design, sensitivity analysis
is performed using the gradient information obtained from the discrete adjoint equation
for the initial configuration. The derivative distribution of the lift/drag coefficients of the
upper and lower surfaces with respect to the displacement of the surface grid cells is shown
in Figure 18, where the displacement direction is positive along the positive direction of
the coordinate axis.

Comparing the most sensitive area of the lift and drag coefficients to the deformation
of the airfoil, it can be found that the dark red and dark blue areas of the drag coefficient
are larger than those of the lift coefficient in both the upper and lower surface, indicating
that when the upper and lower surface deforms along the z axis, it will have a greater
impact on the drag coefficient. On the other hand, the dark red and dark blue areas of
the upper surface are more than those of the lower surface, indicating that as the airfoil
surface deforms along the axis, it has a greater effect on the upper surface than the lower
surface. Figure 18 only shows the sensitivity of the aerodynamic function with respect to
the change of the surface grid, and the aerodynamic constraints and geometric constraints
must be considered in the actual engineering design. Therefore, the optimization algorithm
will combine the sensitivity information with the constraints to obtain the most feasible
direction of optimization.
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(a) Upper (b) Lower

Figure 18. Derivatives of the upper (left) and lower (right) lift/drag coefficients with respect to the
Z-axis displacement of the wing surface grid points for subsonic leading edge configuration.

According to the comparison of section airfoils before and after optimization (Figure 15),
it can be observed that in the optimized configuration, the upper and lower surfaces of
each section airfoil deforms along the negative direction of the z axis compared with the
initial configuration. Combined with the analysis results of sensitivity, when the upper
surface deforms along the negative direction of the z axis, the drag coefficient decreases
accordingly, and the drag reduction effect is more significant. Although this deformation
trend may lead to a decrease in the lift, large-scale changes in the surface profile can only
cause small-scale fluctuations in the lift. Therefore, the optimizer prefers to reduce the drag,
which is the dominant direction of optimization, and through the deformation of the local
profile ensure that the lift constraint is satisfied.

On the other hand, according to the sensitivity analysis results, the movement of
the lower surface of the airfoil along the positive direction of the z axis reduces the drag
coefficient; but the actual optimization shows adverse results. The reason is that the drag
coefficient is more sensitive to the deformation of the upper surface than to the deformation
of the lower surface. On the balance, the optimizer mainly focuses on the upper surface
deformation. At the same time, the lower surface is followed to deform according to the
deformation of the upper surface so that the final design results satisfy the thickness and
volume constraints.

The convergence history of the optimization is shown in Figure 19. The intermediate
process of the pressure distribution at the typical sections of the inner wing section and
the outer wing section from the initial configuration to the final optimized configuration is
given, respectively. After 33 main iterations, the constraints and the convergence conditions
of the objective function are met. From the convergence process of the main iteration, the
drag coefficient is reduced quickly in the first 10 main iterations of the gradient-based
optimization. In the final stage, the drag reduction is small and the optimizer mainly focuses
on smoothing the pressure distribution. The optimization process gradually achieves the
lift load moves from the inner wing section to the outer wing section.
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Figure 19. The optimization history of the subsonic leading edge configuration. Five typical steps
were chosen to visualize the changing trend of pressure distribution during the optimization. The
pressure distribution with different colors comes from the dot which has the same color in the function
reduction line.

5. Aerodynamic Optimization Design of Supersonic Leading Edge Configuration
5.1. Optimization Problem

We define a simple trapezoidal wing, as shown in Figure 20, as the initial configuration
referring to the design scheme of Aerion AS2, and the geometric parameters are shown in
Table 7.

Table 7. Geometrical parameters of the initial configuration with supersonic leading edge.

Parameters Value

Length of fuselage (m) 48.7
Semi-span(m) 10.5
Reference semi-area (m2) 71.4
Aspect ratio 2.6
Average aerodynamic chord length (m) 7.8
Chord length of wing root 10.4
Chord length of wing tip 4.4
Sweep angle of leading edge (◦) 19.7

Figure 20. Initial configuration with supersonic leading edge.
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The double-circular-arc supersonic airfoil NACA 2S-(40)(1.5)-(40)(1.5) is used, and
its parameters are defined as shown in Figure 21. The existence of a sharp leading edge
of a typical supersonic airfoil has an adverse effect on the geometric deformation. The
displacement of the FFD control point can make the smooth arc sharp, but because the
initial surface is not continuous by C2 order, the reverse process cannot be accomplished.
Therefore, we use a small arc instead of the ideal sharp leading edge. The diameter of the
small arc is 0.4 mm. The blunted leading edge of the airfoil is shown in Figure 22.

Figure 21. Parameter definition of double-circular-arc supersonic airfoil.

Figure 22. Blunted.

ANSYS-ICEM is used to generate the structural grid of the initial configuration, as
shown in Figure 23. Likewise, a grid convergence study is performed on the supersonic
leading edge configuration. Figure 24 shows three levels of grids, where the grid is refined
from L2 to L0.5. The different mesh amounts, related drag coefficients, and GCIs based
on Equations (17) and (19) are shown in Table 8 to show a converging tendency, where
the refinement ratio r is 1.29. The solutions should fall within the estimated solution’s
asymptotic range of convergence for each grid level. This can be confirmed by using two
GCI values calculated over three grid levels, as shown in Equation (20).

GCIL2L1 = rpGCIL1L0.5

0.870 ' 1.292.27 × 0.487
(20)

(a) Surface mesh (b) Farfield mesh

Figure 23. Mesh of supersonic leading edge wing.
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Table 8. Grid convergence study of supersonic leading edge configuration.

Grid Level Grid Size
(Million) Cd (Counts) GCI/% Order p

L2 3.0 289.56 /
L1 6.5 288.01 0.870

2.27L0.5 14.0 287.13 0.487

Considering the solving efficiency, L1 mesh is utilized in our optimization design,
which can provide the solution with sufficient accuracy. The amount of L1 mesh is 6.3 mil-
lion, and the height of the first layer of the boundary layer is 1× 10−6. A conical far field
whose size is twice the length of the fuselage is used, as shown in Figure 23.

(a) L2 (b) L1 (c) L0.5

Figure 24. Different mesh levels for supersonic leading edge configuration.

The FFD control frame is shown in Figure 25, where the red control points are chosen
as design variables. The fuselage and wing root remain unchanged, and the leading and
trailing edges of the wing are also restricted to remain unchanged (green points). The
parameterization is mainly conducted for the shape deformation of the wing. For the wing
profile deformation, there are a total of 120 FFD control points, of which four sections are
distributed along the span direction, 15 positions are distributed along the chord direction,
and two layers are in the normal direction. We select three stations in the span direction
except the wing root to control the twist of the wing section and achieve the deflection of
each station by rotating the 30 FFD control points at the same span location around a given
rotation axis, which is always the leading edge.

The design condition is Ma = 1.6, Cl = 0.142, Re = 137.07× 106. The optimization
objective is to minimize the total drag coefficient, and the design variables are the angle of
attack, the displacement of FFD control points (a total of 120 design variables) on the wing
and three deflection angles of FFD control profile.

Considering engineering application, the thickness and volume of the wing are also
constrained. Thickness constraints are shown in Figure 26, distributed in four spanwise
positions of the semi-span. There are 25 parts uniformly distributed in each section within
the range of 5–90% chord length. To compare the optimized configurations under different
thickness constraints, the optimal design is carried out under the condition that the thick-
ness constraints are, respectively, t ≥ 0.7tinitial and t ≥ 0.9tinitial. The volume constraints are
distributed in the same way as that of the subsonic leading edge configuration. In order to
avoid the adverse affect, the pitching moment coefficient is constrained within a range not
less than 0. The optimization problem statement for supersonic leading edge configuration
is shown in Table 9.
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Figure 25. FFD control frame for supersonic leading edge configuration.

Figure 26. Thickness constraint of supersonic leading edge configuration.

Table 9. Optimization problem statement for supersonic leading edge configuration.

Category Name Quantity

Objective minCD 1

Design Variables
Shape 120
Twist 3
AoA 1

Constraints

CL = 0.195 1
V ≥ Vinitial 1

t ≥ tmin 1
Cmy ≥ 0 1

5.2. Optimization Results

The comparison of aerodynamic force coefficients between the optimized configuration
and the initial configuration is shown in Table 10, where Opt_0.7t represents the optimized
configuration with a thickness constraint of t ≥ 0.7tinitial, and Opt_0.9t represents the
optimized configuration with a thickness constraint of t ≥ 0.9tinitial.
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Table 10. Comparison of aerodynamic coefficients between the optimized configuration and the
initial configuration for supersonic leading edge wing.

Configuration Cl Cd
∆Cd

(Counts)
∆Cdp

(Counts)
∆Cdv

(Counts)
AoA

(Degree) Cmy

Initial 0.195 288.01 / 211.46 76.55 2.97 0.03
Opt_0.7t 0.195 274.97 −13.04 198.30 76.67 3.00 0.02
Opt_0.9t 0.195 277.91 −10.10 201.26 76.65 2.98 0.02

Compared with the initial configuration, the drag coefficient of the Opt_0.7t optimized
configuration is reduced by 13.04 counts, a decrease of 4.53%. The drag coefficient of the
Opt_0.9t optimized configuration is reduced by 10.1 counts, a decrease of 3.51%. In the
optimization process, the angle of attack is also used as a design variable. Compared with
the initial configuration, the angle of attack of the optimized configuration of Opt_0.7t
and Opt_0.9t increases by 0.03 and 0.01, respectively, which are small. Meanwhile, the
pitching moment coefficient changes slightly before and after optimization, which satisfies
the pitching moment constraint.

The comparison of normalized lift and twist angle distribution along the span direction
before and after optimization is shown in Figure 27. Since the initial configuration is the
spanwise chord length distribution of the trapezoidal plane, the initial lift load is close
to the elliptical distribution, which is an ideal distribution to reduce the induced drag.
However, the lift distribution of the two optimized configurations shows a tendency to
deviate from the elliptical lift distribution. Therefore, unlike the subsonic leading edge
configuration, the supersonic leading edge configuration takes reducing shock wave drag
as the optimization dominant direction. Compared with the initial configuration, the lift in
the optimized configuration increases in the inner wing section. It decreases nonlinearly in
the middle wing section, which is close to an elliptical lift distribution. In the outer wing
section, the lift gradually increases, and the overall lift load is transferred to the wing root
and wing tip.

(a) Normalized lift (b) Twist angle

Figure 27. Comparison of the distribution of spanwise lift and twist angle before and after optimiza-
tion for supersonic leading edge wing.

Corresponding to the changing trend of lift, while the middle wing section is negatively
twisted, both the inner wing section and the outer wing section have positive twist angles,
and the lift is influenced by the local angle of attack. Moreover, the changing trend of
the twist angle under the two thickness constraints is the same compared with the initial
configuration, and there is only a slight difference in the amount of change.
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Figure 28 shows the distribution of normalized drag along the span direction before
and after optimization. Compared with the initial configuration, the drag change trend of
Opt_0.7t and Opt_0.9t is the same. The drag decreases in the range of 40–90% semi-span
and increases in the range of 10% semi-spans of the wingtip. For a supersonic airliner, the
volume wave drag is closely related to the thickness of the wing. Therefore, compared
with the Opt_0.9t optimized configuration, the Opt_0.7t optimized configuration further
reduces the thickness of the outer wing section, which further reduces the volume wave
drag, and finally obtains greater drag reduction.

Figure 28. Comparison of spanwise drag distribution before and after optimization for supersonic
leading edge wing.

The contour of the pressure coefficient on the upper surface of the wing with the opti-
mized configuration and the initial configuration is shown in Figure 29. Corresponding to
Figure 30, a–d represents the slices in spanwise direction, respectively Y = 30%, 50%, 70%, 90%.
The pressure distribution and airfoil comparison of a typical section is shown in Figure 30.

Figure 29. Comparison of pressure distribution of the upper surface before and after optimization for
supersonic leading edge wing.
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(a) Y = 30%

(b) Y = 50%

(c) Y = 70%

(d) Y = 90%

Figure 30. Comparison of airfoil and pressure coefficients before and after optimization for supersonic
leading edge wing (Y = 2y/b is the nondimensional spanwise percentage position, where y is
spanwise coordinates and b is the span).
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According to Figure 30a,b, in the inner wing section, compared with the initial con-
figuration, the optimized configuration reduces the thickness of the leading and trailing
edges, which is conducive to weakening the shock wave strength at the leading edge and
reducing wave drag. At the same time, the thickness of the airfoil increases at x/c = 0.5,
and the position of the maximum thickness is delayed.

Comparing the airfoil before and after optimization in Figure 30c,d, it can be found
that in the outer wing section, the thickness of the optimized airfoil is smaller than that
of the initial airfoil in the entire chord length range. Corresponding to the change in the
spanwise distribution of normalized drag in Figure 28, the reduction in the airfoil thickness
of the middle and outer wing sections reduces the drag. Although the drag of the inner
wing may increase because of the larger thickness to satisfy the volume constraint, it is
beneficial to the improvement of the overall drag performance.

The spatial distribution of the pressure coefficient and Mach number at the Y = 50%
and Y = 90% of the wing span before and after optimization is shown in Figure 31. The
results show that there are obvious differences, mainly on the lower surface of the leading
edge on the wing, and each section presents the same change trend. After optimization, the
pressure coefficient of the leading edge of each section after the shock wave is significantly
reduced, and the Mach number after the wave is obviously increased. Therefore, the
optimized configuration weakens the shock wave intensity at the leading edge of the wing
and effectively reduces the shock wave drag.

(a) Y = 50% : Cp (Left:initial, Right: Optimized)

(b) Y = 90% : Cp (Left:initial, Right: Optimized)

Figure 31. Cont.
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(c) Y = 50% : Ma (Left:initial, Right: Optimized)

(d) Y = 90% : Ma (Left:initial, Right:Optimized)

Figure 31. Comparison of pressure distribution of the upper surface before and after optimization
(Y = 2y/b is the nondimensional spanwise percentage position, where y is spanwise coordinates and
b is the span).

For the purpose of qualitatively analyzing the trade-offs between lift and drag, as well
as airfoil deformation and constraints in aerodynamic optimization design, sensitivity anal-
ysis is performed using gradient information obtained from the discrete adjoint equation
for the initial configuration.

The derivative distribution of the lift/drag coefficient on the upper and lower surfaces
of the wing with respect to the z displacement of the surface grid points in the initial
configuration is shown in Figure 32, where the displacement direction is positive along the
positive direction of the coordinate axis. For the supersonic leading edge configuration,
when the lower surface deforms along the z axis, it has a greater influence on the lift/drag
coefficient than the upper surface. Compared with the lift coefficient, the drag coefficient is
more sensitive to the z displacement of the upper and lower surface.

The comparison of the airfoils before and after optimization (Figure 30) shows that,
compared with the initial configuration, the upper and lower surfaces of the optimized con-
figuration both move in a large range along the positive direction of the z axis. Combined
with the sensitivity analysis results, when the lower surface moves in the positive direction
of the z axis, the drag coefficient decreases accordingly, and the drag reduction effect is more
significant. On the one hand, this deformation trend increases the lift coefficient in the dark
red area of the sensitivity contour figure. On the other hand, reducing drag is the dominant
direction of optimization since the lift can be maintained to meet the constraint through
the deformation of the local profile. According to the results of sensitivity analysis, the
movement of the upper surface of the wing along the negative direction of the z axis reduces
the drag coefficient, but the actual optimization results show a contrary deformation. The
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reason is that the drag coefficient is more sensitive to the deformation of the lower surface
than to the deformation of the upper surface. On balance, the optimizer mainly focuses on
the lower surface deformation, and the upper surface moves accordingly to make sure that
the final optimization configuration satisfies the thickness and volume constraints.

(a) Upper (b) Lower

Figure 32. Derivatives of the upper (left) and lower (right) lift/drag coefficients with respect to the
Z-axis displacement of the wing surface grid points for supersonic leading edge configuration.

The convergence process of the optimized supersonic leading edge configuration
is shown in Figure 33. After 35 main iterations, the constraints and the convergence
conditions of the objective function are satisfied. From the convergence process of the main
iteration, we can obtain the same conclusion as in subsonic leading edge optimization that
the drag coefficient is reduced quickly in the first 10 main iterations of the gradient-based
optimization.

The intermediate process of the airfoil at the typical sections of the inner wing Y = 40%
section and the outer wing Y = 90% section from the initial configuration to the final
optimized configuration is given, respectively. First, the comparison chart of P1 and P0
shows that in the beginning stage of the optimization, the changing trend of the inner
and outer airfoils is the same, and the shock wave strength is weakened by reducing
the thickness of the leading and trailing edges, while the camber of the airfoil increases,
and the position of the maximum thickness moves backward. Compared with P1, the
airfoil thickness of the inner and outer wing sections of P2 is reduced in a larger range
near the leading and trailing edges, and the position of the maximum thickness is further
moved back. Furthermore, the thickness of the airfoil of the outer wing section of P3 is
reduced in the entire chord length range, while the thickness of the airfoil of the inner wing
section is mainly increased in the middle section. The main reason for this phenomenon is
that, considering the combined effect of the drag reduction objective and constraints, the
optimizer increases the thickness of the inner wing section in exchange for a reduction in
the thickness of the outer wing section and an overall greater drag reduction benefit. In the
final stage of optimization, P4 has minor changes compared to P3, mainly to make small
adjustments to the airfoil shape to make it smoother.
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Figure 33. The optimization history of the supersonic leading edge configuration. Four typical
steps were chosen to visualize the changing trend of pressure distribution during the optimization.
The pressure distribution with different colors comes from the dot which has the same color in the
function reduction line.

6. Conclusions

In this paper, the aerodynamic optimization design of supersonic wings was carried
out by using the optimization design method based on discrete adjoint theory. The aerody-
namic drag reduction principle and aerodynamic design characteristics of subsonic leading
edge supersonic wing and supersonic leading edge supersonic wing are explored.

Aiming at the supersonic wing with a subsonic leading edge, the aerodynamic drag
reduction single-point optimization design was carried out in the cruising state. Compared
with the initial configuration, the optimized configuration with or without twist variables
obtained 3.78% and 2.53% drag reduction, respectively. The optimized design mainly
achieved the lift unloading of the inner wing section, the lift loading of the outer wing
section, and the forward movement of the lift load by adjusting the geometric twist and
increasing the airfoil camber, so that the wing load was closer to the elliptical lift distribution,
thereby effectively reducing the induced drag without making a noticeable deterioration
on pitching moment.

For the supersonic wing with a supersonic leading edge, compared with the initial
configuration, the optimized configuration with the thickness constraints of t ≥ 0.7tinitial
and t ≥ 0.9tinitial obtained drag reduction gains of 4.53% and 3.51%, respectively. Different
from the optimized direction of the configuration with a subsonic leading edge, for the
configuration with a supersonic leading edge, the wing load was transferred from the
middle section to the wing root and wing tip through the geometric twist. Although
the lift distribution deviated from the elliptical distribution, the optimized configuration
significantly weakened the shock wave intensity. In other words, shock wave drag became
the main contradiction in the design of this kind of configuration, rather than induced drag.

The analysis of the sensitivity contour and optimization results was conducted to show
the difference between the two configuration optimization directions. The upper surface
was particularly important for the design of the subsonic leading edge configurations;
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although, for the supersonic leading edge configuration, the lower surface dominated
the lift and drag coefficients. For the trade-off between lift and drag, the drag coefficient
of the two configurations was more affected by the deformation of the wing than the
lift coefficient, so the optimizer treated reducing the drag as the dominant direction of
optimization, and guaranteed lift constraints with the local deformation.

In this paper, the research on two kinds of supersonic wings shows that the optimiza-
tion method can effectively improve the aerodynamic performance of the supersonic wing.
The sensitivity results based on the discrete adjoint can qualitatively analyze the trade-off
between aerodynamic force and airfoil deformation and constraint and can be used to
guide the design of the future supersonic wings. Indeed, there is a conflict between the
performance of supersonic wings at high speed and low speed, which requires further
consideration of multi-point wide-speed domain aerodynamic optimization design. Mean-
while, simply considering the optimal design of aerodynamics cannot meet the needs of
actual engineering. From the results of this paper, an increase in outer wing loads, which is
beneficial to drag reduction, causes an increase in wing root bending moment that results
in an increase in structural weight. An increase in the overall mass of the aircraft might
negate the aerodynamic drag reduction. Therefore, a multidiscipline optimization design
is necessary.
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