

  aerospace-10-00213




aerospace-10-00213







Aerospace 2023, 10(3), 213; doi:10.3390/aerospace10030213




Article



Propagation of Interactions among Aircraft Trajectories: A Complex Network Approach



Raúl López-Martín[image: Orcid] and Massimiliano Zanin *[image: Orcid]





Instituto de Física Interdisciplinar y Sistemas Complejos CSIC-UIB, Campus Universitat de les Illes Balears, E-07122 Palma de Mallorca, Spain









*



Correspondence: massimiliano.zanin@gmail.com







Academic Editor: Michael Schultz



Received: 30 November 2022 / Revised: 27 January 2023 / Accepted: 21 February 2023 / Published: 24 February 2023



Abstract

:

Interactions between aircraft, as, e.g., those caused by minimum separation infringements, can trigger non-local cascades of interactions that can propagate over large temporal and spatial scales. Assessing those downstream effects is a computationally complex problem, which has only been tackled over rather limited time horizons. We here propose a methodology to map these interactions into networks, thus representing their potential propagation and the structure induced by them. The result is a conceptually simple and computationally tractable representation, which can be further analyzed using metrics provided by a complex networks theory. We firstly test this methodology using a synthetic airspace, then move on to the analysis of planned and executed trajectories for a large European airspace in the year 2018. We show how these propagation networks reflect the structure of airways, the intervention of air traffic controllers, and how they have evolved through time. We finally discuss potential real-world applications, and some key aspects that need to be further studied to make this a viable instrument in an operational context.
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1. Introduction


One of the most important missions of air traffic control is to ensure the safety of flights inside an airspace, and specifically that minimum separation distances are maintained to prevent mid-air collisions [1]—instances of minimum separation infringements are called “conflicts”. This was initially achieved by a combination of three elements: a fixed route network, forcing aircraft to follow predefined paths; the intervention of air traffic controllers; and the use of last-ditch systems for detecting and resolving conflicts, such as the Traffic alert and Collision Avoidance System (TCAS). Under low traffic volumes, the task of preventing conflicts is a simple one, usually only requiring changing the trajectory of one (or of both) of the aircraft involved in the event. This nevertheless became more complex in the last few decades. On one hand, fixed route networks come with the drawback of a reduction in efficiency, and operational concepts not relying on them (such as, e.g., free routing) are being implemented; yet, these imply an increase in the heterogeneity of traffic interactions [2]. On the other hand, the increasing air traffic demand and the consequent increase in flight density imply that conflicts can involve more than two aircraft at the same time; and the presence of situations in which the resolution of one conflict may create a new one, i.e., the presence of downstream effects [3].



Manually predicting the downstream consequences of a change in the trajectory of one or more aircraft is a challenging task for air traffic controllers, and even existing automatic conflict detection and resolution systems are known to be able to analyze only short-term horizons [4]. To illustrate such complexity, let us consider the case of a set of aircraft following previously deconflicted trajectories—in other words, if they were to exactly follow the flight plans, no conflict would arise. Let us further suppose that one of them has its trajectory modified, e.g., due to some local winds, and that this generates a conflict with a second aircraft. Such a safety event would be solved by the air traffic controller by changing the former aircraft’s trajectory, resulting in that aircraft recovering the originally planned route at a different time (either before, or more frequently, after what was planned). This also implies that the aircraft may end up in additional conflicts, as its trajectory does not correspond anymore with the initially planned and deconflicted one. Most importantly, these subsequent conflicts can happen at any point of the flight, i.e., even after long periods of time; and can further trigger a cascade, in which one conflict forces changes to a trajectory, in turn creating multiple conflicts and requiring multiple trajectory changes, and so forth.



It is easy to see that the study of such interactions is a non-trivial task; it requires taking into account non-local information, and further depends on the uncertainty inherent in air traffic operations. It is thus not surprising that only a few works have tackled this problem. Among them, it is worth citing [3], which proposes the inclusion of domino effects in the design of a tactical conflict management tool by causally analyzing all trajectories surrounding the conflicting pair, and by detecting distinctive geometries and aircraft closure rates. Analyzing groups of trajectories is clearly not a new topic, see for instance [5,6,7,8]; yet, these analyses were limited to the neighborhood of an event or to small airspaces. As a consequence, and to the best of our knowledge, they have never been described beyond a rather limited time horizon.



Still, the analysis of interactions between trajectories could provide relevant information about the dynamics of the system, and specifically about its complexity, resilience, and robustness. There is a clear parallelism between the number of downstream interactions caused by a single event, and the concept of chaos in physics—i.e., the high sensitivity to perturbations in the initial conditions [9]. Cascading interactions can then be understood as a fingerprint of chaotic dynamics, with the subsequent complexity entailed in its management from the air traffic controller perspective.



We here propose an analysis of the propagation of interactions between pairs of aircraft using a complex network approach. In this representation, nodes of the network encode individual aircraft, which are pairwise connected whenever their mutual distance (according to the planned or executed trajectories) drops below a given threshold. Such a threshold does not correspond to the minimum separation defining a conflict; but is instead to be understood as the distance below which aircraft require attention from the air traffic controller, as the situation may evolve into a safety issue. The idea of representing interactions between aircraft (or trajectories) as a network is not new; for instance, refs. [10,11,12,13,14] proposed reconstructing networks of separation losses, and using the resulting structure to evaluate the complexity of the scenario. What is presented here is nevertheless substantially different, as the focus is shifted from the representation of interactions on a local scale, i.e., what is happening around an aircraft; to the propagation of such interactions on large spatial and temporal scales, i.e., how one interaction may affect other trajectories in another part of the airspace. The resulting networks are probabilistic, in the sense that an interaction does not necessarily represent a conflict—yet, they may materialize in a conflict if conditions change; and temporal, as information about interactions can only propagate forward in time. Such an approach presents the advantages of being computationally tractable even for large airspaces, and of yielding results in terms of mathematical objects (i.e., networks) easy to understand and represent, and for which many analytical tools have already been developed [15,16].



In the remainder of the contribution, we firstly introduce the network reconstruction method in Section 2, and summarize the main metrics that will be used to describe the resulting topologies. We exemplify the application of the method by considering a synthetic model of aircraft flying in a simple airspace in Section 3. We then move to the analysis of real trajectories, by considering a data set of planned and executed flights crossing a large European airspace; we evaluate the structure created by interactions, how this is modified in the execution of the initial plans, how it evolved throughout the year 2018, and finally how the propagation of the interactions can be disrupted—see Section 4. The conclusions and future lines of work are finally discussed in Section 5.




2. Reconstructing and Analysing Interaction Propagation Networks


The basic idea of the approach here proposed is to construct a network representing the potential propagation of interactions between aircraft. Nodes of the network represent aircraft; and a link exists between two nodes whenever the corresponding aircraft have flown closer than a distance  ρ . The underlying hypothesis is that, when two aircraft move close to each other, an interaction may occur—usually, the trajectory of one of them (or both) may be changed to avoid a conflict. As a result of this change, one of these aircraft may then move closer than expected to a third one, thus propagating a chain of interactions. A simple illustration of this idea is represented in Figure 1, in which two aircraft a and b interact (i.e., they move closer than a distance threshold  ρ , represented by the dotted circles) at time   t = 10   min. Afterwards, a third aircraft c enters the airspace, and interacts with aircraft b at time   t = 15   min. A more complex network, corresponding to the real trajectories of 1 September 2018, is depicted in Figure A1.



Two important aspects have to be taken into account. Firstly, the temporal characteristic of this network implies that an interaction can only propagate forward in time. To illustrate this aspect with the previous example, the interaction between b and c cannot propagate back to a, as a has already left the area. On the contrary, the interaction between a and b can propagate forward in time to c, as that interaction temporally precedes the b–c one. This restriction has to be taken into account when calculating topological metrics on these networks; and is also the main difference with respect to other similar proposals [10,12,13,14], which analyze the networks from a static (as opposed to a temporal) point of view.



Secondly, these networks represent the potential, as opposed to certain, propagation of perturbations. The network representation of the previous example (see bottom right part of Figure 1) indicates that a perturbation can propagate from a to c; in other words, if the trajectory of a is modified, b may also be rerouted to avoid a conflict, which may then require a rerouting of c. This is nevertheless not a certainty. First of all, the perturbation of a’s trajectory may not require a change in b’s, as a may actually be farther away from b; something similar may then apply to the interaction between b and c. Still, pairs of aircraft moving close may generate interactions and these may propagate; the network analysis here proposed is designed to describe the resulting structure. Note that a complementary interpretation is that these networks represent the potential transmission of information between aircraft trajectories.



Once the interaction network has been reconstructed, it is analyzed by means of a set of topological metrics, i.e., values representing several aspects of its structure. Note that, while these are based on metrics that are standard in complex networks theory [15,16,17,18], some of them have been adapted to incorporate the directionality of links—i.e., the network is interpreted as a temporal one [19].



	
Degree. The number of interactions in which one node (i.e., aircraft) is involved. This metric is further synthesized at the network level by calculating the mean degree, i.e., the average number of interactions, and the maximum degree (normalized by the total number of nodes).



	
Isolated nodes. The number of nodes that have experienced no interactions with other nodes, hence for which the degree is zero. It is here expressed as a fraction over the total number of nodes.



	
2nd/1st degree. The ratio between the degree of the second most connected node of the network, and the degree of the most connected one—i.e., of the second most and most interacting aircraft, respectively. Values close to one indicate that the two most connected nodes have a similar degree, and hence that the network is more homogeneous; conversely, small values suggest that the most connected node is especially well connected.



	
Giant Component. Nodes that compose the largest set of connected nodes. It thus represents the largest set of nodes that are mutually reachable, that is, the largest set of aircraft among which perturbations can propagate. The size of the giant component is here expressed as the fraction of the number of these nodes over the total number of nodes in the network.



	
Entropy of the degree distribution. The entropy S of a probability distribution   p ( k )   represents the degree of uncertainty that we have about the values k extracted from it, and is mathematically defined as:


  S = −  ∑ k  p  ( k )  ln  p ( k )  .  



(1)




when applied to the distribution of the degrees of nodes, it describes how heterogeneous these are. In other words, the larger S is, the closer the degree distribution is to a uniform one; conversely, when S approaches 0, all aircraft are involved in the same number of interactions. Large values of the entropy thus indicate that the network is more heterogeneous, and this has been proven to be related to its vulnerability [20].



	
Efficiency. The global efficiency of a network is defined as the normalized sum of the inverse of the distances between every pair of nodes [21]:


  E =  1  N ( N − 1 )    ∑  i ≠ j    1  d  i j    ,  



(2)




with N being the total number of nodes. By convention, pairs   i , j   of aircraft not connected by a path yield   1 /  d  i j   = 0  , and thus do not contribute to the final metric value [21]. The distance   d  i j    is the minimum number of interactions needed to move from aircraft i to aircraft j, taking into account their temporal direction. To illustrate, in Figure 1 the distance between a and c is 2, while the distance between c and a is undefined (due to the temporal dimension, a propagation cannot go from c to a). E is thus defined between 0 and 1, the former indicating that the nodes are completely disconnected, and 1 that a direct link exists between all pairs of nodes. The name comes from the fact that this metric measures how efficient the network is in transmitting information. In the context of this work, the efficiency assesses how easily perturbations are propagated in the system.



	
Diameter. The largest value of the distance between all possible pairs of nodes. In the context of this work, it quantifies the longest possible chain of propagation of interactions.



	
Betweenness centrality. A measure of the centrality of nodes, i.e., how important they are within the network structure. For a given node i, it is proportional to the number of shortest paths connecting every pair of nodes j and k (with   j , k ≠ i  ) that pass through i [22]. Note that the metric is calculated on unweighted networks, i.e., links have no weight (or distance) associated to them. Aircraft with large betweenness centrality play a key role in what is known as the “shortest path structure”, as they are mostly responsible for the propagation of interactions. We here consider two derived metrics: the betweenness centrality of the most central node; and the ratio between the centrality of the second and first most central nodes.



	
Modularity. The magnitude that measures the tendency of a network to organize into communities, i.e., groups of nodes strongly connected between them and loosely connected to the remainder of the network [23,24]. It is calculated as the normalized difference between the actual number of edges that connect nodes of the same community, and the expected number of them (if the network was constructed randomly). Thus, a modularity close to zero implies that the community structure is comparable to that of a random network, i.e., that no significant structure is observed; conversely, a modularity of 1 indicates a structure with disconnected modules. The algorithm here used to calculate the communities is the celebrated Louvain algorithm [25].



	
Vulnerability. This measures how resilient the network is to the elimination of individual nodes [26]; in other words, how much the propagation of perturbations would be hindered if a single aircraft would be excluded from the system. It is calculated by evaluating, for each node, the logarithm of the ratio between the efficiency of the network without that node, and the one of the unaltered network. The smallest value, i.e., the largest loss of efficiency, is taken as the measure of vulnerability of the network.



	
Δ time. Given a propagation network, this metric represents the maximum time a perturbation can propagate in the network. It is thus the temporal equivalent to the diameter.






It is important to note that some of these metrics depend on the number of nodes and of links in the network beyond the actual structure they aim at describing. The clearest example is the maximum degree: for the same structure, a network with more links will have a larger maximum degree, and the opposite will happen for a network of the same link density but with more nodes. In order to normalize these metrics, and thus allow comparisons between networks of different sizes, we resort to a null model composed of random equivalent networks; in other words, a set of random networks with the same number of nodes, links, and the same interaction times are created. The original metric is then expressed through the corresponding Z-Score, defined as:    z M  =  ( m −   r M  ¯  )  /  σ  r M    , with    r M  ¯   and   σ  r M   , respectively, being the mean and standard deviation of the metric M calculated on the random networks. A positive (respectively, negative) value of   z M   thus indicates that the property measured by the metric M is stronger (weaker) than what is expected in equivalent random networks. It thus allows us to compare different networks, as similar values of   z M   indicate that the topological property has a similar relevance, irrespectively of the networks’ sizes and densities [27,28].




3. The Model


We start by considering a simple model, in which aircraft are free to fly within a   60 × 60   NM square airspace. N planes enter through any of the sides of the square, at a random time comprised between 0 and 6 min, and with a random direction. The direction is defined through an angle and will be kept constant for the whole trajectory; in other words, we assume that all aircraft fly on a straight trajectory. Aircraft move with a velocity of   600    kn, and their position is recorded every second to constitute their trajectory. We further assume that the space has an Euclidean geometry; in other words, and for the sake of simplicity, we assume a flat surface. A graphical representation of this model is reported in Figure 1, while a list of parameters defining its behavior is available in Table 1.



At each time step, all pairs of aircraft are checked for interactions, specifically by evaluating if their distance is lower than a threshold  ρ —note that this parameter acts similar to a radius of interaction. Only pairs of aircraft that have not previously interacted are checked, as by construction aircraft fly according to straight trajectories, and hence cannot diverge then converge again. While this does not necessarily hold for real trajectories, the proportion of pairs of aircraft interacting more than once is less than   3 %  , and in most cases these interactions are near in time (see Figure A2); such multiple interactions thus have a minimal impact on the results.



We initially analyze some basic results yielded by the model in Figure 2. First of all, it has to be realized that the model is inherently stochastic, as aircraft paths are defined in a random fashion; as a consequence, multiple realizations of the model with equal parameters have to be executed, in order to extract average metrics. To illustrate this, the left panel reports the evolution of the probability distribution of the average degree, as a function of the number of iterations over which such an average is calculated. It can be appreciated that the dispersion is quite large, requiring   10 3   realizations before a stable result is obtained; hence, all subsequent results correspond to the average over this number of realizations. Afterwards, the central panel of Figure 2 reports the evolution of the number of interactions as a function of the radius  ρ ; as is to be expected, the former increases with the latter, in an approximately linear fashion. Finally, the right panel reports the evolution of the radius   ρ e   required to obtain the same number of interactions as the one obtained for   N = 20   aircraft and a radius of   ρ = 10  . It is clear that N and  ρ  are inversely correlated, and that a constant interaction number can be obtained by adjusting them in opposite directions.



We then move to the analysis of some topological metrics, as yielded by the model when varying the number N of aircraft. For the sake of conciseness, four of them are reported in the top panels of Figure 3, while the complete set of results can be found in Figure A3. Introducing more aircraft in the airspace increases the probability for interactions, and hence the size of the giant component and the efficiency; on the other hand, the vulnerability decreases (in absolute value), as new paths for propagation appear and nodes become more redundant. It is nevertheless interesting to see, firstly, that the evolution of the maximum betweenness centrality is not monotonous, reaching a maximum for around 30 aircraft. This is explained by the fact that a low aircraft density prevents perturbation from propagating, and therefore no node is central in such process; on the other hand, a high density makes all aircraft equivalent in importance. Secondly, the Z-Score of the four metrics evolve in an opposite direction (see red lines and right Y axes). This implies that the random networks have larger values of these metrics when compared to the synthetic ones, and the general tendency is for this difference to increase with the number of aircraft. Thus, even if the system seems more efficient in propagating perturbations, it actually becomes less efficient than what would be expected for a random connectivity structure. This is the result of the fact that aircraft have to enter the simulated sector from the borders and that most interactions take place in the center of the airspace—a more efficient propagation could be achieved by evenly distributing aircraft in space.



While the previous model depicts a situation that could be encountered in a free flight airspace, we further study how fixed routes can affect the propagation of interactions. For this, we modify the model by introducing a number  λ , defined between   0 %   and   100 %  , representing how laminar the aircraft flow is. This parameter affects two elements of the model defining how aircraft can enter the airspace. Firstly, it reduces the range of entrance angles, which is now defined as   [ λ ·  π 2  ,  ( 1 −  λ 2  )  · π ]  . Secondly, it constrains the segments in each side of the square admissible for entrance; being the length of each side 60 NM, the segment is reduced to the range   [ 60 ·  λ 2  , 60  ( 1 −  λ 2  )  ]  . In other words,   λ = 1   implies that all aircraft have to enter through the central point of each side of the airspace, and fly on a straight line converging in the center. This thus corresponds to an extreme situation with two bidirectional airways converging in a central waypoint, and “laminar” flows of aircraft. On the other hand,   λ = 0   recovers the situation previously presented, with no restrictions applied to aircraft trajectories.



The bottom panels of Figure 3 report the evolution of the previous four topological metrics as a function of  λ —the full results are presented in Figure A4. It can be appreciated that the connectivity increases as the flow becomes more laminar, with larger giant components and efficiencies; this is to be expected, as all aircraft have to cross the same central point, and thus cannot avoid interacting. On the other hand, the Z-Scores depict networks that are farther away from random ones, and that are actually less efficient than random graphs. This is due to the structure of interactions imposed by the fact that aircraft are constrained to four converging trajectories. To illustrate this point, imagine two aircraft entering from the same side of the airspace at different times; due to the laminar constraint, they can only interact through a third aircraft flying in the opposite direction. The need for these intermediaries reduces the efficiency of interaction propagation, at least when compared to random networks with no restrictions on the structure.




4. Analysis of Real Trajectories


4.1. Trajectory Data and Preprocessing


The data used in this study have been extracted from the EUROCONTROL’s R&D Data Archive, a public repository of historical flights made available for research purposes and freely accessible at https://www.eurocontrol.int/dashboard/rnd-data-archive (accessed on 1 October 2021). It includes information about all commercial flights operating in and over Europe, completed with flight plans, radar data, and the associated airspace structure. The flights considered in this study correspond to four months (i.e., March, June, September and December) of the year 2018 and to September 2015—this latter will be used for assessing the long-term evolution of the system.



For each available flight, two trajectories have been extracted, respectively, the planned (last filed flight plan) and the executed ones. In order to have homogeneous data quality, a rectangular region approximately corresponding to the Maastricht Upper Area Control Centre (MUAC), covering 49–55 degrees of latitude north and 2–11 degrees of longitude east, has been considered, and only the parts of the trajectories included within that airspace have been retained. The trajectories have finally been linearly interpolated, between known points, with a 1-second resolution. Statistics about the data set, including the evolution of the number of trajectories and their time resolution, are reported in Figure A5.




4.2. Basic Results: Interaction Radius and Altitude Difference


In a way similar to what has been presented for the synthetic model, we start by analyzing how the topology changes when two basic reconstruction parameters are varied. For the sake of simplicity, we here consider only the planned trajectories of 1 September 2018. We firstly focus on the radius  ρ , i.e., the maximum distance at which we consider that two aircraft are interacting; the selected results are reported in the top panels of Figure 4, and complete results in Figure A6. As is to be expected, the larger this radius, the more aircraft interact. This is nevertheless not a scale-free process: a transition in the topology can be appreciated around 5 NM in the efficiency and in the modularity—a reflection of the 5 NM minimal separation in controlled en route airspace [29].



The bottom panels of Figure 4 (along with Figure A7) further analyze the evolution of the interaction network as a function of the maximum altitude difference allowed between two aircraft to accept the existence of an interaction. Note that this aspect was not simulated in the synthetic model, as aircraft were considered to fly at the same altitude; but is instead an essential ingredient of real traffic. The structure imposed by airways, and more specifically the requirement of flying at specific flight levels, is evident in the results, with strong transitions at 1000, 2000, and 3000 feet.



The results presented in Figure 4 have also been used to fix the values of these two parameters in subsequent analyses. In order to represent the system in a stable phase, i.e., away from the major transitions previously described, we will from now on fix the radius  ρ  to 10 NM and the altitude difference to 2000 feet (or 20 flight levels). Note that the chosen radius is larger than the en route separation minima; this allows us to detect interactions before these become conflicts, thus when they are not yet a safety hazard, but still require the intervention of air traffic controllers.




4.3. Properties of Planned and Executed Trajectories


We delve deeper in the analysis of the properties of the real interaction networks by considering the evolution through time of the resulting topological metrics for planned trajectories—see the top panels of Figure 5 and Figure A8. The Z-Scores of the topological metrics describe networks with some general and stable properties. Specifically, the high number of isolated nodes and the extremely low entropy of the degree distribution (see corresponding Z-Scores) imply that most interactions are centered around a few hub nodes (i.e., flights), with the majority experiencing few or no interactions. The modularity is also large, thus suggesting that the network is organized in weakly connected groups of nodes, each one centered around one hub. This modular hub-and-spoke structure implies, on one hand, that perturbations can easily move between the nodes that are part of a community—note the high efficiency; at the same time, crossing the whole network requires jumping between multiple communities, hence the large diameter. In synthesis, the perturbations easily propagate on a local scale, but are prevented from spreading to the whole system.



Additionally, the modular hub-and-spoke structure is accentuated during the months of June and September—especially in the case of the number of isolated nodes, entropy of the degree distribution, and efficiency. Note that this is not the result of the increased volume of traffic characteristics of these months, as the use of a Z-Score ensures that the metrics are normalized, independently on the number of interactions; in other words, they only describe the structure of the network. On the contrary, the results suggest that the structure is caused by the changes of traffic patterns common in summer, with flights connecting more touristic destinations in the Mediterranean sea, and spending less time in the central (and more congested) part of Europe.



We then move to the analysis of the structure of the interaction networks observed during operations, i.e., according to the executed trajectories, see the bottom panels of Figure 5 and Figure A9. When compared to planned trajectories, it can firstly be noted that the average degree (and hence the number of interactions) is smaller—see also Figure 6 for a scatter plot comparing planned and executed trajectories. This is to be expected, as this is the main duty of air traffic controllers. Additionally, several topological metrics have lower absolute values: the number of isolated nodes, the entropy of the degree distribution, and the efficiency; on the contrary, diameter and modularity present higher values. In other words, while reducing interactions, air traffic controllers are affecting the network. The result is a topology with a more marked modular structure, and with a hindered propagation of interactions among distant parts of the network.



We further analyze how the interaction network has evolved through the years, by comparing the values of the topological metrics for September 2015 and 2018. Specifically, Figure 7 reports the Z-Score of the four metrics that have most changed; see also Figure A10 for a complete analysis of the executed trajectories for September 2015. With the exception of the modularity, all other metrics have increased in absolute value, indicating that the network was less random in 2018 when compared to 2015. Note that the Z-Score normalizes the metrics according to the size of the network; hence, the change in topology is not the direct result of the higher volume of traffic observed in year 2018. On the contrary, this may be the result of changes in the structure of air routes over these four years [30]. It is also worth noting that, while the number of isolated nodes increased in 2018, so did the efficiency. In other words, more aircraft are able to fly without interacting with others; but, at the same time, those that interact do so in a tighter way, enabling a stronger propagation within the core of the network.




4.4. Robustness of the Interaction Network


As a final point, we analyze how robust the structure of the interaction propagation networks is to targeted perturbations, with the aim of understanding how easy would it be to change their structure. In other words, one may ask how many trajectories have to be changed in order to significantly disrupt the propagation of perturbations. While a complete analysis is unfeasible due to the size of the network, we here resort to an iterative pruning process. Starting from the original network of 1 September 2018, for executed trajectories, the node with the largest number of interactions is chosen (or one at random in case of a tie), and one of its links is deleted at random; the process is repeated until the desired number of links are removed.



The evolution of the number of isolated nodes, efficiency and modularity as a function of the number of deleted interactions is reported in Figure 8, while complete results can be found in Figure A11. It can be appreciated that deleting a few hundred interactions, which corresponds to approximatively isolating a few tens of flights, is enough to change the Z-Score by   10 %  , thus significantly altering the topology. Additionally, the efficiency is strongly lowered; the propagation is thus hindered more than what is obtained if the interactions were deleted at random (dotted red lines of Figure 8), as expected. Simultaneously, the modularity is increased; this suggests that the most interacting aircraft are also responsible for connecting groups of flights that would otherwise be less coupled.





5. Discussion and Conclusions


In this contribution, we have proposed a way of mapping potential interactions between aircraft in a network structure, which describes how such interactions can propagate, and their long-term cascading effects. By leveraging on some simplifications, such as, e.g., deviations from planned trajectories are not simulated, it enables analyses for long time horizons, and is thus not limited to a single sector or a single conflict. We firstly showed how the approach works by considering a simplified (or toy model) airspace, where parameters such as the number of aircraft and their trajectories can be fully tuned (see Figure 3). The approach has then been applied to flights crossing a large European airspace in 2018, highlighting the topologies induced by airway structures (Figure 4); the differences between planned and executed trajectories, i.e., the effects of air traffic controllers’ interventions (Figure 6); the evolution of such networks through time (Figure 5 and Figure 7); and their robustness, i.e., how difficult it is to hinder the propagation of such interactions (Figure 8). While, for the sake of clarity and conciseness, only basic results are shown in these figures, the interested reader can find extensive results in the appendices.



While this is the first time the concept of interaction networks is proposed, several interesting applications can be foreseen. First of all, and as here illustrated, the topological properties of the network can be used to monitor the behavior of the system, by analyzing the trajectories of the past days and the evolution of the network structure they induced. This could be used to detect anomalous behaviors, or to track the reaction of the system to exogenous events, such as, e.g., strikes or other large-scale disruptions [31]. The distances between pairs of aircraft may also be key in future technologies, such as air-to-air communication schemes [32]. Beyond descriptive applications, the concept of interaction networks can also be applied in predictive studies. To illustrate, the network manager may use planned trajectories to evaluate the structure of the interaction network a few days in advance [33], and to suggest (or impose) reroutings in the event of strong propagations. This is supported by the fact that avoiding a small number of critical interactions can significantly affect the structure of the network, as seen in Figure 8. This can also be performed on a smaller time and spatial scale, e.g., to warn air traffic controllers about the development of complex situations. In synthesis, the network representation can be used as an ingredient to evaluate and forecast air traffic controller workloads [34,35,36]. Finally, we foresee that the proposed approach could be useful in the training of air traffic controllers; to illustrate, a student can be required to manage a complex traffic scenario, possibly created using the proposed synthetic model, with the interaction network being a way to evaluate the quality of his/her solution. A similar evaluation could also be applied to automatic conflict detection and resolution algorithms [37,38,39].



Before any real-world application of this approach can be deployed, more research is needed on three key aspects. Firstly, topological metrics cannot substitute the experience of air traffic controllers, and the former ones should rather be validated by the latter. To illustrate, the efficiency of the network is intuitively representative of the easiness with which perturbations can propagate. Yet, this shall experimentally be validated, by comparing different real traffic scenarios; and controllers may further find some smaller-scale metrics (e.g., the average degree) more useful and easier to explain. Secondly, the parameters used in the reconstruction of the network, and especially the separation radius  ρ , have here been defined arbitrarily. This could be solved, on one hand, by using real separation minima, or any other operational criteria, provided the trajectory data have a high enough resolution; but also by reconstructing a multi-layer network [40,41], in which each layer represents the topology obtained through a different  ρ , thus yielding a more complete depiction of the interactions. Thirdly, the analysis of the robustness has here been simplified through a pruning process. It has to be noted that more sophisticated algorithms for network dismantling are available, albeit usually with a higher computational cost—see [42] for a review and comparison. Additionally, assuming that a link (i.e., an interaction) can simply be deleted is an oversimplification; instead, interactions should be avoided by modifying the involved trajectories, a process that can be computationally complex.



All these potential applications must be evaluated in the light of a significant drawback of this method, i.e., its non-negligible computational cost. To illustrate, the reconstruction and analysis of one of the networks here presented required tens of hours—see Figure A13 for a full analysis as a function of the number of flights. As a consequence, the application of this approach to, e.g., the analysis of the complete European airspace and of all flights of one day would require the development of optimized software solutions, possibly relying on parallelized hardware architectures. While possible, the analysis of such large problems is not a trivial endeavor. Still, applying this method to individual sectors, with, e.g., tens of trajectories, is feasible even in scenarios requiring near real-time results.
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Figure A1. Graphical representation of the giant connected component of the network of interactions, for executed trajectories of 1 September 2018. Links represent instances in which the corresponding pair of aircraft interacted, i.e., their horizontal separation was less than   ρ = 10   NM and the vertical distance less than 2000 feet. Picture created in Cytoscape 3.8 with yFiles Organic Layout embedding, © Cytoscape Consortium. 
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Figure A2. Analysis of the cases in which pairs of aircraft undergo multiple interactions. The left panel reports, for the executed trajectories of 1 September 2018, the probability of finding pairs of aircraft interacting multiple times, for   ρ = 10   NM and a vertical separation of 2000 feet. The right panel depicts a histogram of the time separation, in min, between consecutive interactions, for those pairs of aircraft that have interacted twice. 
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Figure A3. Evolution of the topological metrics yielded by the synthetic model, in the free routing condition, as a function of the number of aircraft. Black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values of the metrics and their Z-Scores. Grey bands correspond to the 10–90 percentiles. 
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Figure A4. Evolution of the topological metrics yielded by the synthetic model, in the laminar condition, as a function of the laminar constraint  λ . Black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values of the metrics and their Z-Scores. Grey bands correspond to the 10–90 percentiles. 
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Figure A5. Statistics of the flights for 2018. From top to bottom, the five panels, respectively, report: the number of flights crossing the considered airspace; the distribution of the temporal resolution, i.e., of the time, in seconds, between available points, for planned and executed trajectories; and the distribution of the reported altitude, also for planned and executed trajectories. In the last four panels, black and red lines, respectively, correspond to planned and executed trajectories. Solid lines further correspond to the median of the daily value, dashed lines to the average, and bands to the 10–90 percentile. 
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Figure A6. Properties of the interaction networks, for the planned trajectories of 1 September 2018, as a function of the interaction radius  ρ . Black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values and their Z-Scores. 
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Figure A7. Properties of the interaction networks, for the planned trajectories of 1 September 2018 and   ρ = 10   NM, as a function of the altitude difference. Black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values and their Z-Scores. 
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Figure A8. Properties of the interaction networks for planned trajectories in 2018. Each panel depicts the evolution through time of a topological metric, as defined in Section 2; black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values and their Z-Scores. The vertical blue dotted lines represent the beginning of each month. In the last panel, the black line corresponds to the median, the gray dashed one to the mean, and the gray dotted one to the maximum. M: March; J: June; S: September; and D: December. 
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Figure A9. Properties of the interaction networks for executed trajectories in 2018. Each panel depicts the evolution through time of a topological metric, as defined in Section 2; black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values and their Z-Scores. The vertical blue dotted lines represent the beginning of each month. In the last panel, the black line corresponds to the median, the gray dashed one to the mean, and the gray dotted one to the maximum. M: March; J: June; S: September; and D: December. 
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Figure A10. Properties of the interaction networks for executed trajectories, corresponding to September 2015. Each panel depicts the evolution through time of a topological metric, as defined in Section 2; black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values and their Z-Scores. In the last panel, the black line corresponds to the median, the gray dashed one to the mean, and the gray dotted one to the maximum. 
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Figure A11. Properties of the interaction network for executed trajectories of 1 September, subject to a pruning process. Metrics are reported as a function of the number of deleted links—see the main text for details on the pruning algorithm. Black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values and their Z-Scores. 
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Figure A12. Properties of the interaction network for executed trajectories of 1 September, subject to a random pruning process. Metrics are reported as a function of the number of deleted links, with links being deleted at random. Black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values and their Z-Scores. 
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Figure A13. Computational cost. The left and right panels, respectively, depict the evolution of the computational cost (in seconds) for reconstructing the interaction network and its topological analysis, as a function of the number of flights included in it. Results have been obtained by taking the executed trajectories corresponding to 3 September 2018 (i.e., the day with the highest volume of traffic), and deleting a random part of them. Calculations have been performed on a server with AMD Epyc2 7402 processors (limited to a single core) and 64 GB of memory. 
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Figure 1. Example of the reconstruction of the network of interactions. The three panels represent an airspace at three different moments in time (  t = 5  , 10 and 15 min), with three aircraft crossing it. An interaction between two aircraft is detected when their respective distance is smaller than a threshold  ρ , depicted as dotted circles. The bottom right panel reports the resulting interaction network; note that links have a time stamp associated to them, as we assume that interactions cannot back-propagate in time (in this case, the interaction between b and c cannot propagate to a). 
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Figure 2. Basic analysis of the synthetic model. (Left) Distribution of the obtained average degree as a function of the number of realizations. The gray band and the black dashed lines, respectively, represent the 10–90 and the 1–99 percentiles. (Center) Evolution of the number of interactions as a function of the radius  ρ , for   N = 20   aircraft. The black solid line reports the average, while the gray band and the dashed black lines, respectively, represent the 10–90 and the 1–99 percentiles. (Right) Evolution of the equivalent radius   ρ e   needed to recover the same number of interactions, as obtained for   N = 20   and   ρ = 10  , as a function of the number of simulated aircraft. 
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Figure 3. Properties of the interaction networks yielded by the synthetic model, for the free routing (top panels) and the laminar flow (bottom panel) cases. See Figure A3 and Figure A4 for full results. Black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values of the metrics and their Z-Scores. Grey bands correspond to the 10–90 percentiles. A radius of interactions   ρ = 10   NM was used in the free routing case;   N = 30   and   ρ = 10   NM in the laminar flows analysis. 
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Figure 4. Properties of the interaction networks for the planned trajectories of 1 September 2018, as a function of the interaction radius  ρ  (in nautical miles, top panels) and the altitude difference (in hundreds of feet, bottom panels). See Figure A6 and Figure A7 for full results. Black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values of the metrics and their Z-Scores. 
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Figure 5. Properties of the interaction networks for planned (top panels) and executed (bottom panels) trajectories, as a function of time. See Figure A8 and Figure A9 for full results. Black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values of the metrics and their Z-Scores. The vertical blue dotted lines represent the beginning of each month. M: March; J: June; S: September; D: December. 
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Figure 6. Comparing planned and executed operations. Each panel depicts a scatter plot of a network metric, for the executed operations and as a function of the planned ones. Colors of points indicate the respective month, see legend in the first panel. Note that only metrics with a significant Z-Score are here reported. With the exception of the average degree, all values correspond to the Z-Score of the metric. 
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Figure 7. Comparing executed operations in September 2015 and 2018. Each panel depicts the evolution of a network metric for the years 2015 (blue lines) and 2018 (black lines), as a function of the day of the month—see Figure A10 for a complete analysis of the 2015 networks. 
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Figure 8. Properties of the interaction networks subject to a pruning process, as a function of the number of deleted links. See Figure A11 for full results, and the main text for a description of the pruning strategy. Solid black (left Y axes) and red lines (right Y axes), respectively, correspond to the raw values of the metrics and the associated Z-Scores. Dotted red lines (right Y axes) report the Z-Scores of the metrics in the case of a random pruning process—see the full results in Figure A12. 
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Table 1. List of parameters defining the behavior of the synthetic model, and description of their meaning.
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	Parameter
	Meaning





	N
	Number of simulated aircraft.



	  ρ  
	Radius of interaction, i.e., the distance below which a pair of aircraft is assumed to be interacting.



	  λ  
	Laminar percentage, defining how constrained (in terms of the entrance spatial window and angle) the aircraft entrance to the airspace is.
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