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Abstract: We investigated the diurnal ozone variation on 6 September 2013 in a midsize urban
environment using multiple in situ and remote-sensing measurements along with the Dutch
atmospheric large-eddy simulation (DALES) model coupled with a chemical module and a dry
deposition module that we added for this study. Our study area was Huntsville, Alabama, USA,
a typical midsize city in the Southeastern United States. The ozone variation in the convective
boundary layer (CBL) resulted mainly from local emissions and photochemical production stemming
from weather conditions controlled by an anticyclonic system on that day. Local chemical production
contributes approximately two thirds of the ozone enhancement in the CBL and, in this case,
dynamical processes including ozone transport from the free troposphere (FT) to the CBL through
the entrainment processes contributed the remainder. The numerical experiments performed by the
large-eddy simulation (LES) model showed acceptable agreement with the TOLNet (The tropospheric
ozone lidar network)/RO3QET (Rocket-city ozone quality evaluation in the troposphere) ozone
DIAL (differential absorption lidar) observations. This study indicated the need for fine-scale,
three-dimensional ozone observations with high temporal and spatial resolution for air quality
studies at the urban scale and smaller.

Keywords: convective boundary layer; ozone; lidar; large-eddy simulation

1. Introduction

Ozone is one of the most important air pollutants due to its harmful effects on human health,
agriculture, and forests, and the material damage it causes [1,2]. Generally, ozone variations in the
convective boundary layer (CBL) are associated with factors such as surface emission and deposition,
interaction with the free troposphere (FT), and transport, in addition to the chemical production
of NOx (=NO + NO2) volatile organic compounds (VOCs) in the presence of sunlight [3–8]. In the
Southeastern United States, ozone concentrations are more sensitive to nitrogen oxides in rural areas
due to the high VOC emissions of dense forests [9,10]. In urban areas (e.g., Atlanta, Georgia, USA),
ozone concentrations are sensitive to both nitrogen oxidants and VOCs from both anthropogenic and
natural sources [9,11]. Additionally, air stagnation regimes have more influence on the episode days
than synoptic-scale transport in the Southeastern United States [12]. Ground ozone variation at small

Climate 2019, 7, 53; doi:10.3390/cli7040053 www.mdpi.com/journal/climate

http://www.mdpi.com/journal/climate
http://www.mdpi.com
https://orcid.org/0000-0001-7314-8485
https://orcid.org/0000-0003-2423-6088
http://dx.doi.org/10.3390/cli7040053
http://www.mdpi.com/journal/climate
https://www.mdpi.com/2225-1154/7/4/53?type=check_update&version=2


Climate 2019, 7, 53 2 of 18

and urban scales is receiving increasing attention due to the dramatically growing population in urban
areas [13–17]. Urbanization processes can influence a wide range of the atmospheric flow, including
the surface–air exchange, turbulence regime, micro–climate, and, accordingly, can change the transport,
dispersion, and deposition of atmospheric pollutants including ozone. The National Aeronautics
and Space Administration (NASA) plans to launch a geostationary air quality satellite, tropospheric
emissions: monitoring of pollution (TEMPO), providing high spatiotemporal observations [18,19].
Furthermore, air quality studies with fine scales are one of the most important foci in recent field
campaigns (e.g., DISCOVER–AQ—deriving information on surface conditions from column and
vertically resolved observations relevant to air quality, and SEAC4RS—studies of emissions and
atmospheric composition, clouds and climate coupling by regional surveys) [20–22].

Thorough knowledge of urban CBL structure is the key to understanding satellite observations
and forecast modeling of fine-scale air quality studies. However, studies of urban CBL structures
are very challenging due to factors such as the paucity of fine resolution observations, emission and
deposition inventories, and the coarse resolution of current air quality models [13,15,23,24]. Several
studies have utilized, with considerable success, lidar measurements and large-eddy simulation (LES)
models to study air quality with fine resolution by taking advantage of the strengths of observations
and simulations with fine resolution [3,25–29]. In this research, we combined the strengths of the lidar
and LES models for fine-scale urban air quality studies to investigate the impacts of the CBL chemical
and dynamical processes on diurnal ozone variation in Huntsville, Alabama, a typical midsize city in
the Southeastern United States.

The subsequent structure of this paper is as follows: Section 2 describes the measurements, model
and methodology, Section 3 provides a discussion and analysis of the results, and Section 4 summarizes
and concludes this study.

2. Measurements and Model

2.1. Measurements

Observations were collected on 6 September 2013 during the SEAC4RS field campaign, which
included ozone and meteorological fields from multiple platform instruments located on the campus
of the University of Alabama in Huntsville (UAH 34.724◦N, 86.645◦W) [3,30]. Local standard time in
Huntsville, Alabama (USA central time zone) is 5 h earlier (GMT-5) according to the universal time
coordinate (UTC).

The tropospheric ozone lidar network (TOLNet) Rocket-city ozone quality evaluation in the
tropospher (RO3QET) differential absorption lidar (DIAL) was developed jointly by the University
of Alabama in Huntsville (UAH) and the NASA Goddard Space Flight Center (GSFC). This DIAL
consists of two 30 Hz Nd:YAG-pumped Raman-shifted lasers at 289 and 299 nm, respectively, and
three receivers (2.5, 10, and 40 cm) to cover the altitude range from 100 m to ~10 km above ground
level (AGL) [30]. This DIAL retrieves ozone and aerosol vertical profiles, with accuracy generally
above than 10%, from 100 m above ground level (AGL) to ~10 km AGL with a temporal resolution as
small as 2 min and a varied vertical resolution from 150 m at the bottom of the measurement range to
750 m at the top. Consequently, this DIAL provided the continuous ozone observations that were used
to study the ozone variation in the CBL [31,32].

UAH’s mobile integrated profiling system (MIPS) is a collection of instruments located on the
UAH campus, which is approximately 100 m away from the RO3QET ozone DIAL. It includes a 2kHz
Doppler Sodar, a 915MHz Doppler wind profiler (Radian LAP-3000), a 12-channel microwave profiling
radiometer, a multi-channel profiling radiometer (MPR, Radiometrics TP/WVP-3000), a Vaisala laser
ceilometer (Vaisala CT-41k), and surface instrumentation [33–36]. A recently acquired 1.5 µm compact
wind and aerosol lidar (CWAL) was collocated in the MIPS lab. Table 1 lists a brief description of each
instrument. A more detailed description of MIPS is available at http://vortex.nsstc.uah.edu/mips/
system/.

http://vortex.nsstc.uah.edu/mips/system/
http://vortex.nsstc.uah.edu/mips/system/
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Table 1. Instrument descriptions.

Instrument Measurements Vertical Range Vertical
Resolution

Temporal
Resolution

915 MHz wind profiler
Vertical motion,

0.19–4 km 60 or 106 m 60 shorizontal wind,
spectral width

Ceilometer
Backscatter,

0.3–10+ km 30 m 15 scloud base

MPR
Temperature,

Surface–10 km
100 m from surface

to 1 km 1–14 min
integrated water vapor 250 m above 1 km

Ozone differential
absorption

lidar (DIAL)
Ozone Surface–10+ km 30 m (sampling

resolution) 2–10 min

compact wind and
aerosol lidar (CWAL) Aerosol, wind velocity 0.75–10 km 30 m 0.1–30 s

Surface
Temperature, wind

velocity, 2 m N/A 5 s
solar radiation

2.2. Dutch Atmospheric Large-Eddy Simulation (DALES)

The DALES 4.0 model used in this study was developed and is maintained by Delft University
of Technology, the Royal Netherlands Meteorological Institute, Wageningen University, Max Planck
Institute for Chemistry, Utrecht University, and Technical University of Catalonia, etc. [37,38]. Because
it has the ability to couple dynamics and chemistry, [39–42], it has been used in studies of boundary
layer dynamics and chemistry. This feature made it possible for us to study ozone variations in the
CBL through complex dynamical and chemical processes in fine resolution [25,43,44]. The processes
with scales larger than a set filter width are explicitly resolved using the Navier-Stokes equation with
the Boussinesq approximation while smaller scale processes are parameterized based on a one and one
half order closure assumption. Periodic boundary conditions occurred in all four horizontal directions
in this study [37].

One of the advantages of DALES is the ability to explicitly resolve turbulence, including intensities
of segregation, which describes the effects of chemical mixing on the mean chemical reactivity in
turbulent atmospheric flows [42,45]. By resolving the turbulence and coupling it with the chemical
solver, we simultaneously solved the physics and chemistry equations, thereby exposing their
interactions within the CBL. Because simulating complex chemistry in the CBL is computationally
expensive, we balanced the costs between scientific fidelity and computational time. We chose a
chemical mechanism that reproduces the essential components of the O3–NOx–VOC–HOx system
with the acceptable computational costs used in previous studies (see Table 2) [27,40,43,46].

This mechanism has been proved to be capable of representing OH levels and providing
adequate representation of the inherent chemical timescales by comparing them with a more complete
mechanism [46]. It should be noted that all first generation products of isoprene (C5H8) in R9 and R13
in Table 2 have been lumped into the methyl vinyl ketone (MVK) category. The limited number of
species and reaction results gave a better understanding of the main chemical pathways. In addition,
the degrees of freedom were reduced, with fewer species, resulting in the model uncertainty from the
initial and boundary conditions [25].
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Table 2. Chemical reaction scheme solved in the numerical experiments by the chemical module of
Dutch atmospheric large-eddy simulation (DALES). T is the absolute temperature in K. The product
represents the species in the ambient air that were not directly evaluated. The photochemical reactions
are marked with hv. MVK represents methyl vinyl ketone.

Reaction Number Reaction Reaction Rate

R1 O3 + hv→ O(1D) + O2 3.83× 10−5·e−
0.575

cos (χ)

R2 O(1D) + H2O→ 2OH 1.63× 10−10·e 60
T

R3 O(1D) + N2 → O3 + PRODUCT 2.15× 10−11·e 110
T

R4 O(1D) + O2 →O3 + PRODUCT 3.30× 10−11·e 55
T

R5 NO2 + hv→ NO + O3 1.67× 10−2·e−
0.575

cos (χ)

R6 CH2O + hv→ HO2 1.47× 10−4·e−
0.575

cos (χ)

R7 OH + CO→ HO2 + CO2 2.40× 10−13

R8 OH + CH4 → CH3O2 2.45× 10−12·e− 1775
T

R9 OH + ISO→ RO2 1.00× 10−10

R10 OH + MVK→ HO2 + CH2O 2.40× 10−11

R11 HO2 + NO→ OH + NO2 3.5× 10−12·e− 250
T

R12 CH3O2 + NO→ HO2 + NO2 + CH2O 2.8× 10−12·e− 300
T

R13 RO2 + NO→HO2 + NO2 + CH2O + MVK 1.00× 10−11

R14 OH + CH2O + O2 → HO2 + CO + H2O 5.5× 10−12·e 125
T

R15 HO2 + HO2 → H2O2 + O2 k*
R16 CH3O2 + HO2 → PRODUCT 4.10× 10−13·e 750

T

R17 RO2 + HO2 → nOH product 1.50× 10−11

R18 OH + NO2→ HNO3 3.50× 10−12·e 340
T

R19 NO + O3 → NO2 + O2 3.00× 10−12·e− 1500
T

k* = (k1 + k2)·k3.
k1 = 2.2× 10−13·e 600

T ; k2 = 1.9× 10−33·e 980
T ·cair; k3 = 1 + 1.4× 10−21·e 2200

T ·ch20

Deposition is a large portion of the removal process of atmospheric chemicals from the CBL [47].
There are two major categories of deposition—wet deposition and dry deposition. Wet deposition
is the natural process in which trace chemicals are absorbed by hydrometeors and are brought to
the Earth’s surface through precipitation scavenging, cloud interception, fog deposition, and snow
deposition [48]. Dry deposition is the transport of gaseous and particulate species from the atmosphere
onto the Earth’s surface without precipitation [48,49]. Unfortunately, DALES does not include a dry
deposition module. In order to estimate the dry deposition to the maximum extent, we added the
module described below.

We considered only dry deposition in this paper and assumed the dry deposition flux was directly
proportional to the local concentration of the depositing species at the reference height above the
Earth’s surface. The dry deposition flux can be written as:

F = −Vd[X] (1)

where F is the dry deposition flux, [X] is the concentration of deposition at the reference height above
the surface and Vd is the deposition velocity. This empirical equation of dry deposition simplifies the
complex chemical and physical processes of the dry deposition into one parameter, Vd.

The removal mechanism is made up of three steps. The first step, which has a strong diurnal
variation, is the transport of the gaseous and particulate species to the vicinity of the surface by
turbulent diffusion [50]. The second step involves the diffusion of the pollutant through the laminar
sub-layer and its contact with the surface. The quasi-laminar sub-layer is a layer with a thickness
in the millimeters range that is adjacent to the Earth’s surface, where the air is almost stationary.
The third step is the removal of the gaseous and particulate species by the Earth’s surface. Gaseous
species may be irreversibly absorbed into the surface or particles may simply adhere to the surface.



Climate 2019, 7, 53 5 of 18

The moisture on the surface is an important factor in this step. For a highly soluble species, the
deposition is rapid [48,49]. Each step contributes to the value of the deposition velocity; therefore, the
dry deposition velocity, Vd, is a strong function of surface type and meteorology [51–56].

The dry deposition velocity is inversely proportional to the resistant parameter r:

Vd ∝ 1/r (2)

Thus, the lower resistance will have a higher deposition velocity. In the deposition process,
in terms of an electrical resistance analogy, the resistance r can be considered the sum of two resistances:
aerodynamic (ra) and surface (or canopy) resistance (rs). The aerodynamic resistance includes
both resistances that a species exhibits in steps one and two during the dry deposition processes.
Meteorological conditions and atmospheric turbulence influence both steps. The aerodynamic
resistance ra can be written as:

ra =
ln
(

z
z0

)
+ 2.6−ΦH

k u∗
, (3)

where z is the height of the first grid point above the Earth’s surface, z0 is the surface roughness, ΦH
is the non-dimensional temperature gradient, k (=0.35) is the von Karman’s constant, and u* is the
friction velocity.

The final resistance in the dry deposition processes is the surface resistance, rs. The surface
resistance depends on the tendency of the surface type to absorb certain materials. We used a surface
resistance of 2 s cm−1 for ozone, 0.1 s cm−1 for HNO2, 2 s cm−1 for peroxides, and 3.3 s cm−1

for carbonyls and organic nitrates [49]. The surface resistance of the other chemical species was
set as rs = 1

Vdmax
, where Vdmax was the maximum deposition velocity found in our literature

review [49,52,53,56,57]. Finally, the deposition velocity in the model was calculated according to
the following equation:

Vd =
1

(ra + rs)
. (4)

2.3. Methodology

2.3.1. Physics Settings

The spatial resolution of the domain was set to 50 m × 50 m × 25 m in x, y, and z directions,
respectively, with 100 × 100 × 96 grid cells in each dimension; consequently, the simulation domain
was 5 km × 5 km × 2.4 km. The surface was assumed to be flat and homogenous. The total simulation
time was set to 10 h with an adaptive time step of a maximum of 10 s for both chemistry and dynamics,
which reduced the possibility of instabilities in the chemical solver and expensive computational
costs. The fine temporal and spatial resolution resolved both atmospheric dynamical and chemical
scales in the CBL. We used the parameterized radiation scheme of DALES that calculates radiative
transfer at every single column of LES and neglects horizontal radiative transfer, which reduced
our computational cost because our case was cloudless [37]. More details on the radiative transfer
calculation can be found in [37]. We set the output intervals to 30 s.

To simulate the diurnal variation surface sensible and latent heat flux, both surface sensible and
latent heat flux were set to 0.12 × SIN (SIN = sin(π × (time − 1380)/45,803)), where 1380 and 45,803
represented the sunset time at 1023 UTC and daytime length in seconds, respectively, and K·ms−1 and
0.0001 × SIN kg·k−1·ms−1, respectively. With no measurements of surface heat fluxes, these fluxes
were based on climatology. Our simulation started at 10 UTC and warmed up our simulations during
the first simulation hour. The geostrophic winds were set to zero and the initial profiles of potential
temperature and water vapor were obtained from the collocated MIPS measurements, as shown in
Figure 1 at 10 UTC. The first level meteorological data were obtained from surface measurements of
MIPS. The initial ozone profiles were obtained from the RO3QET DIAL, and the first level ozone input
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was obtained from the one hour ozone mixing ratio at 10 UTC, measured at the EPA air quality station
located 6 km south of the ozone DIAL.
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Figure 1. Initial profiles of potential temperature, water vapor, and ozone mixing ratio for DALES 
modeling in panels (A), (B) and (C), respectively. The profiles of potential temperature and water 
vapor were obtained from the multi-channel profiling radiometer (MPR) collocated with the RO3QET 
DIAL. The initial profile of ozone was obtained from the RO3QET ozone DIAL and the lowermost 
part was obtained from the Huntsville U.S. Environmental Protection Agency (U.S. EPA) EPA ground 
station 6 km away from our DIAL location. 

Because it plays an important role in the evolution of CBL in this case, it was also necessary to 
consider including large-scale subsidence in our simulations. We obtained the value of subsidence 
by analyzing the decrease of the residual layer (RL) between 11 and 17 UT, as shown in Figure 2 
[44,58]. We assumed that the large-scale subsidence was approximately 0.009 m/s in all simulations 
because the RL decreased approximately 200 m over 6 h. It was noted that the constant large-scale 
subsidence in this study may have caused errors in our stimulation because the large-scale subsidence 
may vary during the day. 

Figure 1. Initial profiles of potential temperature, water vapor, and ozone mixing ratio for DALES
modeling in panels (A), (B) and (C), respectively. The profiles of potential temperature and water vapor
were obtained from the multi-channel profiling radiometer (MPR) collocated with the RO3QET DIAL.
The initial profile of ozone was obtained from the RO3QET ozone DIAL and the lowermost part was
obtained from the Huntsville U.S. Environmental Protection Agency (U.S. EPA) EPA ground station
6 km away from our DIAL location.

Because it plays an important role in the evolution of CBL in this case, it was also necessary to
consider including large-scale subsidence in our simulations. We obtained the value of subsidence by
analyzing the decrease of the residual layer (RL) between 11 and 17 UT, as shown in Figure 2 [44,58].
We assumed that the large-scale subsidence was approximately 0.009 m/s in all simulations because
the RL decreased approximately 200 m over 6 h. It was noted that the constant large-scale subsidence
in this study may have caused errors in our stimulation because the large-scale subsidence may vary
during the day.
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Figure 2. Backscatter observed by collocated CWAL in the bottom panel with the observed and 
simulated convective boundary layer (CBL) height differences in the top panel. In the bottom panel, 
the solid black and red lines represent the CBL heights obtained based on the CWAL backscatter 
profiles and PBL heights based on the simulation of DALES, respectively. The blue solid line in the 
top panel indicates the differences between observed and simulated PBL heights (ΔPBL heights = 
observed—simulated) in the top panel. The mean ΔPBL height was −0.05 km with a standard 
deviation of 0.1 km. 

2.3.2. Chemistry Settings 

The ozone chemistry that is typical for the Southeastern United States consists of very high VOC 
emissions, due to the dense forest coverage. Therefore, ozone production is controlled by the NOx 
concentration. The emission rate of isoprene and NO was set to 0.65 × SIN and 0.08 × COS (COS = (1 
− cos(π × (time − 1380)/45,803))) ppb/s, respectively, based on the climatology of isoprene and NO 
emissions adjusted by previous studies [59–61]. Table 3 shows the initial profiles of the chemical 
species. For comparison and understanding of the photochemical and entrainment contribution to 
CBL ozone enhancement, and in addition to the NO emission case just described, we also computed 
two numerical experiments with 50% and 100% more NO emission, respectively. We performed an 
additional numerical experiment turning off both chemistry and dry deposition results in four 
numerical experiments with the different NO emission rates of 0.08 × COS ppb/s, 0.12 × ppb/s NO, 
and 0.16 × COS ppb/s, and a control run with chemistry and dry deposition off, respectively, as shown 
in Table 4. 

Table 3. Initial inputs of reactive chemicals for all four cases. The rest of the chemical species are set 
to zero. 

 Mixing Ratio 
(ppb, z < 200 m) 

Mixing Ratio 
(ppb, z > 200 m) 

 Ozone as Figure 1 as Figure 1 
NO 0 0 
NO2 1 0 
ISO 2 0 
HO2 0 0 

Figure 2. Backscatter observed by collocated CWAL in the bottom panel with the observed and
simulated convective boundary layer (CBL) height differences in the top panel. In the bottom panel,
the solid black and red lines represent the CBL heights obtained based on the CWAL backscatter
profiles and PBL heights based on the simulation of DALES, respectively. The blue solid line
in the top panel indicates the differences between observed and simulated PBL heights (∆PBL
heights = observed—simulated) in the top panel. The mean ∆PBL height was −0.05 km with a
standard deviation of 0.1 km.

2.3.2. Chemistry Settings

The ozone chemistry that is typical for the Southeastern United States consists of very high
VOC emissions, due to the dense forest coverage. Therefore, ozone production is controlled by the
NOx concentration. The emission rate of isoprene and NO was set to 0.65 × SIN and 0.08 × COS
(COS = (1 − cos(π × (time − 1380)/45,803))) ppb/s, respectively, based on the climatology of
isoprene and NO emissions adjusted by previous studies [59–61]. Table 3 shows the initial profiles
of the chemical species. For comparison and understanding of the photochemical and entrainment
contribution to CBL ozone enhancement, and in addition to the NO emission case just described, we
also computed two numerical experiments with 50% and 100% more NO emission, respectively. We
performed an additional numerical experiment turning off both chemistry and dry deposition results
in four numerical experiments with the different NO emission rates of 0.08× COS ppb/s, 0.12× ppb/s
NO, and 0.16 × COS ppb/s, and a control run with chemistry and dry deposition off, respectively,
as shown in Table 4.

Table 3. Initial inputs of reactive chemicals for all four cases. The rest of the chemical species are set
to zero.

Mixing Ratio
(ppb, z < 200 m)

Mixing Ratio
(ppb, z > 200 m)

Ozone as Figure 1 as Figure 1
NO 0 0
NO2 1 0
ISO 2 0
HO2 0 0
OH 0 0

MVK 1.3 1.3
CH4 1724 1724
CO 124 124
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Table 4. Overview experiments.

Name Dynamics Chemistry Dry Depo.

Control on off off
Std. NO emis. on on on

150% NO emis. on on on
200% NO emis. on on on

3. Results and Discussions

3.1. Meteorological Analysis

It is well known that meteorological fields play a critical role in the formation, transport, and
deposition of air pollutants [62]. The surface analysis of the weather chart at UTC 1200 on 6 September
2013 clearly indicated that weather conditions in Huntsville, AL were controlled by an anticyclonic
system, as shown in Panel (A) of Figure 3. The weather conditions in Huntsville were slightly windy
with clear skies. The 10 m surface wind speed was low with less than 2 ms−1 measured by surface
instruments as shown in the bottom of Panel (C). Wind profiles observed by 915 MHz indicated the low
wind speed in the CBL and the slightly increased wind speed above the CBL top, shown in Panel (B)
of Figure 3. The solar radiation measured by the surface instruments in Panel (C) of Figure 3 show
the diurnal curve of solar radiation without any interference from clouds. These weather conditions
indicated that the horizontal ozone advection was too weak to transport the observed ozone amount
to our study area, and the clear sky provided a large amount of solar radiation for photochemical
production. Consequently, the ozone enhancement in the CBL on 6 September 2013 was mainly caused
by local emissions and chemistry.
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Figure 3. Weather chart and micro-meteorological measurements on 6 September 2013 in Huntsville,
AL. (A) Weather chart at 1200 z on 6 September 2013 from NOAA (National Climatic Data Center)
(http://nomads.ncdc.noaa.gov/ncep/NCEP). The star symbol shows the location of Huntsville,
Alabama, USA. (B) Wind profiles measured by collocated 915 MHz wind profiler. (C) Solar radiation
and surface wind measured by the collocated weather station.

http://nomads.ncdc.noaa.gov/ncep/NCEP
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3.2. The CBL Height

The CBL height plays an important role in the ozone variation by diluting ozone concentrations
and mixing air from the FT into the CBL through the entrainment processes. We applied the continuous
wavelet transform (CWT) algorithm to determine the CBL heights based on the backscatter profile
observed by CWAL with smoothing processes, as plotted by the solid black line in Figure 2 [4,63].
In addition, the simulated CBL heights from DALES, defined by the minimum local gradient of
potential temperature profiles, are plotted by the solid red line in Figure 2. Generally, simulated
CBL heights show acceptable agreement with the observed CBL heights, with slight underestimates.
The mean differences between the observed and simulated CLB heights were 0.048 km with 0.098 km
standard deviation. The DALES model successfully reproduced the evolution of CBL heights in the
early morning. However, the model underestimated the CBL height between 1600 and 1700 UTC when
an RL storing high aerosol concentrations at a 1.2–1.4 km height was incorporated into the growing
CBL. The RL usually involved mean characteristics of the previous CBL including air pollutants,
potential temperature, and relative humidity. When the potential temperature in the CBL reached the
potential temperature in the RL, the CBL grew extremely fast by engulfing the RL. No (significant)
inversion was present anymore between the growing CBL and the RL [27]. Consequently, the CBL
height jump between 1600 and 1700 UTC was not captured by the DALES model. In addition, our
simulation overestimated the CBL heights between 18 and 20 UTC because our constant large-scale
subsidence assumption may have missed the variation of subsidence during our study period [11].

3.3. Ozone Variation in the CBL

In order to study ozone redistribution by eddy transport in the CBL without smoothing out the
turbulence information, we investigated the ozone profiles at the center grid point of our domain
with a 50 m horizontal and 25 m vertical resolution. The ozone observations from the ozone DIAL,
simulation by DALES with standard NO emissions and a control run are plotted in Figure 4, from the
top to the bottom panels, respectively. DALES reproduces the ozone temporal variation and the ozone
structure caused by eddies in the CBL as shown in the top and middle panels in Figure 4. The DALES
successfully reproduced the ozone variation and ozone morphology caused by eddies in the CBL,
as shown in the middle panel of Figure 4. The ozone simulation of the control run in the bottom panel
of Figure 4 implies that the ozone temporal variation on 6 September 2013 was caused mainly by local
emissions and chemical production.

To quantify the comparisons between the ozone simulations and observations, we compared the
model simulations with the observations between 0.1 and 2.375 km AGL in Figure 5. The top panel
indicates the scatter plots of ozone DIAL observations and the standard NO emission simulation,
while the bottom panel shows the comparisons between ozone DIAL observations and the DALES
control run simulations. The DIAL observations had acceptable agreement with the DALES simulation,
as shown in the top panel, with a slope of 0.97. In the bottom panel, the DALES control run reproduces
the ozone mixing ratio in the FT as the hotspot pattern at ~50 ppb of simulated ozone and ~50 ppb
of observed ozone, but underestimates the ozone in the CBL as the hotspot pattern at ~45 ppb of
simulated ozone and ~68 ppb of observed ozone mixing ratio.
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The comparisons between simulated and observed CBL ozone values are shown in Figure 6.
The simulated and observed CBL ozone values were calculated by integrating the bottom to the
corresponding CBL top. We noted that all simulated CBL ozone mixing ratios averaged over the
whole domain to avoid the high frequency noise. The CBL ozone simulation with standard NO
emission indicated acceptable agreement with our DIAL observations with a −0.06 ppb mean bias
and a 3.74 ppb standard deviation during our study period. Large CBL ozone biases between the
simulation and the observation occurred at 15, 16.5–17 and ~18–20 UTC, when the DALES missed the
CBL heights. We also did a sensitivity test on ozone production rates with different NO emissions.
The average ozone production rates in the CBL were 3.8, 4.2 and 4.5 ppb/hour for the standard, 150%,
and 200% NO emissions, respectively.

The total ozone enhancement, defined by the difference between mean CBL ozone at 11–12 UTC
and 19–20 UTC was ~18 ppb, observed by our DIAL and ~27 ppb by our simulation with standard
NO emissions. Our control run showed a ~5 ppb increase in CBL ozone values caused by the mixing
of low ozone air in the FT through entrainment processes and other physical processes. Consequently,
about two thirds of the CBL ozone enhancement based on our DIAL observations was caused by
photochemical reactions from local emissions and pollutions and the remaining one third was caused
by dynamical transport in this study.

This agreement between ozone DIAL observations and DALES simulations indicated that the dry
deposition module helped improve our simulations, but it is challenging to quantify how much of
the improvement can be attributed to the dry deposition module due to the fact that: (1) ozone flux at
heights below 500 m contains high uncertainties (discussed in Section 3.4); (2) ozone measurements
at ground level collocated with the DIAL were insufficient; and (3) land surface in our domain is
heterogenous while our simulations use a homogeneous surface. Our future studies will investigate
the dry deposition and its impact on the CBL ozone variation.
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3.4. Ozone Transport within the CBL 

Figure 6. Observed and simulated convective boundary layer (CBL) ozone variations. The blue
dashed–dotted, dashed, and solid lines are simulated CBL ozone with 100% more NO emission,
50% more NO emissions, and standard NO emissions, respectively, followed by the mean difference
(observed CBL ozone minus corresponding simulated CBL ozone values) and standard deviations.
Simulated CBL ozone values were averaged over the whole domain. The red dashed and solid lines
represent, respectively, the ozone mixing ratio, the lowest level of ozone DIAL observations, and the
CBL ozone observed by ozone DIAL. The solid gray line represents the CBL ozone simulated by the
control run.

3.4. Ozone Transport within the CBL

Ozone transport within the CBL is a significant process for both ground ozone concentrations and
the CBL budget. The land surface can provide either strong ozone sinks by deposition processes or
strong ozone production sources through high emissions. The redistribution of ozone in the CBL occurs
through convective mixing; the interaction between the CBL and the ground ozone concentration
occurs through turbulent flux. For the calculation of the turbulence’s impacts on ozone, we need to
investigate the highly resolved time series of vertical wind velocity and ozone mixing ratio data at
specific height levels. We applied Taylor’s frozen turbulence hypothesis: the temporally-averaged
observations can represent the corresponding spatial average observations [50]. Then, the turbulent
ozone flux was defined as w′O3′, where the prime represents deviations from the mean value, and the
overbar represents the temporal average.

The vertical wind profiles observed by CWAL are plotted in Figure 7. After the sunrise, eddies
started to grow vertically due to the increased surface heat flux, as shown in Figure 7. The persistent
layer of noise at approximately 300 m AGL throughout our observations was associated with a possible
remnant warm plume atop the relatively warmer building and a more urbanized area around the
campus [34].
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The statistical errors of the ozone flux, due to noise, were taken into account. The measured ozone
flux is written as [64]:

w′O3′m = w′O3′ + δw′O3′ + w′δO3′ + δw′δO3′, (5)

where δw′ and δO3
′ are fluctuations of the vertical wind and ozone mixing ratio, respectively.

The variance of the measured ozone flux caused by system noise can be expressed as [64]:

σ2
(

w′O3′m
)
= σ2

(
δw′O3′ + w′δO3′ + δw′δO3′

)
=

1
N

(
O′23 m δ2w′ + δ2O′3 w′2m + δ2O′3 δ2w′

)
. (6)

We calculated the observed ozone turbulent flux (solid black line) with statistical errors at each
level (horizontal black line) every 30 min from 1700–200 UTC (shown in Figure 8), as well as the
simulated ozone turbulent flux (solid red line). It is evident that the spatial and temporal resolutions
of ozone DIAL and CWAL are not fine enough to capture the ozone flux caused by small eddies (with
lengths less than the measurement resolution). Consequently, ozone flux may be underestimated.
However, the ignored portion of the ozone flux should be negligible in the CBL. The unresolved
part of the ozone flux cannot be quantified since there is no high resolution in situ measurement on
both ozone and wind with for comparison with the measurements by ground-based remote-sensing
techniques [65].

The statistical errors were significantly larger at approximately 200–500 m AGL for each panel in
Figure 8, possibly because of a remnant warm plume from the relatively warmer building and a more
urbanized area around the campus [34]. The majority of the simulated ozone fluxes above 500 m AGL
were within the range of observed ozone fluxes plus or minus statistical errors. This indicated that the
DALES reproduced the typical ozone behavior for a clear late summer day—the CBL ozone mixing
ratio increases during the daytime due to local production with sunlight presence. The knowledge of
the vertical distribution of the ozone mixing ratio in the CBL and RL allowed some basic predictions
about the turbulent fluxes associated with this ozone vertical distribution. The ground is known to
be an ozone sink due to the dry deposition, while the photochemical production of ozone in the CBL
under clear summer conditions acted as a source of ozone. This caused a slightly higher ozone mixing
ratio in the CBL than at the ground surface. Therefore, the observed ozone fluxes indicated downward
motion at each time interval.
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4. Conclusions

We investigated the diurnal ozone evolution on 6 September 2013 in Huntsville, Alabama, using
multiple measurements and the DALES model coupled with a chemical module. In addition, a dry
deposition scheme was also added in this study. The DALES successfully reproduced the CBL ozone
enhancement from the local emissions and chemical productions. The experiments between the
chemical and control run (with chemistry off) suggested that the ozone production was controlled
mainly by local emissions on this particular day with low horizontal winds and strong solar insolation,
in this case. This study indicated that the LES model and lidar observations, in high temporal and
spatial resolution, are powerful tools to help us understand ozone and other air pollutant variations in
the CBL.

The CBL height was determined by finding the highest gradients in the CWAL backscatter profiles
using the continuous wavelet transform technique. Generally, the DALES-simulated CBL heights have
acceptable agreement with the observed CBL heights. The two reasons that the model missed the
CBL heights are: the intrusion of the RL and the variation of large-scale subsidence. The CBL height
grows fast when an RL storing low ozone concentration is incorporated into the growing CBL through
the entrainment. In addition, our constant large-scale settings may have missed the evolution of the
large-scale on that day, resulting in the underestimate of CBL height in the late afternoon.
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