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Abstract

:

Recent research in financial economics has shown that rare large disasters have the potential to disrupt financial sectors via the destruction of capital stocks and jumps in risk premia. These disruptions often entail negative feedback effects on the macroeconomy. Research on disaster risks has also actively been pursued in the macroeconomic models of climate change. Our paper uses insights from the former work to study disaster risks in the macroeconomics of climate change and to spell out policy needs. Empirically, the link between carbon dioxide emission and the frequency of climate related disaster is investigated using a panel data approach. The modeling part then uses a multi-phase dynamic macro model to explore the effects of rare large disasters resulting in capital losses and rising risk premia. Our proposed multi-phase dynamic model, incorporating climate-related disaster shocks and their aftermath as a distressed phase, is suitable for studying mitigation and adaptation policies as well as recovery policies.
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1. Introduction


Many recent studies in the economics of climate change have utilized modern statistical and econometric methods to study the links between GDP growth, greenhouse gas (GHG) emission, global warming, and climate-related disasters. Additional research, for example by the IMF (2017), has shown that in particular low-income countries and regions will be vulnerable to climate-related disasters. At the same time they have only little economic and financial capacity to adapt.1



Similar research on large disaster risk has been undertaken in financial economics, especially since the financial crisis 2007–2009 and the subsequent world-wide recession. In particular, the destruction of capital stocks and jumps in risk premia after a rare large economic and financial crisis are investigated in great detail. For example, Rietz (1988) studies rare market crashes and their effect on equity risk premia. Barro (2006) uses as disaster measure the decline of GDP growth, while Barro and Ursua (2008) and Gabaix (2011) investigate the decline of consumption spending due to large disasters. Barro (2006) and Gourio (2012), on the other hand, measure disasters in terms of loss in total factor productivity (TFP) and declines in the capital stock. The latter is formally introduced in these models as a sudden increase in the capital depreciation rate. The proportionality of output and capital losses can then be demonstrated in an “AK” growth model (Barro 2006). Usually strong persistence of disaster shocks is assumed, which results in long-run effects of such shocks; see Catalano et al. (2018). Recent approaches frame this issue in the context of DSGE models.



Gallic and Vermandel (2020) introduce weather shocks affecting land productivity into a small open-economy model. They estimate their model based on data for New Zealand and find that weather shocks can explain business cycle fluctuations to a certain degree. Numerical solution methods for solving DSGE models with disasters—by measuring disasters as physical capital and output losses—have been developed by Fernandez-Villaverde and Levintal (2016). Disasters are then mainly modeled as highly persistent shocks with mean reversion after the event. Economic and financial studies on rare large crashes are undertaken to demonstrate the effects of financial disasters on asset prices and returns. Researchers intend to show that the equity premium puzzle and volatile discount rates can be resolved with reference to rare large disasters.



There is also a significant strand of literature focusing on climate disasters and the physical destruction of countries and regions they cause. The focus lies on the destruction caused by rare large disasters on the one hand and on slow temperature increases—entailing negative long-run productivity effects (IMF 2017)—on the other hand. Particularly important is the study by Burke et al. (2015) which explores the non-linear effects of climate change based on the work of Gumbel (1958). A related study is given by Cantelmo et al. (2017). They introduce climate disaster losses in a macroeconomic model as capital losses, implying some long-run persistent effect. Here, fiscal policy is suggested for disaster management. The role of public capital for disaster management is stressed by Adam and Bevan (2014) and Bevan and Adam (2016).



Although the causes of disaster risk arising from climate change differ from disaster risk originating in large financial crises the effects may be similar. In our analysis, we focus on disaster risk associated with extreme weather events. Batten (2018) points out that the effects of extreme weather events are very similar to economic shocks: they are mostly unpredictable events with potentially significant macroeconomic consequences. In both cases actual output may recover in the short run, but potential capacity is reduced, while physical, public, and human capital will be destroyed. Hysteresis effects of disaster shocks may then cause persistently low future growth rates. In this context, some authors suggest working with multiple equilibria models, allowing for trapping probabilities and poverty traps after the disaster event; see Kovacevic and Pflug (2011) and Kovacevic and Semmler (2020). Moreover, due to large temporary shocks and capital losses, risk premia and borrowing cost are likely to rise steeply. Increased credit constraints will be the result and the affected country or region may face an increased trapping probability, resulting in a very slow recovery only.2



Consequently, both research areas are concerned with similar policies—policies addressing the mitigation and reduction of long-run causes of disasters and how to deal with after-the-event situations. In terms of policies, balancing the competing, yet often complementary, needs of climate change, mitigation and adaptation becomes a complex problem. Different policies may be substituted in the short run, but complements in the long run: active mitigation policies may reduce the risk of large disasters, but they are expensive and their benefits may only accrue in the long run. At the same time, adaptation policies may solve short-term problems in a more satisfactory way, but their costs increase strongly if mitigation policies remain underfunded.



The effects of rare large disasters on risk premia, credit cost, credit spread and credit constraints will be analyzed in the context of our model. In addition, fiscal, monetary and financial policy interventions will be introduced to study disaster management approaches in detail. To the best of our knowledge, this has not been done in climate change-related disaster studies. These are important additional components of policies. Furthermore, they are not only required after climate disasters, but may also become necessary after a pandemic crisis as recently experienced by many countries.



We motivate these important policy issues by exploring the link between rising carbon dioxide levels in the atmosphere and the frequency of climate disasters first. The focus lies on seven regions: East Asia and Pacific (EAS), Europe and Central Asia (ECS), Latin America and the Caribbean (LCN), Middle East and North Africa (MEA), North America (NAC), South Asia (SAS), and Sub-Saharan Africa (SSF). We then present a modeling framework describing the occurrence of large disasters in a multi-phase dynamic macro model. In this context, we also discuss the role of monetary and financial policy responses.



We build on a macro model developed by Bonen et al. (2016), Semmler et al. (2018b) and Semmler et al. (2018a) which allows for studying the issue of large climate-related disaster shocks and climate change policies. Our model explicitly solves for fiscal and financial resources to deal with trade-offs between mitigation and adaptation policies. These policies are operationalized as time-varying shares of public capital in support of carbon-neutral productivity-enhancing infrastructure, mitigation and adaptation capital. In those model variants, carbon intensity of the energy resources is not a side-product of production. Instead, we endogenize carbon intensity by linking emissions to the extraction of a non-renewable resource (e.g., fossils fuels), and show how renewable energy can be phased in through public-sector investment, thereby phasing out fossil fuels. This allows us to combine contemporary ‘social cost of carbon’ (SCC) approaches, as used in an Integrated Assessment Model (IAM), with the resource extraction models of Hotelling (1931) and Pindyck (1978) and extended by Maurer and Semmler (2011). Moreover, the macro model presented here extends the recent modeling advances that allow agents to respond to climate change by combining mitigation and adaptation actions; see Ingham et al. (2007). The solution method of solving the multi-phase model is presented in Semmler et al. (2018b).



From an applied policy perspective, climate-related finance policy—we mainly explore the issue of scaling up climate investment through bond issuance—suggests bond financing at an initial stage. Accumulated debt is then reduced by increases in income taxes. We, therefore, propose combining fiscal, financial, and monetary policies for tackling climate change in a general way. Our approach gives rise to a three-phase model. In the first stage, we suggest using taxation and fiscal tools, followed by scaling up investments by bond financing, concluded by a final stage of bond repayment and debt reduction. A single-stage model is contrasted with such a multi-phase model. We also explore the economic and financial impacts of large disasters and study the impact of fiscal, financial and monetary policy tools on mitigation as well as on adaptation.



The remainder of the paper is organized as follows. Section 2 presents our empirical results on the links between rising carbon dioxide levels—to a large extent due to economic expansion—and the number of climate-related disasters for a given year (disaster frequency). Section 3 introduces the single-phase and multi-phase macro models with phase-specific climate disasters, fiscal, monetary, and financial policies. Section 4 provides some discussion on broader policy initiatives including fiscal and monetary policy tools for mitigation and adaptation. Finally Section 5 concludes the paper.




2. Empirics of Disaster Frequency


In this section, we study the frequency of climate-related disasters and their relationship with GHG emission for seven regions. Our empirical results serve as motivation for the modeling and policy approaches of Section 3 and Section 4.



Detecting systematic changes in climate disaster risks is challenging due to the infrequent nature of disaster events as well as the quality and shortness of disaster records (Stott et al. 2016). Evidence on a link between increases in climate disaster risks and anthropogenic climate change is therefore mixed. Still, a positive relationship between climate change and the occurrence probability and magnitude of disasters is reported in recent “event attribution” studies such as NASEM (2016) and Stott (2016). Our empirical approach is closely related to Thomas et al. (2013) and Thomas and Lopez (2015). They study the increase of climate-related disasters and anthropogenic climate change based on panel models for count data and find a positive relationship between disaster frequency and disaster risk factors caused by human-made GHG emission.



Before going into further details, it is worth contrasting the way probability theory defines (exogenous) rare large events with our set up. Studies based on a probabilistic approach weigh the (low) probability of large disaster events with the size of the losses. In our context, however, we see disaster probabilities being driven endogenously by rising vulnerabilities due to a rise in CO2 emission. Our empirical approach mainly builds on the EMDAT database provided by the Centre for Research on the Epidemiology of Disasters (CRED).3 The database provides observations on different kinds of natural and technological disasters. Following Coronese et al. (2018) we identify six types of natural disasters which are associated with extreme weather effects due to climate change: floods, droughts, landslides, wildfires, storms, and extreme temperature.



As disaster data are known for being subject to several data issues, such as under-reporting for disasters in the more distant past (Guha-Sapir et al. 2013), data preparation becomes a vital issue. We only use data starting in 1976 to deal with the most severe data distortions. In addition, we focus on the number of disasters/disaster frequency.4 Our regional disaster frequency variables are constructed by summing up the number of climate-related disaster for the six categories mentioned above for a given year and region.5



Before studying the relationship between CO2 emission and climate-related disasters in more detail, we present some stylized facts based on the EMDAT database and CO2 emissions data provided by Mauna Loa Observatory.



Figure 1 depicts our seven regional disaster frequency time series. We observe a clear upward trend for most regions. In Europe and Central Asia, an upward trend is clearly given up until 2005. In the following years, the number of observations decreases somewhat. On the other hand, the trend for East Asia and Latin America and the Caribbean is increasing over the entire sample period. A similar pattern is observed for Sub-Saharan Africa. Here, a small decrease for the most recent years becomes visible again. The number of disasters decreases from an all-time high of 74 observations in 2007 to 39 climate-related disasters in 2017. In contrast to theses patterns, the trends in the Middle East and North Africa and in North America are not as pronounced, although we observe a positive trend in North America. Finally, in South Asia an upward trend is observed as well.



Figure 2 shows the annual increase in carbon dioxide in the atmosphere expressed as a mole fraction in dry air. The data is provided by the Mauna Loa Observatory and shows the growth (first differences) of the collected data between 1976 and 2017. Data collected at the Mauna Loa Observatory is intended to represent carbon dioxide levels in the atmosphere for the northern hemisphere. However, the annual increase based on the Mauna Loa data is very similar to the global annual increase and is therefore used for the southern hemisphere as well in this study.6 In the following empirical analysis we will focus on the data shown in Figure 2 and its relationship with the total number of climate-related disaster, represented by Figure 1.



The link between GHG concentration in the atmosphere in general, and CO2 concentration in particular, and the increased frequency of natural disasters is well-documented; see Thomas et al. (2013) for an overview. IPCC (2012) argue that increased GHG emission, leading to increasing concentration in the atmosphere, alters climate variables, especially temperature and precipitation levels. These changes in climate variables increase the frequency of climate-related hazards. Growth in CO2 concentration in the atmosphere, therefore, only represents an indirect effect on climate-related disasters. However, focusing on CO2 instead of changes in temperature and precipitation has certain merits. As Miller et al. (2014) point out, the increasing concentration of GHG (and aerosols) represents the main perturbation to the earth’s climate. In addition, long-lived GHG like CO2 show only limited geographic variations and can be easily measured at a few sites with low levels of uncertainty. Therefore changes in CO2 concentration lend themselves to the empirical analysis in this section. In contrast, changes in surface temperature (anomalies) show high levels of geographic variation, are more volatile and affected by numerous factors, such as the El-Niño Southern Oscillation, solar variability, and volcanic activity (IPCC 2013; Lean and Rind 2008).7



Table 1 summarizes unit root tests for the number of total disaster for each region. We use several tests including the Augmented Dickey-Fuller (ADF) test, the Dickey-Fuller Generalized Least Squares (DF-GLS) test by Elliott et al. (1996) and the test by Kwiatkowski et al. (1992, KPSS). Furthermore we also account for a possible structural break of the series by applying the test by Zivot and Andrews (2002, ZA). As can be seen from Table 1 the test results are not unambiguous. The KPSS test rejects trend stationarity in favor of a unit root process at the 5% significance level for all regions but East Asia and Pacific, South Asia, and Sub-Saharan Africa. For Sub-Saharan Africa, the null hypothesis is rejected at the 10% significance level. The ADF-tests do not reject the null hypothesis of a unit root process, while the DF-GLS unit root test with trend delivers results similar to the KPSS test: the null hypothesis of a unit root is rejected for East Asia and Pacific at the 5% significance level and for South Asia at the 10% significance level. Moreover, we apply the test by Zivot and Andrews (2002) to allow for an unknown break in the trend (ZA Test Trend), the intercept (ZA Test Constant), and in trend and intercept (ZA Test). Test ZA Test rejects the null hypothesis of a unit root for Europe and Central Asia, North America, and South Asia at the 5% significance level. Lastly, we also apply the unit root tests of Table 1 to our atmospheric CO2 levels series. The KPSS test rejects trend stationarity for atmospheric CO2 levels. The other tests do not reject the null hypothesis of a unit root process.



Although evidence on the existence of a unit root for disaster frequency is not clear-cut, we test co-integration between disaster frequency and CO2 concentration based on the test by Engle and Granger (1987). However, the number of observations is limited and test results remain inconclusive as can be seen from Table 2. We observe a highly significant cointegration relationship between disaster frequency and CO2 levels for East Asia and Pacific, Latin America, and South Asia. The relationship is also significant at the 5% significance level for region Middle East and North Africa and Europe and Central Asia. For North America and Sub-Saharan Africa, on the other hand, the test statistic is not significant at the 10% significance level.



In our econometric specification, we account for a possible long-term impact of CO2 levels on disaster frequency: the number of observed disasters for a given year is regressed on the growth in CO2 levels for the same year and lagged growth of CO2 in the atmosphere. More specifically, we use the current and the 17 most recent lagged changes of CO2 in the atmosphere to take the uncertainty regarding the long-term impact into account in our regression. However, as the number of observations is very limited, we sum up the changes of CO2 in the atmosphere into a single regressor labeled Sum of CO2 increases in Table 3 and Table 4. By using current and lagged increases in atmospheric CO2 from the Mauna Loa Observatory as a proxy for the global average, Sum of CO2 increases represents the sum of all CO2 added to and removed from the atmosphere for a given year by human activities and natural processes.8



In Table 3, we report the results of linear fixed-effects panel regressions with individual effects (i.e., regional effects) to control for contemporary regional change. More specifically, we estimate the following model:


  E  (  y  t , r   |  x i  )  =  μ  t , r   =  x  t , r  ′  β +  α r  ,  



(1)




where   y  t , r    represents total disaster frequency for year t and region r. Vector   x  t , r    is given by    x  t , r   =  (  y  t − 1 , r   ,  z t  )    with   y  t − 1 , r    being the disaster frequency of the previous year for a given region and   z t   representing variable Sum of CO2 increases. Lastly,   α r   stands for the regional individual effect.



As increases in CO2 do not vary between regions for a given year, time fixed-effects cannot be applied in our panel regression. Standard errors are clustered on the regional level and corrected for the small sample size. We observe a positive influence of increases in CO2 on the frequency of natural disaster (column Complete Data-Set).9 In addition, we also estimate the same model for large disasters only (column Large Disaster Data-Set). Following Thomas and Lopez (2015) we only retain disasters which affect at least 1000 people or lead to 100 deaths in this specification. As can be seen from the column Large Disaster Data-Set, the result of the now unbalanced panel confirms the result of the previous model. Although we observe the Sum of CO2 increases coefficient decrease in size in the second panel model, it remains positive and statistically significant.10



As discussed above, evidence on co-integration between disaster frequency and CO2 is inconclusive for our data. Therefore, we also estimate the panel model with the change in disaster frequency as the dependent variable. The right-hand side variables do not change and the model can therefore be written as:


  E  ( Δ  y  t , r   |  x i  )  =  μ  t , r   =  x  t , r  ′  β +  α r  .  



(2)







The results of this estimation are reported in Table 4. Once again, we observe a positive relationship between increases in CO2 concentration in the atmosphere and (change in) the frequency of disasters.




3. Single- and Multi-Phase Climate-Macro Model


Next, we want to elaborate on how a disaster phase can be built into a climate-macro model. For this purpose, we present first a single-phase base-line climate-macro model that exhibits some essential features of the dynamic climate-macro interactions. Though it is in the spirit of an IAM, it is rather based on a larger scale macro model with fossil resource extraction, green capital, and mitigation and adaptation policies using tax and credit finance of climate policy instruments.



We then extend this type of model to a multi-phase model where one of the phases represent a disaster period after a severe disaster shock. The dynamic multi-phase macro model focuses on the causes and effects of rare large disasters. The disaster phase builds on earlier small scale models which allowed for thresholds and poverty traps, such as Azariadis and Stachurski (2005) and Semmler and Ofori (2007). We permit for shifts into such a phase characterized by a persistent disaster regime. This will allow us subsequently to include considerations pertaining to climate-related monetary and financial policies.



3.1. Single-Phase Macro Dynamic Model


The dynamic climate-macro model should trace the following linkages: economic growth leads to the extraction and use of fossil fuel resources, which will give rise to CO2 emission, leading to temperature increases and eventually reducing economic growth and economic welfare. Mitigation and adaptation policies may be pursued more or less successfully by fiscal and/or financial instruments. Those are activated by the public sector and public capital. However, the rise of debt-financed mitigation and adaptation policies may raise the issue of sustainable debt which has to be controlled for.



Those features are embodied in the following a baseline one-phase model that extends the common IAM but can be turned into a multi-stage model in Section 3.2 and numerically solved in Section 3.3. Our extended integrated assessment model11, here defined as one-phase model, has five state variables.


  X =  ( K , R , M , b , g )  ∈  R 5  ,  



(3)




where K is private (green) capital, R is the stock of the non-renewable (fossil fuel) resource, M is the atmospheric concentration of CO2, b is the government’s debt, and g is public capital. The dynamic system of the extended IAM is defined according to


    (4)    K ˙     = Y ·   (  ν 1  g )  β  − C −  e P  −  (  δ K  + n )  K − u  ψ  R  − ζ   ,      (5)    R ˙     = − u ,      (6)    M ˙     = γ  u − μ  ( M − κ  M ˜  )  − θ   (  ν 3  · g )  ϕ  ,      (7)    b ˙     =  (  r ¯  − n )  b −  ( 1 −  α 1  −  α 2  −  α 3  )  ·  e P  .      (8)    g ˙     =  α 1   e P  +  i F  −  (  δ g  + n )  g ,     











The decision variables, control vector, are given by


  U =  ( C ,  e P  , u )  ∈  R 3  ,  



(9)




where C denotes consumption,   e P   is tax revenue, and u is the quantity of the resource R extracted each period.



The first dynamic   K ˙   in Equation (4) is the accumulation rate of private (green) capital K that produces renewable energy and which drives output by the CES production function,


  Y  ( K , u )  : = A   (  A K  K +  A u  u )  α   



(10)




where A is multifactor productivity,12   A K   and   A u   are efficiency indices of private capital inputs K and the extraction rate of (non-renewable) fossil fuel energy, u, respectively. In Equation (4), private-sector output Y is modified by the public infrastructure share allocated to productivity enhancement    ν 1  g  , for    ν 1  ∈  [ 0 , 1 ]   . This public–private interaction generates total output as   Y   (  ν 1  g )  β    from which the economy consumes C, pays taxes   e P  , and is subject to physical depreciation,   δ K  , as well as demographic depreciation, n. The exponent  β  is the output elasticity of public infrastructure,    ν 1  g  . The last term in Equation (4) is the opportunity cost of extracting the non-renewable resource u, where  ψ  and  ζ  are the scale and shape parameters that tie the cost of u to the remaining stock of the resource as in Hotelling (1931).



Equation (5) indicates the stock of the non-renewable resource R, which depletes by u units in each period. The non-renewable resource emits carbon dioxide and thus increases the atmospheric concentration of CO2 at rate  γ  in Equation (6). The stable level of CO2 emissions is   κ > 1   of the pre-industrial level   M ˜  , which is naturally re-absorbed into the ecosystem (e.g., oceanic reservoirs) at rate  μ . The last term in Equation (6) is the reduction of per-period emissions,   M ˙  , due to the allocation of   0 ≤  ν 3  ≤ 1   of public capital g to mitigation projects.



The last two dynamics are the accumulation of debt b and public capital g. In Equation (7) public debt grows at the fixed interest rate   r ¯  , and is serviced with the share of tax revenue   e P   not allocated respectively to capital accumulation,   α 1  , social transfers,   α 2  , or administrative overhead,    α 3  > 0  . Thus,    α 4  ≡ 1 −  α 1  −  α 2  −  α 3   . Equation (8) states that the stock of public capital, or total infrastructure, evolves according to the allocated tax revenue stream    α 1   e P    and funds paid in from abroad,   i F   (it may represent donations from outside donors). For developed countries, we may assume    i F  = 0  , but    i F  > 0   may be the case for many developing countries. Lastly public capital, g, depreciates by   δ g   and is adjusted for population growth, n.



We assume throughout that the public capital allocations satisfy


   ν k  ≥ 0   ( k = 1 , 2 , 3 )  ,   ν 1  +  ν 2  +  ν 3  = 1 .  



(11)







We could either take fixed values for    ν 1  ,  ν 2  ,  ν 3    or we may consider the allocations as additional control variables. We opt for the first option and take parameters    ν 1  ,  ν 2  ,  ν 3    as given.



Using the state variables,   X ∈  R 5   , and choice variables,   U ∈  R 3   , we can write the dynamics (4)–(8) in compact form as


   X ˙   ( t )  = f  ( X  ( t )  , U  ( t )  )  ,  X  ( 0 )  =  X 0  .  



(12)







The initial state vector   X 0   will be specified later. To this system we may want to add the terminal constraint


  K  ( T )  =  K T  ≥ 0 ,  



(13)




the control constraint


  0 ≤ u  ( t )  ≤  u  m a x   ,  



(14)




and the pure state constraint


  M  ( t )  ≤  M  m a x    ∀  t ∈  [ 0 , T ]  .  



(15)







The terminal constraint restricts the final level of the capital stock to a predetermined non-negative value, the control constraint determines an upper bound for the extraction rate, and finally the state constraint places an upper cap on the total level of CO2 in the atmosphere for each period of time.



Next, we define the objective function, i.e., the social welfare function. We use it with a finite decision horizon. It is to be maximized over a given decision horizon   [ 0 , T ]  , where   T > 0   denotes the terminal time:


     W  ( T , X , U )  =  ∫  0  T   e  − ( ρ − n ) t       C    α 2   e P   η    M −  M ˜    − ϵ      ν 2  g  ω    1 − σ   − 1   1 − σ     d t  .     



(16)







The welfare function in (16) is isoelastic with four input components all in per capita terms: (i) consumption C, (ii) the share   0 ≤  α 2  ≤ 1   of tax revenue   e P   used for direct welfare enhancement (e.g., health care), (iii) atmospheric concentration of CO2 M above the pre-industrial level   M ˜  , and (iv) the share   0 ≤  ν 2  ≤ 1   of public capital g allocated to climate change adaptation. Restricting the exponents   η , ϵ , ω > 0   ensures social expenditures and adaptation are utility enhancing, and that carbon emissions directly reduce utility. This approach differs from other models that map emissions to temperature changes and then to reduced productivity-cum-output. We believe the direct disutility approach better captures the wide ranging impacts of climate change that may include health impacts, ecological losses and heightened uncertainty, in addition to reduced productivity which may show up in the term A. Finally, note that the discount rate is adjusted for the population growth rate, n, by subtracting it from the pure discount rate,  ρ . This step becomes necessary as all values are normalized by population size.



To summarize, our model gives rise to a finite horizon optimal control problem, where the social welfare Equation (16), is maximized subject to the dynamic constraints (12) and the terminal, control and state constraints (13)–(15). This single-phase model can be solved by AMPL.13 Regarding the multi-phase model, the solution procedure has to be augmented by an additional algorithm—explained in detail in Semmler et al. (2018b)—which facilitates finding solutions for models with multiple phases. The algorithm also allows for differences in objective functions and state variables between phases.




3.2. Multi-Phase Dynamic Macro Model


As mentioned before the multi-phase model can be related to earlier small scale model variants which allow for thresholds and poverty traps, such as Azariadis and Stachurski (2005) and Semmler and Ofori (2007).14 In the earlier, simpler models increasing returns to scale, financial market and financing constraints, insufficient insurances with high deductability, and migration of skilled labor and entrepreneurs lead to economies ending up in poverty traps.15 Those feedback effects may result in prolonged disaster phases and very slow recovery phases. A similar scenario will be shown to occur in our multi-phase model. We build on the single-phase baseline model of the previous section and introduce a phase of a prolonged disaster. Strong feedback effects may then lead to a decline in economic growth and lock-in in a (persistent) disaster regime.



Following the literature on large financial crises, e.g., Barro (2006), in a stochastic setting, we can allow for small variations around some original model variables. A level shift may then occur due to a large disaster shock. Subsequently, the model variables are evolving again perturbed by small shocks. In either case, small shocks before and after the level shift do not affect the solution of the model. Only the level shift needs to be taken into account in the solution procedure. Similar to recent approaches in the financial crisis literature, the level shift can be perceived as a downward movement in the deprecation of private and public capital and jump in credit risk premia. A shift into such a model phase, characterized by a persistent disaster regime, might be reversed through some policies at a later point in time. The resulting multi-phase model with a shock as level shift leads to a tractable numerical problem.



This type of extended dynamic macro model maintains the linkages discussed above; economic production and growth lead to the extraction and usage of fossil fuels, which will give rise to CO2 emission, increased disaster risk and damages.16 These effects will reduce economic growth and economic welfare. Mitigation and adaptation policies may be pursued by monetary and financial instruments. Those are activated by the public sector and the monetary authority. Yet, the rise of credit and debt-financed growth raises the usual question concerning sustainable debt which has to be controlled for in the long run.



In our three-phase model, the overall nexus is maintained, but split up into three phases. The first phase of our model can be considered as a stage of mitigation and adaptation policy financed through taxation, similar to a single-phase base-line model. We model a second phase with alternative specifications—small and large disasters reducing capital stocks and increasing risk premia for credit financing. To obtain some robustness results, we focus on model versions with different types of shocks, implying disasters of different impact sizes. In the model, we admit that adaptation policies can reduce vulnerability and thus reduce the occurrences of extreme events. Still, the occurrence of such an event will give rise to a multi-phase model.



As already mentioned, in the first stage the model is exactly the same as the single-phase model of the previous section. The overall objective function is given again by Equation (16), but note that in general the state and control variables in the objective function may change significantly, due to phase shifts. Furthermore, the objective function is now subject to the following dynamics:


    (17)    K ˙     = Y ·   (  ν 1  g )  β  − C −  e P  −  ( δ  d i  s K  + n )  K − u  ψ  R  − ζ   ,      (18)    R ˙     = − u ,      (19)    M ˙     = γ  u − μ  ( M − κ  M ˜  )  − θ   (  ν 3  · g )  ϕ  ,      (20)    b ˙     =  (   r r  ¯  − n )  b −  ( 1 −  α 1  −  α 2  −  α 3  )  ·  e P  +  ς k  g ,      (21)    g ˙     =  α 1   e P  +  i F  −  ( δ  d i  s g  + n )  g +  ς k  g .     











In contrast to the single-phase model, a second stage—caused by a possibly large disaster shock inflicting persistent capital losses17—is explicitly modeled here. The strong disaster shock, for example, is modeled by defining   δ  d i  s g  = δ  d i  s K    jumping from   0.1   to   0.17  .18 We also account for a jump of the risk premium, moving from    r ¯  = 0.04   to     r r  ¯  = 0.12  . We allow for a weak shock as well and compare the effects with the strong shock. Table 5 lists the parameters for both types of shocks. For weak shocks, the depreciation shocks for public and private capital are smaller in phase two. In addition, risk premia are also smaller in the weak shock scenario, in particular in phases two and three.



Although there is some mitigation and adaptation policy in the first stage only now, in the second stage, additional credit (bond) financing will be added,    ς k  g ,   affecting the debt dynamics in Equation (20) but providing also additional finance in Equation (21).



In the third stage, again with the same objective function (16), we have no additional bond issuing any longer. Bonds are paid back by a tax rate  τ  on income, but the economy might face some persistent effects on their risk premia. Thus in the third phase the state equations are subject to the following dynamics:


    (22)    K ˙     = Y ·   (  ν 1  g )  β   ( 1 −  τ k  )  − C −  e P  −  (  δ K  + n )  K − u  ψ  R  − ζ   ,      (23)    R ˙     = − u      (24)    M ˙     = γ  u − μ  ( M − κ  M ˜  )  − θ   (  ν 3  · g )  ϕ  ,      (25)    b ˙     =  (   r r r  ¯  − n )  b −  ( 1 −  α 1  −  α 2  −  α 3  )  ·  e P  − Y ·   (  ν 1  g )  β   τ k  ,      (26)    g ˙     =  α 1   e P  +  i F  −  (  δ g  + n )  g .     











In the third stage, however, capital losses do not occur any longer, but the previous increase in leveraging of private and public capital might still lead, in the case of the strong shock, to a considerably high-risk premium of     r r r  ¯  = 0.10  . We assume here that the risk premium could have been lowered by monetary policy, but would still be high due to the aftereffects of the disaster shock. By way of exemplifying our three-phase model, we pre-fix the first period from    t 0  = 0   to    t 1  = 13  , the second period from    t 1  = 13   to    t 2  = 23  , and last period until   T = 40  .19




3.3. Results of a Three-Phase Model


The parameter shifts of Table 5 are used in our subsequent simulations. The effects are drawn in red for weak shocks and in blue for strong shocks. Note that overall, for all variables continuous growth is more successfully achieved without strong shocks. Overall, looking at Figure 3, Figure 4, Figure 5, Figure 6 and Figure 7, we observe that the red line is (except for the fossil fuel resource and stock of CO2) above the blue line.



Note that in the Figure 3, Figure 4, Figure 5, Figure 6 and Figure 7 the red line being above the blue line holds for consumption, private capital and public capital stock. This implies that for a small shock, the economy can continuously grow with high borrowing, financing climate related infrastructure investments, and appropriate mitigation and adaptation policies. Thus, to overcome negative externalities, arising from CO2 emissions due to production, there is also a strong evolution of debt, associated with co-financing the mitigation and adaptation policies. With this prolonged growth process, we can also observe a strong extraction of fossil fuel and a build-up of a stock of CO2 emission (which is however counteracted through the climate policy measures).



Yet, with a stronger disaster shock occurring, represented by the parameters of the strong shock in Table 5, which generates a significantly stronger and longer disaster period, consumption stays low, private and public capital stock stays low and so does debt. Consequently, because of lower growth and a smaller increase of capital stocks, the extraction of fossil fuel and the stock of CO2 emission is declining. This result is in line with empirical studies. For example, Cohen et al. (2018) show that in times of a negative output gap emissions are declining.



Looking at details of Figure 3, Figure 4, Figure 5, Figure 6 and Figure 7 we observe in Figure 3 that although stronger disasters generate lower debt, they also generate smaller expansions of capital stocks, and much lower consumption levels. On the other hand, for weaker shocks more effective mitigation and adaptation policies, through the usage of financial sources,    ς k  g  , with the aim of preventing disasters generate higher debt, but lower debt to capital ratios and higher welfare levels. For strong shocks debt is rising steadily since risk premia are relatively high. Although public and private capital rise in phase one, both are suffering from the disaster shocks in phase two.



Though debt is still rising, see Figure 3, given the persistent disaster effects20 public and private capital is damaged and we see their size shrinking after 13 periods (see Figure 4 and Figure 5). As a result of strong shocks, allocation towards investment in private capital, K, readjusts, as the second phase—with green bond issuance—nears; see Figure 5. Yet in the period after   t 1   capital stocks fall. Yet, this is not so for a weak shock where capital (and consumption) are rising.



For a strong shock, both, g and K, decline in the second period; they remain low as long as the disaster effects persist. Only in a later stage public and private capital are recovered; see Figure 4 and Figure 5. The rise of public and private capital in this later period is due to additional bond financing accelerating mitigation and adaption initiatives. Note that in the third phase, the repayment stage of bonds, through income taxes   τ k  , sets in. For a weak shock both private and public capital stay high.



With our initial conditions, the plots in Figure 6a remain constant after the first phase, while the stock of emitted M becomes high (Figure 6b), in particular for weak shocks, which entails a negative externality; a destructive effect on welfare. Note also that the vulnerability of disasters is reduced with greater public capital; see Equation (16).



Thus, when the level of the stock of CO2 emission, M, becomes high, welfare of households is reduced; see Equation (16). The result of a rise of private (green) capital and public capital supporting the increase of mitigation effort and renewable energy, is preventing the stock of fossil fuel to be extracted to a greater extent. We observe this pattern until   t = T  , in particular for weak shocks and continuous growth, with both K and g building up, as depicted in Figure 4 and Figure 5, in the second and third period. On the other hand, for a strong shock, Figure 6b shows that the CO2 emission is only rising slightly and the stock of fossil fuel energy (the trajectory in Figure 6a) is only falling slightly and much fossil energy remains unexploited.



Turning to the welfare implications of the disaster shock effects on consumption in the three-stage model, Figure 7 illustrates the results. Unlike in a model of a single-phase, see Semmler et al. (2018b), where naturally consumption continuously rises without disruption (no disaster occurrence), in the current disaster-driven multi-phase model there are intertemporally considerable consumption losses which will only rise slightly when CO2 emission is reduced and the stock of private (green) capital is rising again. Our computed value functions show that welfare in case of weak shock is   V = 26.46  , and in the case of a strong shock, we have   V = − 36.26  .



Regarding debt sustainability, we see that in terms of the debt-to-capital-stock ratio,   b / K  , the ratio is higher for strong shocks   ( b / K = 0.33 )   compared to weak shocks   ( b / K = 0.25 )  , although debt levels are increasing more strongly in the weak shock scenario, as shown above.



Note that in our proposed framework, emissions are modeled as having direct (damaging) effects on welfare through our objective function given by Equation (16). This formulation encapsulates the multitude of economic, health, migration, and intrinsic environmental losses expected from insufficiently abated climate change in a sensible way. The model also incorporates societies’ adaptive responses to climate change through the use of public funds and credit flows to alleviate the disutility of emissions. In our three-phase model, rare disasters and long-run gradual effects can be studied which are likely to have a considerable effect on productive capacity such as physical, infrastructural and human capital. In particular we have studied the effect on consumption, as shown in Figure 7.




3.4. The Use of Bond Financing


In general, however, even with active fiscal and financial policies, consumption may fall due to externalities from economic activities, entering as disaster risk in the welfare function. Let us specifically look at financial markets and credit flows. The amplified disaster risk and actual disasters affect private and public capital stocks directly. In particular, risk premia are affected detrimentally. On the other hand, the recovery can be accelerated by the support of climate bonds and reduced credit constraints and risk premia. Thus, due to bond issuance—bonds that have to be repaid later on by an income tax—output, private and public capital and consumption, can rise again after the disaster stage. As discussed before, bond issuing has significant benefits since it helps to scale up mitigation, adaptation, and recovery policies.



We build heavily on the financing tools such as (long) maturity bonds here. Though details on such financing mechanism are discussed in Flaherty et al. (2017) and Gevorkyan et al. (2016), we want to highlight a few specifics and practical dimensions relevant in our three-phase modeling context. We have argued that credit (bond) financing allows for better control and scaling of climate policies. Thus financing mitigation and adaptation policies, as well as financing recoveries after disasters, is improved by bond financing.



With respect to mitigation policies, bond financing can stimulate the deceleration of greenhouse gas emissions in a timely manner. It also allows for energy efficiency, changes in energy mix in industrial production, services, transportation, and food production, and permits the development of new renewable energy sources, energy transportation grids, and infrastructure networks.



Regarding adaptation, it can provide funds which can help in reducing frequency and severity of disasters, assist in the reduction of extreme events which arise from increased local frequency—and possibly severity—of storms, coastal flooding, droughts, extreme temperature events, and helps reversing slow long-run impacts from extreme weather events, global water cycles, deterioration of air quality, oceanic warming, shrinking of sea ice cover, deterioration of snow cover and glaciers, and sea-level rise. It could also be used for building up early warning systems—which has been done with respect to financial crises—but which could also act to reduce vulnerability in the case of climate disasters (Thomas et al. 2013).



Bond financing can also be used for climate-related infrastructure concerning the above-suggested green mitigation and adaptation policies as well as for sustainable water management, sustainable land use, biodiversity conservation, grids for renewable energy, clean transportation, and protection of coastal and other areas from flooding and destruction, thus also reducing vulnerability.



Bond financing is likely to be less efficient for recovery policies, but it is expected to be very effective in rebuilding public infrastructure. Other monetary and credit policies are likely to be more suitable as recovery policies. These will be discussed below.



Concerning types of bonds there are government-backed bonds and a variety of municipal government bonds, for example for investments in renewable energy projects, and green bonds issued by the business sector. Often these are asset-backed securities which are similar to traditional bonds by generating some future revenue stream. Covered bonds are a type of asset-backed security that are guaranteed by the issuing agency. Bonds could also be bundled, as soft and hard bonds, and low and high-risk bonds, that might be packaged and sold as investment vehicle– though given some recent experiences the latter might be limited.



Various types of agencies have been actively providing bond financing. Agencies issuing green bonds fall into three general categories: private businesses, governments and municipalities, and multilateral agencies. The particular bond characteristics tend to vary by type of issuer. Numerous municipalities in developed and developing countries have turned to green bonds as a means of raising green funds. Some investment banks and other financial institutions have also taken note, and have introduced green bonds as part of their offerings. There are also multilateral agencies issuing green bonds, for example, the World Bank, which substantially helped to fund climate policies through issuing bonds for developing countries.21 The number of green bonds issued, as well as the proportion of global GHG emissions which are covered by carbon tax policy, has thereby increased dramatically in recent years. Figure 8 shows this development since 1990.22 The Figure shows that both series have been growing strongly in recent years: starting between 2011 and 2013 we witness a clear upward trend for both series as more and more countries are introducing carbon tax policies to tackle climate change.



Lastly, one might ask whether the current macro and monetary policy environment might be conducive to phase in such green bonds? In particular, long-maturity bonds, because of low- interest rates, low-risk premia and low expected inflation rates should make long-term bonds a good sell. Furthermore, bonds are now largely inflation-adjusted, such as US TIPS to protect long term bonds. It is expected that the current and future interest rates will stay low for quite a while and this, together with low term premia, and low expected inflation rates, is likely to keep the expected future term structure flat.



Concerning the buyers’ side—households’ preferences for those bonds—it looks certain that green bonds will be considered safe long term assets for households, whereas assets from fossil fuel appear to be stranded assets, possibly triggering financial meltdowns; see Battiston et al. (2017). On the other hand, world-wide, funds of $80 to $100 trillion or even more are available as part of large scale portfolios of wealth funds, university endowments, insurances and pension funds and they could include climate bonds as part of their portfolio.





4. Other Policies for the Green Transition and Disaster Management


Mitigation and adaptation policies and disaster risk prevention and recoveries may also be supported more directly by monetary policy. Important aspects of the use of monetary policy in support of climate policy are discussed in Fratzscher et al. (2017), McKibbin et al. (2017), and Monnin (2018). The latter also includes a discussion on the role of the financial sector at large, including banks and central banks.23



Monetary polices could also be more supportive with respect to climate bonds. For example, if central banks accept green bonds as collateral, they could stimulate climate finance. There is some virtuous cycle: Central banks prefer rated bonds as collateral and rating firms try to rate climate bonds and they rate those bonds higher if they are accepted by central banks as collateral. On the other hand, there exists a carbon footprint index of equity which may not only help issuing green bonds, but aid in preventing a fire sale of fossil fuel assets. Central banks could also ease credit flows after disasters,24 in particular to overcome bottlenecks in the supply of goods and services, in infrastructure, transport and other private and public sectors.



In terms of fiscal and financial policies there is a policy trade-off between the use of funds allocated to climate-related infrastructure, for mitigation of GHG emissions and against extreme events to ameliorate local damages from such events. Harmful events might occur in spite of mitigation, but the probability of an extreme and harmful event is reduced with greater mitigation efforts. The optimal mix and the state and time dependencies of those policies are studied in our model variant, but it is also shown that the constraints are relaxed through borrowing and bond issuing. Our model also suggests that besides issuing bonds, grants from donors and development aid, tax and government expenditure can be used for climate-related infrastructure and for mitigation and adaptation policies.



However, since the major burden of future disasters will probably be located in low and middle-income countries, there will be significant financing bottlenecks. Although we have introduced a large set of policy measures which can be calibrated to country- and institution-specific circumstances, those are not all applicable to low and middle-income countries.25 Thus, one also needs to consider other types of policies so that those countries or regions do not fall into a poverty trap. This is, in particular, relevant for small low-income countries with restricted opportunities for achieving scale effects from credit expansion and bond issuing.



Indeed, much recent research places emphasis on the changing level of risk and vulnerabilities faced by developing countries as they allocate investment toward growth strategies, adapting to climate change and emissions mitigation. Recent research on climate disaster risk by Burke et al. (2015) and IMF (2017) demonstrate that low and middle-income countries are affected the most. This research also shows that in particular low-income countries will be more vulnerable to climate-related disasters, as well as suffering from gradually deteriorating productivity. In addition, they also lack the economic and financial capacity to adapt. Some estimates suggest that indirect losses might be even greater than direct losses for low-income countries.



There is more specific work to be done with respect to financing in low-income countries. Adam and Bevan (2014) and Bevan and Adam (2016) suggest, given the credit constraints in low-income countries and high-risk premia for insurances, that there are not only direct disaster impacts but also indirect long-run effects and those countries lack finance for rapid adaptation and reconstruction. These studies examine sovereign disaster risk insurance, increased taxation, and budget reallocation as alternative financing mechanisms. This is especially important for countries where increased borrowing, either through the bond market or banks, is impractical as pointed out by Banga (2018) and Marto et al. (2017).



Others, such as Catalano et al. (2018), stress the importance of preventive actions and of policy buffers, designed to enhance resilience to shocks. Furthermore, the ease of borrowing constraints, greater reserves, and reserve fund accumulation is suggested. Low-income countries and regions have limited access to issuing climate bonds and exercise little borrowing power. Besides, tax increases Catalano et al. (2018) suggest risk pooling through self-insurance or some collective insurance schemes, grants from donors, and a build-up of financial buffers and disaster funds for contingencies. Yet, as they stress, the issue of debt sustainability, as we have discussed above, needs to be addressed as well.



Indeed a broader concept of risk pooling could also aim at mechanisms for private or public insurance schemes, multilateral safety nets, regional catastrophic insurance schemes, and so on. Others have suggested that beside donor grants, fiscal and financial policies and risk pooling and insurance funds, monetary policy should step in to provide for disaster affected regions and countries with low-interest rate loans and sufficient credit flows to allow for reconstruction and recovery to avoid hysteresis effects on productive capacity.26




5. Conclusions


In this paper, we relate the extensive research on financial crises disasters, and their triggered macro feedback effects, to climate disaster risk, using modeling insight of the former studying the latter. In the former literature the impact of rare large disasters on the financial sector, output and consumption losses is studied. A particular focus lies on the destruction of capital stocks and a jump in risk premia after rare large economic and financial crises events. Much recent research in the economics of climate change has also explored the link between GDP growth, greenhouse gas emission, global temperature rise, and climate-related disasters. Yet, to the best of our knowledge, the macroeconomic effects, such as a decline of output, loss of capital value and sudden jumps in risk premia and borrowing constraints have not been addressed in detail.



Our dynamic macroeconomic framework links economic growth to GHG emissions, the use of a CO2-emitting non-renewable resources such as fossil fuels, temperature rise and the vulnerability to climate disasters. Following up the issue of whether climate disaster risks have increased, in terms of frequency and severity is not an easy task. A conclusive answer whether we can observe an increase in the likelihood of extreme outcomes and an increase in the probability of potentially irreversible and catastrophic damages—as suggested by Weitzman (2009)—could not be convincingly provided given the quality and quantity of the data. We might see stronger links for some types of disasters, but not for others and we might observe these patterns only for certain groups of countries and regions.



Moreover, quantifying the link between the likelihood of extreme outcomes and catastrophic damages depends on the definition of vulnerability. Higher vulnerability might be given by the link between GHG emission and temperature rise—increasing the vulnerability to disasters. However, vulnerability is also defined by how much adaptation has taken place, and how effective it has been. Vulnerability, however, is also affected by early warning systems, precautionary measures and disaster preventing infrastructure. Thus, an increased frequency can be accompanied by lower severity resulting from reduced vulnerability. Successful adaptation policy may reduce the severity of more frequent disasters. Such a feedback nexus is incorporated in our macro model, but could not be tested directly.



We used a dynamic multi-phase macro model with mitigation and adaptation policy built in—which are likely to counteract the vulnerability of disaster risk arising from GHG emission and temperature rise. Beside financial instruments such a credit and climate bonds, other policies such as monetary policy were considered, particularly the effect of the latter on credit constraints and risk premia. We have shown that mitigation and adaptation policies, as well as disaster risk prevention and recovery, can be significantly supported by many tools, including insurance and monetary policies. A sufficient implementation of those measures might help to support a green transition but may also aid in preventing sudden climate-related financial market instabilities.
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Appendix A


Appendix A.1. Fixed-Effects Coefficients for Panel Model


Table A1 contains the fixed-effects coefficients for the panel model in Table 3.
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Table A1. Fixed-effects for Table 3. Dependent variable represents the number of disaster events for a given year (Disaster Frequency). Independent variables include the lagged value of dependent variable (Disaster Frequency  t −  1) and the sum of the current and 17 most recent increases in CO2 concentration in the atmosphere, expressed as a mole fraction in dry air (ppm) (Sum of CO2 increases). Standard errors are given in parenthesis. Model Complete Data-set considers all disasters in the EMDAT database. Model Large Disasters Data-set only includes disasters with at least 1000 affected or 100 people killed.






Table A1. Fixed-effects for Table 3. Dependent variable represents the number of disaster events for a given year (Disaster Frequency). Independent variables include the lagged value of dependent variable (Disaster Frequency  t −  1) and the sum of the current and 17 most recent increases in CO2 concentration in the atmosphere, expressed as a mole fraction in dry air (ppm) (Sum of CO2 increases). Standard errors are given in parenthesis. Model Complete Data-set considers all disasters in the EMDAT database. Model Large Disasters Data-set only includes disasters with at least 1000 affected or 100 people killed.





	

	
Dependent Variable:




	

	
Disaster Frequency




	

	
Complete Data-Set

	
Large Disasters Data-Set






	
EAS

	
7.6949

	
4.7931




	

	
(4.5543)

	
(3.3237)




	
ECS

	
−6.9858

	
−11.4663




	

	
(4.6638)

	
(3.8024)




	
LCN

	
−5.8552

	
−5.1752




	

	
(4.6501)

	
(3.4959)




	
MEA

	
−22.6248

	
−15.7693




	

	
(5.2799)

	
(4.0410)




	
NAC

	
−15.9695

	
−10.4356




	

	
(4.9672)

	
(3.7610)




	
SAS

	
−12.6648

	
−7.8858




	

	
(4.8411)

	
(3.5922)




	
SSF

	
−10.4200

	
−6.8432




	

	
(4.7600)

	
(3.5461)










Appendix A.2. Empirics of Climate Disaster Cost


Figure A1 depicts results on the logarithm of real—deflated by the GDP deflator—estimated damages between 1976 and 2017. Due to a lack of data we are not showing results by regions here, but worldwide aggregated data only. As can be seen from the Figure, data on real damages is hard to analyze because of many missing values. Indeed, for some disaster categories real damages are missing for certain years.



Data shown in Figure A1 is summed up and plotted in Figure A2 as total estimated damage. Figure A1 shows that real damage costs increased for the disaster category storm in recent years. Fluctuations in storm related damages also dominate aggregated damage costs (Figure A2). Thus, given the severe data issues at hand, we focus on the number of disasters per year instead of disaster cost in our empirical analysis. Furthermore, societal changes, such as population and wealth increases, and exceptionally big disasters, e.g. Hurricane Sandy, may distort damage costs. In fact, Mohleji and Pielke (2014) argue that societal changes are sufficient to explain increasing disaster damages; see also Bouwer (2011).
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Figure A1. Logarithm of estimated real damages for climate related disaster between 1976 and 2017 by disaster category. 






Figure A1. Logarithm of estimated real damages for climate related disaster between 1976 and 2017 by disaster category.



[image: Econometrics 08 00033 g0a1]







[image: Econometrics 08 00033 g0a2 550] 





Figure A2. Logarithm of estimated real damages for climate disaster between 1976 and 2017; total. 
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	1
	
See Bernard and Semmler (2015); see also Burke et al. (2015), Dell et al. (2012), and IMF (2017).





	2
	
From an empirical point of view the evidence on persistently low growth after a disaster shock is strong, especially for lower-income countries, but not unambiguous. Some studies argue that due to “creative destruction” a strong recovery after the disaster shock may take place. However, most studies find a negative long-run effect. See Batten (2018) for a detailed overview.





	3
	
https://www.emdat.be/; EMDAT reports events which cause at least 10 deaths, affect at least 100 people, or prompt a declaration of a state of emergency or a call for international assistance as a disaster.





	4
	
Data on real climate disaster cost is provided in Appendix A.2. Figure A1 and Figure A2 show severe data issues for climate disaster cost. We regard the number of climate-related disasters as the more reliable indicator and therefore focus on it in this section.





	5
	
In our empirical analysis we focus on the seven regions identified by the World Bank Atlas method: https://datahelpdesk.worldbank.org/knowledgebase/articles/906519-world-bank-country-and-lending-groups





	6
	
See https://www.esrl.noaa.gov/gmd/ccgg/trends/gr.html for more details on the data.





	7
	
Thomas and Lopez (2015) include average temperature deviations as a regressor in explaining the frequency of intense climatological disasters and do not find any significant effect. Atmospheric CO2 levels, on the other hand, are significant in their analysis. Similarly, Letta and Tol (2019) only find evidence of a negative effect of temperature increases on TFP for “poor” countries.





	8
	
See again https://www.esrl.noaa.gov/gmd/ccgg/trends/gr.html for more details. Regression results are not affected by altering the lag length for variable Sum of CO2 increases.





	9
	
Similar results were obtained in a GLM panel model based on a Poisson and a negative binomial model. The results are not reported here.





	10
	
Results on the fixed-effects coefficients can be found in the Appendix A.





	11
	
For a further description of this model and its analytical treatment see Bonen et al. (2016)





	12
	
Here the multi-factor productivity A is taken as constant but it could be made time-varying to capture the slow productivity decline resulting from slow temperature increases.





	13
	
https://ampl.com/





	14
	
In more recent stochastic models with trapping probabilities such a regime is also referred to as a trapping region (Kovacevic and Pflug 2011), see also Kovacevic and Semmler (2020). For modeling endogenous catastrophic risk see Crépin and Nævdal (2019).





	15
	
For details see Kovacevic and Semmler (2020).





	16
	
We do not model the resulting temperature effects directly since changes in temperature, as well as in precipitation levels, are mainly due to GHG emission as discussed in Section 2. Therefore we are focusing on CO2 emission as the most significant man-made GHG.





	17
	
One might think of passing beyond a tipping point in climate change, as in Greiner et al. (2010), where a sequence of disasters is likely to occur.





	18
	
Note that given the quality and heterogeneity of the data it is very hard to undertake more precise parameter calibration. We therefore do some robustness tests with different parameter constellations. The robustness tests are undertaken for different parameter values concerning the dynamic state equations for the occurring disaster phase of the model.





	19
	
A model version with time-varying switching points can be found in Semmler et al. (2018b).





	20
	
Note that we could define a sequence of highly correlated disaster shocks, as it is done in Catalano et al. (2018), which gives roughly the same results.





	21
	
An additional idea is to issue diaspora bonds; see Gevorkyan (2008).





	22
	
We want to thank Arkady Gevorkyan for providing us with the data for Figure 8.





	23
	
We want to note that after the 2007–2009 meltdown a lot of literature has been generated on the prevention and mitigation of financial disasters through financial market regulation, such as regulation on requirements for required capital buffers for banks, system risk supervision, restriction of proprietary trading, policies on to big to fail, etc. Monetary and financial policies have been developed to prevent and to adapt when vulnerabilities and financial disasters risks occur. Monetary policy has moved from conventional to unconventional monetary policy with large asset purchasing programs, in particular, bond purchasing programs; see Faulwasser et al. (2020) and also Gross et al. (2019).





	24
	
There is literature that views credit flows as a major driver for expansions and contractions. For a survey see Faulwasser et al. (2020).





	25
	
For details on limitations of bond issuing and credit expansions in low-income countries; see UNCTAD (2018) and Banga (2018).





	26
	
This would mean avoiding trapping probabilities as discussed in Kovacevic and Pflug (2011).
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Figure 1. Frequency of climate related disaster (total) between 1976 and 2017 by region. Regional classification follows the World Bank classification system. Source: Authors’ estimates based on data from EMDAT. 






Figure 1. Frequency of climate related disaster (total) between 1976 and 2017 by region. Regional classification follows the World Bank classification system. Source: Authors’ estimates based on data from EMDAT.



[image: Econometrics 08 00033 g001]







[image: Econometrics 08 00033 g002 550] 





Figure 2. Annual CO2 mole fraction increase (in parts per million) from 1976 until 2017. The data is provided by the Mauna Loa Observatory. 
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Figure 3. Government debt in a three-phase model, red: weak shock, blue: strong shock. 
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Figure 4. Government capital in a three-phase model, red: weak shock, blue: strong shock. 
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Figure 5. Private capital stock in a three-phase model; red: weak shock, blue: strong shock. 
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Figure 6. Fossil fuel consumption in a three-stage model, red: weak shock, blue: strong shock. 
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Figure 7. Path of consumption in a three-stage model; red: weak shock, blue: strong shock. 
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Figure 8. Carbon Tax Policy and Issuance of Climate Bounds. The left-hand scale measures the proportion of global GHG emissions covered by carbon tax policy. The green bars represent their values over time. The right-hand scale measures the amount of climate bonds issued in USD (in millions). The blue line represents its value over time. Amount of climate bonds issued is reported only up until 03/20/2019. The number of issued bonds for 2019 is interpolated for the remaining 9 months. No data is available for the years 1993–1995, 1997–1999, 2001–2003 and 2005–2006. Source: Climate Bond Initiative, World Bank. 
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Table 1. Stationarity test for Disaster Frequency for East Asia and Pacific (EAS), Europe and Central Asia (ECS), Latin America and the Caribbean (LCN), Middle East and North Africa (MEA), North America (NAC), South Asia (SAS), and Sub-Saharan Africa (SSF) and CO2 level. KPSS Test: test by Kwiatkowski et al. (1992) with trend and two lags. ADF Test Trend: augmented Dickey–Fuller test with trend and two lags. ADF Test Drift: augmented Dickey–Fuller test with drift and two lags. ADF Test: augmented Dickey–Fuller test with two lags. DF-GLS Trend: DF-GLS test with trend and two lags. DF-GLS Constant: DF-GLS test with constant and two lags. ZA Test: Zivot and Andrews (2002) Unit Root Test with intercept and trend and two lags. ZA Test Trend: Zivot and Andrews (2002) Unit Root Test with trend and two lags. ZA Test Constant: Zivot and Andrews (2002) Unit Root Test with constant and two lags.






Table 1. Stationarity test for Disaster Frequency for East Asia and Pacific (EAS), Europe and Central Asia (ECS), Latin America and the Caribbean (LCN), Middle East and North Africa (MEA), North America (NAC), South Asia (SAS), and Sub-Saharan Africa (SSF) and CO2 level. KPSS Test: test by Kwiatkowski et al. (1992) with trend and two lags. ADF Test Trend: augmented Dickey–Fuller test with trend and two lags. ADF Test Drift: augmented Dickey–Fuller test with drift and two lags. ADF Test: augmented Dickey–Fuller test with two lags. DF-GLS Trend: DF-GLS test with trend and two lags. DF-GLS Constant: DF-GLS test with constant and two lags. ZA Test: Zivot and Andrews (2002) Unit Root Test with intercept and trend and two lags. ZA Test Trend: Zivot and Andrews (2002) Unit Root Test with trend and two lags. ZA Test Constant: Zivot and Andrews (2002) Unit Root Test with constant and two lags.





	Region
	KPSS Test Statistic
	ADF Test Trend
	ADF Test Drift
	ADF Test
	DF-GLS Trend
	DF-GLS Constant
	ZA Test
	ZA Test Trend
	ZA Test Constant





	EAS
	   0.084   
	   − 3.163   
	   − 1.005   
	   0.706   
	  − 3.223   **
	   − 0.300   
	   − 4.736   
	   − 3.732   
	   − 4.402   



	ECS
	  0.205   **
	   − 1.656   
	   − 1.912   
	   − 0.476   
	   − 1.972   
	   − 1.443   
	  − 5.447   **
	   − 4.093   
	   − 3.280   



	MEA
	  0.176   **
	   − 2.010   
	   − 1.583   
	   − 0.035   
	   − 2.051   
	   − 1.487   
	   − 3.600   
	   − 3.180   
	   − 3.636   



	LCN
	  0.155   **
	   − 2.385   
	   − 1.491   
	   0.621   
	   − 2.327   
	   − 0.493   
	   − 4.002   
	   − 3.427   
	   − 4.377   



	NAC
	  0.276   ***
	   − 2.260   
	   − 2.191   
	   0.088   
	   − 2.025   
	   − 0.930   
	  − 5.105   **
	  − 4.557   **
	   − 3.943   



	SAS
	   0.109   
	   − 3.088   
	   − 1.580   
	   0.291   
	  − 3.179   *
	   − 0.916   
	  − 7.076   ***
	  − 4.337   *
	  − 4.790   *



	SSF
	  0.135   *
	   − 1.925   
	   − 1.394   
	   − 0.214   
	   − 2.092   
	   − 0.931   
	   − 3.649   
	   − 3.340   
	   − 3.393   



	CO2
	  0.356   ***
	   1.059   
	   3.509   
	   3.689   
	   − 0.428   
	   0.777   
	   − 2.372   
	   − 2.034   
	   − 0.831   







***  p < 0.01  , **  p < 0.05  , *  p < 0.1  .
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Table 2. Engle and Granger (1987) cointegration test with 2 lags for East Asia and Pacific (EAS), Europe and Central Asia (ECS), Latin America and the Caribbean (LCN), Middle East and North Africa (MEA), North America (NAC), South Asia (SAS), and Sub-Saharan Africa (SSF)






Table 2. Engle and Granger (1987) cointegration test with 2 lags for East Asia and Pacific (EAS), Europe and Central Asia (ECS), Latin America and the Caribbean (LCN), Middle East and North Africa (MEA), North America (NAC), South Asia (SAS), and Sub-Saharan Africa (SSF)





	Region
	Test Statistic





	EAS
	  − 3.191   ***



	ECS
	  − 2.787   **



	MEA
	  − 2.904   **



	LCN
	  − 3.240   ***



	NAC
	   − 2.518   



	SAS
	  − 3.542   ***



	SSF
	   − 2.150   







***  p < 0.01  , **  p < 0.05  , *  p < 0.1  .













[image: Table] 





Table 3. Fixed-effects Panel with clustered standard errors on the group level and small sample size correction. The dependent variable represents the number of disaster events for a given year (Disaster Frequency). Independent variables include the lagged value of the dependent variable (Disaster Frequency  t −  1) and the sum of the current and 17 most recent increases in CO2 concentration in the atmosphere, expressed as a mole fraction in dry air (ppm) (Sum of CO2 increases). Standard errors are given in parenthesis. Column Data Set considers all disasters in the EMDAT database. Column Large Disasters only includes disasters with at least 1000 affected or 100 people killed.






Table 3. Fixed-effects Panel with clustered standard errors on the group level and small sample size correction. The dependent variable represents the number of disaster events for a given year (Disaster Frequency). Independent variables include the lagged value of the dependent variable (Disaster Frequency  t −  1) and the sum of the current and 17 most recent increases in CO2 concentration in the atmosphere, expressed as a mole fraction in dry air (ppm) (Sum of CO2 increases). Standard errors are given in parenthesis. Column Data Set considers all disasters in the EMDAT database. Column Large Disasters only includes disasters with at least 1000 affected or 100 people killed.





	

	
Dependent Variable:




	

	
Disaster Frequency




	

	
Complete Data-Set

	
Large Disaster Data-Set






	
Disaster Frequency  t −  1

	
0.517 ***

	
0.618 ***




	

	
(0.113)

	
(0.077)




	
Sum of CO2 increases

	
0.947 ***

	
0.626 ***




	

	
(0.300)

	
(0.181)




	
Observations

	
280

	
277




	
R   2  

	
0.526

	
0.624




	
Adjusted R   2  

	
0.512

	
0.612




	
F Statistic

	
150.216 *** (df = 2; 271)

	
222.036 *** (df = 2; 268)








*p < 0.1, **p < 0.05, ***p < 0.01.
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Table 4. Fixed-effects Panel with clustered standard errors on the group level and small sample size correction. The dependent variable represents the first difference of the number of disaster events for a given year (Diff Disaster Frequency). Independent variables include the lagged value of the dependent variable (Disaster Frequency  t −  1) and the sum of the current and 17 most recent increases in CO2 concentration in the atmosphere, expressed as a mole fraction in dry air (ppm) (Sum of CO2 increases). Standard errors are given in parenthesis. Column Data Set considers all disasters in the EMDAT database. Column Large Disasters only includes disasters with at least 1000 affected or 100 people killed.
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Dependent Variable:




	

	
Δ Disaster Frequency




	

	
Complete Data-Set

	
Large Disaster Data-Set






	
Disaster Frequency  t −  1

	
−0.483 ***

	
−0.382 ***




	

	
(0.113)

	
(0.077)




	
Sum of CO2 increases

	
0.947 ***

	
0.627 ***




	

	
(0.300)

	
(0.181)




	
Observations

	
279

	
276




	
R   2  

	
0.242

	
0.190




	
Adjusted R   2  

	
0.219

	
0.166




	
F Statistic

	
43.215 *** (df = 2; 271)

	
31.395 *** (df = 2; 268)








*p < 0.1, **p < 0.05, ***p < 0.01.













[image: Table] 





Table 5. Parameters defining weak and strong shocks for the three time periods.
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Time Period:

	
  t 1  –  t 2  

	
  t 2  –  t 3  

	
  t 3  – T 






	
risk rate, weak shock

	
    r ¯  = 0.04   

	
     r r  ¯  = 0.08 .   

	
   r r r  ¯   = 0.05




	
risk rate, strong shock

	
    r ¯  = 0.04   

	
     r r  ¯  = 0.12 .   

	
   r r r  ¯   = 0.10




	
weak shock:   σ K  ,   (  σ G  )  

	
0.1, (0.075)

	
0.12, (0.12)

	
0.1, (0.075)




	
strong shock:   σ K  ,   (  σ G   )

	
0.1, (0.075)

	
0.17, (0.17)

	
0.1, (0.075)
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