
Citation: Shi, B.; Tu, X.; Wu, B.; Peng,

Y. Recent Advances in Time-Sensitive

Network Configuration Management:

A Literature Review. J. Sens. Actuator

Netw. 2023, 12, 52. https://doi.org/

10.3390/jsan12040052

Academic Editor: Guangjie Han

Received: 11 May 2023

Revised: 17 June 2023

Accepted: 30 June 2023

Published: 6 July 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Journal of 

Actuator Networks
Sensor and

Review

Recent Advances in Time-Sensitive Network Configuration
Management: A Literature Review
Boxin Shi 1,† , Xiaodong Tu 1,*,†, Bin Wu 2,* and Yifei Peng 1,†

1 School of Information and Communication Engineering, University of Electronic Science and Technology
of China, Chengdu 611731, China; shiboxin@std.uestc.edu.cn (B.S.); pengyifei@std.uestc.edu.cn (Y.P.)

2 The 34th Research Institute of China Electronics Technology Group Corporation, Guilin 541004, China
* Correspondence: xdtu@uestc.edu.cn (X.T.); wubin_cetc34@163.com (B.W.)
† These authors contributed equally to this work.

Abstract: At present, many network applications are seeking to implement Time-Sensitive Net-
work (TSN) technology, which not only furnishes communication transmission services that are
deterministic, low-latency, highly dependable, and have ample bandwidth, but also enables unified
configuration management, permitting different network types to function under a single manage-
ment system. These characteristics enable it to be widely used in many fields such as industrial
sensor and actuator networks, in-vehicle networks, data center networks, and edge computing.
Nonetheless, TSN’s configuration management faces numerous difficulties and challenges related
to network deployment, automated operation, and maintenance, as well as real-time and safety
assurance, rendering it exceedingly intricate. In recent years, some studies have been conducted
on TSN configuration management, encompassing various aspects such as system design, key
technologies for configuration management, protocol enhancement, and application development.
Nevertheless, there is a dearth of systematic summaries of these studies. Hence, this article aims to
provide a comprehensive overview of TSN configuration management. Drawing upon more than
70 relevant publications and the pertinent standards established by the IEEE 802.1 TSN working
group, we first introduce the system architecture of TSN configuration management from a macro
perspective and then explore specific technical details. Additionally, we demonstrate its application
scenarios through practical cases and finally highlight the challenges and future research directions.
We aspire to provide a comprehensive reference for peers and new researchers interested in TSN
configuration management.

Keywords: Time-Sensitive Network; real-time Ethernet; deterministic network; network configuration
management

1. Introduction
1.1. Background and Related Work

The emergence of advanced technologies, such as automatic driving, industrial inter-
net of things (IIoT), telemedicine, and Augmented Reality/Virtual Reality(AR/VR), has
increased the demand for real-time services that require network transmission services
with millisecond delays and microsecond jitters. Time-Sensitive Network (TSN), which is
an Ethernet extension, offers deterministic low-latency transmission services for layer-2
networks and is therefore gaining widespread attention across various industries. For
instance, the IEEE P802.1DG working group is investigating the feasibility and technical
aspects of using TSN in vehicle networks, while the IEEE P802.1DP working group is
focusing on applying TSN to avionics systems. In the field of industrial automation, the
deployment of a large number of sensors and actuators on industrial networks is one of the
challenges of TSN network configuration [1].
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Currently, the standards for TSN’s data plane are mostly mature, enabling TSN devices
from different manufacturers to interconnect and interoperate. However, the relevant stan-
dards for TSN’s control plane are still being enhanced. The TSN configuration management
function operates on the TSN control plane and it has a significant impact on multiple
aspects, including network deployment, configuration efficiency, routing and scheduling,
network convergence, fault recovery, business safety of upper-layer applications, and net-
work security, as shown in Figure 1. An efficient configuration management system plays
a crucial role in the operational efficiency, reliability, safety, and robustness of the entire
TSN network.

Failure recovery 

Applilcation safety

TSN Configuration & Management

Configuration efficiency 

Network deployment

Network Security
Network convergence

Schedule & Route

Figure 1. Configuration management has an impact on all aspects of TSN.

IEEE 802.1Qcc [2] introduces three configuration management models and provides a
rough specification of network architecture. However, the protocol does not specify any
specific network management behavior or protocols, making it impossible to configure and
manage TSN devices produced by different manufacturers uniformly through the same
system. When the network scale is large or the traffic mode is complex, TSN must provide
a fast dynamic automatic configuration function to cope with the QoS requirements of
different traffic types and potential network failures, which means it needs to modify the
network configuration promptly during network operations without affecting the flow
being transmitted in the network.

Therefore, efficient management of the entire TSN network’s behavior and resources
in a unified, fast, and flexible manner is a critical research topic. This article offers a
comprehensive overview of TSN configuration management from several perspectives,
including system architecture, key technology research, application scenarios, and future
research directions.

1.2. Content and Structure

This article first introduces different TSN configuration management models from a
macro perspective, then delves into specific technical details at the micro level, describes
application scenarios, and finally discusses future research directions. The main content of
this article is as follows:

• TSN Configuration Management Models: Various types of networks require differ-
ent forms of configuration management. For Time-Sensitive Networking (TSN), three
distinct models for configuration management have been abstracted to cater to diverse
network requirements. These models comprise the fully distributed model, centralized
network/distributed user model, and fully centralized model. This academic article
provides a comprehensive description of the architectural design and operational
workflow of each of these configuration management models, and highlights their
individual strengths and limitations.

• Key Technologies of TSN Configuration Management: The management of Time-
Sensitive Networking (TSN) configuration encompasses a wide array of technical
intricacies. The present article concentrates on the areas of clock synchronization
management, network topology discovery, configuration management patterns, fault
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detection and recovery, as well as reconfiguration. Our analysis explores the critical
role that these technologies play in the TSN configuration management system, whilst
also identifying the current challenges and obstacles faced in their implementation.

• Application of TSN Configuration Management in Different Scenarios: At present,
Time-Sensitive Networking (TSN) is a popular technology utilized in in-vehicle and
industrial network scenarios. The present article aims to explicate the crucial role
of TSN configuration management within these two domains, drawing on specific
cases for illustration. To this end, we have cataloged several system architectures fre-
quently deployed in these contexts, with the goal of inspiring relevant researchers and
technicians in their pursuit of effective system design and application development.

• Future Research Directions: This article delves deeper into the potential research
avenues for Time-Sensitive Networking (TSN) configuration management. These
areas include the standardization of control planes, real-time dynamic reconfiguration,
cross-domain TSN implementation, and wireless TSN. Each of these directions has
the potential to contribute significantly to the advancement of TSN configuration
management and therefore warrants further investigation and exploration.

The structure of this article is as follows: the first section provides a brief overview of
the current state of TSN configuration management, along with the research scope of the
article. Section 2 aims to introduce readers to the foundational knowledge of TSN, enabling
them to quickly comprehend the basic terminology and related technologies involved in
TSN network configuration management. In Section 3, we provide a detailed exposition
of the three models of TSN configuration management and review the pertinent research.
In Section 4, we scrutinize the relevant technical details pertaining to the configuration
management model. Section 5 discusses the application of TSN configuration management
in vehicle and industrial scenarios. Section 6 identifies the primary challenges currently
faced by TSN configuration management and outlines future research directions. Finally,
Section 7 offers a summary of this article.

2. TSN and Related Toolsets

This section provides a brief introduction to TSN itself and related toolsets, which will
help readers quickly get started and better understand the subsequent content.

2.1. TSN

The Ethernet Audio/Video Bridging (AVB) task force was established by the IEEE
802.1 working group in 2005 to address the challenge of data synchronization transmission
in audio and video networks. Over time, the task force expanded its scope and in 2012 was
renamed as the IEEE 802.1 TSN task group, which is focused on researching a wider range
of time deterministic networks. A variety of comprehensive literature reviews on TSN are
available for interested readers, including references [3–7].

The TSN task group has focused its efforts on four key areas, including time syn-
chronization, end-to-end bounded latency, high reliability, and network management [8],
and has developed a range of protocols [9]. We summarize the objectives and contents
of the main protocols in the literature [10] as shown in Figure 2, which lists the protocols
for the data plane including IEEE 802.1AS [11], IEEE 802.1Qbv [12], IEEE 802.1Qci [13],
IEEE 802.1Qbu [14], IEEE 802.1CB [15], IEEE 802.1Qch [16], and IEEE 802.1Qcr [17]. Since
the data plane is not the focus of this article, it will not be repeated here. On the control
plane, IEEE 802.1Qcc [2] improves the Stream Reservation Protocol (SRP) proposed in
IEEE 802.1Qat [18] and proposes three network models to preliminarily define the network
form of TSN. IEEE 802.1Qcp [19] introduces the basic YANG model for TSN configura-
tion management and the YANG model related to specific functions is distributed in the
corresponding protocol. IEEE 802.1Qca [20] provides explicit path control for TSN flows,
with the ability to reserve bandwidth and set redundant routing. IEEE 802.1CB [15] relies
on the redundant path provided by IEEE 802.1Qca to carry TSN flows over disjoint paths
from sender to receiver in the network. IEEE P802.1Qdd [21] is developing a Resource
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Allocation Protocol (RAP) that dynamically reserves network resources for TSN flows in the
distributed model, as shown in Section 3.2. IEEE P802.1Qdj, which is under development,
will further enhance the CUC and CNC modules introduced in IEEE 802.1Qcc.

T

S

N

Sync

QoS

Relia-

bility

Mana-

gement

802.1AS. TSN time synchronization.

802.1Qbv. Time-aware shaper for time critical flow.

802.1Qav. CB-based shaping strategy and priority mapping mechanism.

802.1Qcr. Asynchronous shaping mechanism. 

802.1Qch. Creep shaper mechanism. Ensure the bounded jitter of time critical flow.

802.1Qci. Detection and shaping of abnormal traffic at the input ports.

802.1CB. Seamless redundancy strategy of TSN flow.

802.1Qcc. Enhanced SRP. Three TSN management models. Centralized management.

802.1Qat. SRP. Reserve network resources for TSN flow.

P802.1Qdd. RAP. Dynamically reserve resources in distributed model of TSN.

P802.1Qdj. Enhancement of CUC and CNC. 

802.1Qbu. Frame preemption.

802.1Qca. Explicit path control and reservation

802.1Qcp. Basic YANG model.

Figure 2. Overview of the TSN protocols [10].

2.2. YANG and NETCONF

In 2002, the Internet Engineering Task Force (IETF) established rigorous requirements
for the new generation of network management protocols in the RFC3535 document. These
requirements included the provision of programmable APIs for network configuration,
support for network devices from various manufacturers and models, and utilization of a
consistent and easily understood modeling language, as well as complete error detection
and rollback functionalities. Building upon these specifications, the IETF developed the
NETCONF protocol in 2006 and subsequently issued RFC6020 [22] in 2010, which estab-
lished version 1.0 of the YANG language. The IETF also released version 1.1 of the YANG
language in 2016, which remains in use today and is detailed in the RFC7950 [23] document.

As a unified modeling language (UML), YANG enables the modeling of configuration
data, control data, and status data, thereby facilitating unified configuration management.
NETCONF is a network configuration management protocol that leverages the Secure Shell
Protocol (SSH) to offer secure and reliable operations such as retrieving, uploading, and
distributing configuration data. The YANG model is closely integrated with the NETCONF
protocol, and can be conveniently translated into general data formats such as XML and
JSON. These data formats can then be transmitted via NETCONF to effect configuration
editing, deletion, and copying operations.

As an autonomous protocol standard independent of manufacturers, Time-Sensitive
Networking (TSN) requires a unified configuration management paradigm. The combi-
nation of the YANG model and NETCONF protocol can fulfill this requirement. IEEE
802.1Qcp [19] integrates the YANG model and NETCONF protocol into TSN configuration
management, utilizing YANG as the modeling language for various configuration pa-
rameters and employing NETCONF to disseminate configuration information to network
devices. This integration significantly enhances the standardization level of TSN, and
promotes high compatibility and portability of TSN configuration.

2.3. SDN

Software Defined Networking (SDN) technology is a network management concept
that separates the control plane and data plane of a network to achieve centralized network
management, improve efficiency and flexibility, and support dynamic modification of
network configuration. This architecture is divided into three planes: data, control, and ap-
plication. The data plane consists of the network infrastructure and forwarding operations
are carried out based on forwarding. The control plane, on the other hand, is managed by
a centralized network controller, which uses a southbound interface to manage network
devices and interfaces with business requirements from the application plane through a



J. Sens. Actuator Netw. 2023, 12, 52 5 of 26

northbound interface. OpenFlow is a widely used protocol for SDN southbound interfaces,
which defines “flow table” operations that can control the forwarding rules of network
switches. However, there is currently a lack of unified standards for northbound interfaces,
resulting in inconsistent interfaces provided by suppliers. Mainstream open source SDN
controllers include OpenDaylight, Ryu, ONOS, and Floodlight, among others.

IEEE 802.1Qcc proposes three Time-Sensitive Networking (TSN) configuration man-
agement models, among which the fully centralized model bears a high degree of similarity
to the aforementioned SDN architecture. Moreover, some SDN controllers’ southbound
interfaces support the NETCONF protocol, such as OpenDaylight and Ryu. OpenDaylight
even directly uses the YANG model to define its own data structure. As a result, many
studies directly use common SDN controllers as TSN managers. In particular, introducing
SDN controllers in TSN can improve network programmability, and resource management
efficiency and flexibility. These benefits are discussed in detail in [24].

2.4. OPC UA

OPC UA (OPC Unified Architecture) is an information modeling method developed
by the OPC Foundation, which is platform-agnostic and supports security features such
as encryption and verification. This modeling method can be utilized to define complex
information. OPC UA comprises two data interaction modes, namely, client–server mode
and publish–subscribe mode (PubSub).

The trend of integrating OPC UA with TSN is gaining significant attention. TSN
facilitates a deterministic data interaction process, while OPC UA provides a standard-
ized information model for data, which defines the semantics of the data. The OPC UA
client–server mode can function as a user-specific protocol for configuring and managing
the TSN end system (as stated in [25,26]). Additionally, OPC UA PubSub can function
as a data stream for transmission over the TSN network (as stated in [27]). According
to reference [28], the combination of OPC UA and TSN is expected to be a solution for
industrial 4.0 network data interaction and proposes a solution for industrial TSN network
configuration management using OPC UA. Furthermore, D. Bruckner et al. believe that
the combination of OPC UA and TSN will become the first and only mature solution for a
new generation of industrial communication systems from sensors to the cloud. They have
outlined the role of OPC UA TSN in the OSI reference model and conducted research on
the application of OPC UA TSN in real-time industrial communication, as cited in [29,30].

3. Research on the Architecture of TSN Configuration Management System

This section focuses on the architecture model of TSN configuration management, and
the main work is as follows:

• Provide an overview of the main content of the TSN configuration management model
in the IEEE 802.1Qcc [2];

• Summarize distributed and centralized configuration management models and the
latest research progress;

• Summarize the workflow of distributed and centralized models;
• Analyze the advantages and disadvantages of distributed and centralized models.

3.1. TSN Configuration Management Model

IEEE 802.1Qcc [2] introduces three TSN configuration management models, namely the
fully distributed model, centralized network/distributed user model, and fully centralized
model, as shown in Figure 3. The UNI (User/Network Interface) in the figure represents
the interface between the end user and the TSN network, used to interact with user
requirements and configuration related information, which is modeled in the form of
U/NCI (User/Network Configuration Information) and does not rely on specific protocols.
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(a) Fully distributed model

(b) Centralized network/distributed user model

(c) Fully centralized model

TSN Switch TSN ListenerTSN Talker

UNI UNI

TSN Switch TSN ListenerTSN Talker

CNC

UNI UNI

TSN Switch TSN ListenerTSN Talker

CNC

CUC

UNI

User-specific 

protocol

User-specific 

protocol

U/NCIU/NCI

U/NCI U/NCI

U/NCIU/NCI U/NCIU/NCI U/NCIU/NCIU/NCIU/NCI

U/NCIU/NCI U/NCIU/NCI

Figure 3. Three models of TSN configuration management.

• The fully distributed model does not have any entities for centralized management
(Figure 3a). U/NCI hops from the Talker to the Listener along the path given by
the spanning tree, and the bridges along the way perform admission control based
on U/NCI and their own resource situation. UNI is located between the end user
and their direct network bridge. The black solid line arrow indicates that the end
user interacts with the direct bridge U/NCI through UNI. The black dashed arrow
indicates the transfer of U/NCI between bridges.

• The centralized network/distributed user model introduces Centralized Network
Configuration (CNC) as the centralized manager of the network bridge on the basis of
complete distribution (Figure 3b). The main function of CNC is to discover network
topology, acquire the capabilities and resources of the bridge, calculate based on
user needs, provide feedback to users, and configure the network. Similar to fully
distributed, the UNI of the network centralized/user distributed model is located
between the end user and its direct network bridge. End users can directly send
U/NCI (black solid line arrow) to the direct bridge through UNI. The difference is
that, in the network concentration/user distribution model, the direct bridge acts as
an agent for CNC, so U/NCI no longer transmits hop by hop, but directly forwards
between the end user’s direct bridge and CNC (black dashed arrow). CNC manages
the network bridge through some remote management protocol (black dotted arrow),
such as SNMP, NETCONF, and RESTCONF.

• The fully centralized model further builds on the network centralized/user dis-
tributed model by introducing Centralized User Configuration (CUC) as the central-
ized manager for end users (Figure 3c). It can meet the demand for direct configuration
management of terminal devices. CUC discovers terminals through user specific proto-
cols (black dashed arrows), obtains the capabilities and user requirements of terminal
devices, and configures them. Compared to the first two models, in the fully cen-
tralized model, UNI is located between CNC and CUC. CNC acts as the proxy for
the bridge, while CUC acts as the proxy for the terminal device, and U/NCI only
interacts directly between the two. CNC also manages the network bridge through
some remote management protocol (black dotted arrow).

The literature on the centralized network/distributed user model is limited and it
exhibits certain characteristics of the fully centralized model. Therefore, we will henceforth
refer to the fully centralized model and the centralized network/distributed user model
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collectively as the centralized model, while the fully distributed model will be referred to
as the distributed model. Currently, the majority of relevant literature focuses on the cen-
tralized model, leaving little room for discussion on the distributed model in the following
discourse. As a result, this paper will primarily summarize the centralized model.

3.2. Distributed Model

The TSN distributed model has evolved from numerous previous studies. Initially, the
IEEE 802.1AVB task group developed IEEE 802.1Qat [18] based on the IEEE 802.1ak [31].
Its main content was the Stream Reservation Protocol (SRP) protocol, which was used
to reserve network resources for specific audio and video streams, and avoid resource
competition between audio and video streams and other streams. SRP operates in a publish–
subscribe mode and supports a one-to-many mode. In addition, SRP allows modifications
to existing reservation situations during runtime to meet changing requirements. IEEE
802.1Qcc [2] has improved the SRP protocol (SRPv1) to support more stream reservations.

The deep binding between the upper and lower layers of SRP protocols is inseparable,
which is one of its drawbacks. The Resource Allocation Protocol (RAP) defined in IEEE
P802.1Qdd is a dynamic resource reservation protocol for unicast and multicast, used
to replace SRP while also providing compatibility with the original SRP protocol [21].
Although both are distributed protocols based on hop-by-hop transmission, RAP is an
independent protocol that is architecturally separate from the underlying protocols, better
meeting the new characteristics of TSN.

3.2.1. Workflow

At present, there is no relevant literature that fully describes the workflow of dis-
tributed models within our research scope. We have analyzed and summarized a relatively
reasonable distributed model configuration management process based on the relevant
description of IEEE 802.1Qcc [2] (as shown in Figure 4):

Talker TSN Switch Listener

Attribute 
database

Talker
announce

Listener
feedback

Attributes

TSN flow

Attributes

Figure 4. Process of distributed model.

• Path selection: All participants in the TSN network (including end users and bridges)
establish a tree logical topology through a certain protocol, such as the Spanning Tree
Protocol (STP). After the tree logical topology is successfully established, the paths
from the Talker to all its Listeners are determined accordingly.

• Talker announce: The Talker sends declaration messages to the network using spe-
cific protocols such as SRP or RAP. The declaration message records the attribute
information of the stream, including stream ID, period, rate, and frame length. This at-
tribute information is exchanged between the databases of the bridge in a hop-by-hop
propagation manner.

• Listener feedback: After receiving the declaration message from the Talker, the Lis-
tener determines whether to receive the stream based on the stream attribute infor-
mation. If so, it sends a feedback message requesting subscription to the stream. The
feedback message returns to the Talker hop by hop along the original path, and each
bridge along the way determines whether it can provide services for the flow based on
its own resource situation and attaches the judgment result to the feedback message.
If it is allowed to provide services for this stream, local devices will also be configured
to reserve bandwidth resources for this stream.
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• Sending TSN stream: If the Talker receives any feedback message from the Listener
indicating permission to send, it will send the TSN stream to the network and the
stream will be forwarded along the original path of completing bandwidth resource
reservation to the Listener subscribing to the stream.

• Exit mechanism: During the TSN stream transmission process, both the Talker and
Listener can choose to exit the TSN stream they are in. When a stream’s Talker or all
Listeners exit, all bridges on the stream path will release the bandwidth resources
reserved for them.

3.2.2. Research Overview

Reference [32] proposed a method based on SRPv1 to improve the fault-tolerant
performance of redundant flow registration using redundancy mechanism. The research
of reference [33] suggested that the current fully distributed model overestimates the
delay boundary, which will lead to a decrease in the schedulability of the network. So,
reference [33] proposed a flow reservation mechanism based on TDMA, which can obtain
accurate delay boundaries for each flow. The authors of reference [34] provided a detailed
description of the workflow of the RAP protocol in a fully distributed model in a specific
network topology. The authors of reference [35] studied the dynamic configuration of TAS
(IEEE 802.1Qbv [12]) based on RAP in a ring network topology.

3.3. Centralized Model

The most significant difference between the centralized model and the distributed
model is the introduction of a centralized controller, which allows the data transmission and
network management to operate on separate planes. Combining the figures, we begin with
the basic architecture of the centralized model, introduce its data plane and control plane,
and then provide a summary and description of the general workflow of a single-domain
centralized model. These references are discussed in detail at the end of this section.

3.3.1. Basic Architecture

We will introduce the advantages and disadvantages of adopting a centralized model
in Section 3.4, as well as the issues that may arise from introducing a centralized controller.
Overall, the introduction of centralized models in TSN configuration management remains
the main research direction at present. We have summarized the overall architecture of
the TSN centralized model by referring to relevant research (Section 3.3.3), as shown in
Figure 5. Overall, it is divided into two parts: the data plane and the control plane:
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Figure 5. Architecture of centralized model.

• Data Plane: The behavior of the TSN domain on the data plane is mainly regulated
by many protocols such as IEEE 802.1AS [11] (Timing and Synchronization), IEEE
802.1Qbv [12] (Time-Aware Shaper), IEEE 802.1Qci [13] (Per-Stream Filtering and
Policing), IEEE 802.1Qbu [14] (Frame Preemption), IEEE 802.1CB [15] (Frame Repli-
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cation and Elimination), IEEE 802.1Qch [16] (Cyclic Queuing and Forwarding), and
IEEE 802.1Qcr (Asynchronous Traffic Shaping) [17]. Within the scope of this study,
interested readers can refer to relevant standards. In addition, in heterogeneous multi-
domain networks, there are network domains formed by non-TSN devices on the
data plane. These non-TSN devices may be industrial legacy devices, ordinary IP
bridges, or SDN switches that do not possess a range of capabilities specified in the
TSN protocol cluster.

• Control Plane: The control plane consists of various controllers. The TSN domain cen-
tralized controller is the main carrier of the TSN configuration management function,
divided into CNC and CUC parts. We have provided a preliminary introduction in
Section 3.1. Among them, CUC includes modules such as terminal discovery, require-
ment collection and processing, and terminal configuration. CNC includes modules
such as topology discovery, routing scheduling, admission control, resource reser-
vation, AS management, NETCONF interface, and YANG database. Reference [36]
provided a relatively comprehensive description of the functional requirements of
centralized controllers, including support for multiple network management proto-
cols, integrated SDN architecture, functional upgrades and extensions, control plane
scalability, support for multiple configuration strategies, cross-domain connections,
real-time dynamic automatic configuration, and handling uncertainty information,
among others. In addition, support for terminal discovery, collection, and process-
ing of end-user requirements, as well as terminal configuration and management,
and support for network topology discovery are also included in the functional
requirements [37]. Readers can refer to these two articles for detailed information.

In heterogeneous multi-domain networks, there are both TSN domains and non-
TSN domains. On the data plane, TSN streams may need to traverse non-TSN domains.
A non-TSN domain controller is used to manage devices in the corresponding non-TSN
domain, which includes modules such as QoS policy, topology discovery, and flow table
distribution. Different domain controllers negotiate through east–west interfaces to jointly
manage the configuration of heterogeneous multi-domain networks. In addition, unified
negotiation and management of various domain controllers can also be achieved through
global controllers. The global controller can directly or indirectly collect and process
end-user requirements. The global controller also needs to perform cross-domain clock
compensation to ensure consistent clocks across different TSN domains.

3.3.2. Workflow

Single-domain centralized management is the most common TSN configuration man-
agement mode and is currently the main research object. Referring to Figure 5, the following
is a brief introduction to the general workflow of the TSN single-domain centralized model
in conjunction with Figure 6.

• Topology Discovery: Centralize the controller (CNC) for network topology discovery
and obtain a global view of the network by using a specific protocol such as LLDP.

• User Request: The user sends an admission control request to the CUC through the
user-specific protocol. The request information is directly forwarded to the CUC
through a direct connection bridge, rather than being transmitted hop by hop. CUC
aggregates all users’ request information and submits it to CNC via UNI.

• Configure Network: After the CNC collects all the requests from all users, it calculates
the routing and scheduling scheme according to the global view, and then converts
the calculation results into profiles and distributes them to bridges using network
management protocols such as SNMP, NETCONF, and RESTCONF. At the same time,
the CNC provides feedback on the admission control status to the user and configures
the user through the CUC. When the above steps are successfully completed, the
Talker starts using TSN streams for data transmission.

• Network Monitoring and Fault Recovery: During operation, when a network fault
occurs, the neighboring nodes of the faulty device actively report the detected abnor-
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mal information to the CNC or the CNC detects that some devices are unavailable
through the network topology discovery protocol. After collecting the fault infor-
mation, the controller re-plans the traffic based on the global view, redistributes the
configuration to the corresponding devices, and completes fault isolation or recovery.

CNC CUC
Talker/

Listener

TSN 

Network

User-specific 

protocol
UNI

Network 

management 

protocol

1. Topology discovery
2.1. Service request2.2. Requirements 

summary

3.2. Configure network

3.1. Compute route 

and schedule. 

Generate profiles.

3.3. CNC reply 3.4. Feedback and 

configure

4.1. Monitor

4.2. Failure

4.3. Compute new 

route and schedule. 

Generate profiles.

4.4. Reconfigure 

network

3.5. Transmit TSN 

streams

Figure 6. Process of centralized model. The four different colored fonts correspond to the four steps
described in the text in order of serial numbers.

3.3.3. Research Overview

Currently, the majority of research conducted on centralized models is centered on a
single TSN domain scenario. This approach simplifies the model, making it more intuitive
and easier to implement. However, some studies also examine complex multi-domain
scenarios. In the subsequent content, we have chosen a selection of relevant literature on
both single- and multi-domain scenarios, which are presented in Table 1.

Table 1. References of centralized model.

Single/Multi-Domain References

Single-Domain [28,34,36–48]
Multi-Domain [49–53]

• Single-domain: In the research on single-domain TSN, some literature has improved
and expanded distributed protocols (RAP and SRP) to achieve faster convergence
speed. Another part of the literature adopts a purely centralized approach for configu-
ration management of single-domain TSN. The vast majority of the literature adopts
SDN-based solutions, mainly for reasons we have explained in Section 2.3 and we
will not elaborate on them here. Time-Sensitive Software Defined Network (TSSDN)
is a relatively complete system architecture in SDN-based solutions. Below, we will
review the above research:

– Improve and extend distributed protocols: Reference [34] extended the RAP
protocol to make it applicable to centralized models. The specific approach is
to implement a RAP-related interface in CUC for receiving and processing RAP
information from terminals. Ref. [40] used an SDN controller to enhance the
SRP protocol. The bridge forwards SRP messages to the SDN controller for
processing and then sends them back to the bridge, which then sends them to
the next hop. In this scheme, SRP messages are processed in the SDN controller
instead of the bridge, but still transmitted hop by hop. Ref. [42] was simplified
accordingly. After forwarding SRP messages to the SDN controller, they are
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directly forwarded to the destination and no longer sent back to the bridge for
hop-by-hop transmission. Ref. [46] more systematically proposed the concept
and architecture of Software Defined Flow Reservation (SDFR), which utilized
SDN OpenFlow for SRP operations such as flow registration.

– Pure centralized method: Ref. [38] explored the feasibility of introducing SDN
in real-time Ethernet, analyzed the advantages and disadvantages of introducing
SDN, and proposed a model architecture for network configuration management
using SDN. Ref. [37] evaluated the feasibility of SDN OpenFlow protocol as a
TSN network management protocol. Ref. [36] summarized the requirements
and challenges of TSN configuration management and, based on this, proposed
a flexible and scalable TSN centralized configuration management architecture
combined with SDN. Ref. [39] used an SDN controller to accelerate the conver-
gence process of clock synchronization. Ref. [41] explored the configuration
management problem of wireless TSN networks based on a centralized model.
Ref. [28] proposed a solution for industrial TSN configuration management using
SDN and OPC UA technologies.

– TSSDN: Reference [45] proposed the concept of TSSDN in 2016 and described
its functions, including global attempts, routing, and scheduling. TSSDN is a
relatively complete system solution that has been borrowed and adopted by many
subsequent research institutes. The authors of [40] provided their understanding
of the TSSDN architecture (as shown in Section 5.1.2). However, Ref. [48] further
combined the fully centralized model described in IEEE 802.1Qcc-2018 [2] (as
shown in Figure 3c), to divide the TSSDN architecture into more detailed module
functions, and also introduces a unified control layer. Ref. [47] combed the
challenges and future research directions of TSSDN from five aspects of reliability,
performance, scalability, security, and interoperability. Ref. [44] studied the
problems and challenges related to flow scheduling in TSSDN, and used integer
linear programming (ILP) to solve the scheduling problem of new traffic. Ref. [43]
proposed a method called TSNµ The centralized configuration management
architecture is similar to TSSDN and compared with TSSDN architecture.

• Multi-domain: The main challenge faced by multi-domain TSN is clock synchroniza-
tion and cross-domain negotiation between different TSN domains. The approach
of [49,50] was similar, introducing a higher-level controller as the negotiation manage-
ment module in the control plane (global controller in Figure 5), which centrally man-
ages TSN domain controllers and indirectly manages multi-domain TSNs, enabling
cross-domain clock compensation and traffic scheduling. And in the subsequent work
of [49], a higher precision cross-domain clock compensation method was proposed
in [52]. Cross-domain TSN flow reservation is also a challenge faced by multi-domain
TSNs. Ref. [53] utilized a distributed approach by adding an east–west bound in-
terface to the TSN domain controller. Through this interface, TSN controllers can
communicate on the control plane to negotiate resource reservation for cross-domain
TSN flows. However, there is no explanation in [53] on how to use east–west interfaces
for cross-domain clock synchronization.

• Heterogeneous network: In the research on the multi-domain problem of TSN, some
have involved the problem of heterogeneous TSN. The so-called heterogeneity refers
to the connection between TSN networks and non-TSN networks, and the TSN flow
needs to pass through the non-TSN network. This phenomenon is common in in-
dustrial legacy networks, where some devices in the network support TSN protocol
clusters while others still do not possess TSN characteristics. In addition, sometimes
the TSN flow from one industrial field also needs to traverse other networks to reach
the other end of the industrial field. This brings a lot of uncertainty to latency and
poses new challenges in configuration management. The multi-domain TSN archi-
tecture proposed by [49,50] is also used in heterogeneous networks. And Ref. [51]
utilizes the idea of distributed models to solve the configuration management prob-
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lem of industrial heterogeneous networks by introducing east–west interfaces in
SDN controllers.

3.4. Advantages and Disadvantages of Distributed and Centralized Models

Distributed models can be quickly deployed in small networks but their disadvantage
is slow network convergence, making it difficult to cope with large networks and complex
user needs. Currently, most relevant literature focuses on centralized models. Determin-
istic Network (DetNet) requires support for network management using a centralized
controller [54]. Compared to distributed models, centralized models have many advan-
tages. Reference [38] provided a relatively comprehensive description of this, covering
multiple aspects such as centralized control, standardization, global view, redundancy and
fault handling, multiple networks sharing a set of devices, dynamic load balancing, fault
node detection and isolation, and efficient multicast.

The centralized model also has flaws. Ref. [35] believed that introducing a centralized
controller in a small TSN network is not worth the loss. In a network with only one
centralized controller, if the centralized controller fails, the entire network will maintain
its current operating status at most, unable to add new traffic, and unable to cope with
network topology changes or handle network failures. Secondly, there are many computing
programs running on the centralized controller and network performance is constrained
by the computing performance bottleneck of the centralized controller [55]. Especially in
TSN networks, centralized controllers need to sense network topology changes in a timely
manner, quickly calculate routing and scheduling plans, and configure devices. And as
the network scale expands, the performance requirements for centralized controllers are
also increasing. Drawing on the ideas of traditional SDN networks, introducing multiple
centralized controllers to serve as hot backup and share computing tasks may become a
solution, but it also needs to face the impact of hot backup switching and collaboration
between multiple controllers on network operation.

4. Research on Key Technologies of TSN Configuration Management

TSN configuration management has completed preliminary standardization work in
terms of system architecture (IEEE 802.1Qcc [2]). We introduced it into distributed models
and centralized models in Section 3. Whether it is a distributed model or a centralized
model, the workflow of the system can be summarized as follows:

• Firstly, the TSN network needs to perform clock synchronization;
• Next, discover network topology and explore network resources;
• Then, according to user needs, adopt a certain network configuration mode for

network configuration;
• Monitor the operation status of the network and promptly identify faults;
• Reconfigure the network for fault recovery.

There are many specific technical details that need to be studied, including clock syn-
chronization management, network topology discovery, network configuration mode, fault
detection, and safety and real-time performance of reconfiguration. We have summarized
the relevant references, as shown in Table 2. Below, we will provide a detailed introduction
to the meaning of the above content and corresponding research.

Table 2. References on key technologies of TSN configuration management.

Content References

Clock Synchronization Management [8,39,49,52,56]
Topology Discovery [57,58]

Network Configuration Patterns [39,59–63]
Fault Detection and Recovery [55,61,62]

Safety and Real-time Performance of Reconfiguration [57,61,62,64,65]
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4.1. Clock Synchronization Management

Accurate clock synchronization on all devices is the foundation of TSN networks.
IEEE 802.1AS [11] has developed a series of algorithms for clock synchronization, including
Master Clock Election (BMCA), link delay measurement, synchronous message forwarding,
and so on. These technologies are designed based on a distributed approach and have
the problem of slow network convergence. Some studies have improved this by utilizing
centralized models. Ref. [39] integrated SDN controllers into CNC based on a centralized
model. All network devices also run BMCA, but the difference is that the SDN controller
sends the pre-calculated configuration file containing the highest clock priority to the
terminal, specifying it as the master clock. In the subsequent research of [39], Ref. [8] added
a dynamic reconfiguration function for AS. When the network changes (such as the main
clock device disconnects or a new device with a higher priority clock is connected), the
SDN controller can automatically recognize and reconfigure the network without manual
intervention. Ref. [56] added a timestamp to the TLV field of the LLDP message, which
measures the link delay while conducting topology discovery. There is no need to send
the link delay measurement message specified in IEEE 802.1AS separately, which helps to
reduce network bandwidth overhead.

In Section 3.3.1, we mentioned that clock compensation is required in cross-domain
TSN networks to ensure that they all have consistent clocks. Refs. [49,52] adopted a central-
ized time compensation method for time synchronization in cross-domain TSN, which can
reduce the clock error of 1000 km TSN cross-domain network to sub-microseconds.

4.2. Topology Discovery

For distributed models, due to the lack of a centralized manager, the bridge needs to
determine its own path for time-sensitive flows to ensure that information from the Talker
can be smoothly forwarded to all its Listeners. Section 3.2.1 mentions that a certain protocol
(such as Spanning Tree Protocol, STP) can be used to build a tree logical topology and
messages from a Talker can reach all its Listeners along the path in the tree. The process of
end users using a certain resource reservation protocol (such as SRP or RAP) to request
services is to explore whether network resources are sufficient and available.

For centralized models, topology discovery and resource information collection can
provide the centralized controller with a global network view, facilitating access control and
traffic planning. The Link Layer Discovery Protocol LLDP developed by IEEE 802.1AB [66]
adopted the distributed idea. Each network device publishes the locally stored network
information to the adjacent nodes. In this interaction process, the topology information
of the entire network is spread to each device, and finally all network members reach a
consensus on the network topology. After introducing SDN into the centralized model,
LLDP is combined with OpenFlow to jointly complete network topology discovery, named
OpenFlow Discovery Protocol (OFDP). In addition to the LLDP protocol, the common
spanning tree protocol can also serve as a tool for network topology discovery. For ex-
ample, reference [57] used the Rapid Spanning Tree Protocol (RSTP) to detect network
topology changes. By utilizing the remote network management protocol mentioned in
Section 3.1, the centralized controller can directly collect network resource information.
NETCONF’s event notification mechanism can also be used to subscribe to certain events,
such as configuration changes, network failures, and changes in data plane performance
parameters [58].

4.3. Network Configuration Patterns

Based on the research in Table 2, we have summarized and divided the network con-
figuration mode into manual configuration, static redundancy configuration, and dynamic
automatic configuration. The configuration management mode adopted by the network is
influenced by multiple factors such as network size, traffic characteristics, fault tolerance
requirements, and costs.
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4.3.1. Manual Configuration

Configuration is usually considered a one-time action during network initialization [59],
where network administrators develop planning plans based on current traffic patterns
(such as cycle, source and destination, traffic constraints, etc.), device characteristics (such as
bandwidth, device processing delay, queue size, etc.), and link characteristics (such as bit rate,
propagation delay, etc.), without modification during network operation. When new streams
or devices need to be added and when there is a network failure, the network needs to be shut
down for manual reconfiguration or processing. In situations where the network size is small
and the traffic mode is relatively simple, manual reconfiguration can be addressed [39].

4.3.2. Static Redundancy Configuration

In order to improve fault tolerance and achieve timely or even seamless recovery
in the event of network failures, redundancy mechanisms need to be introduced. Static
redundancy configuration can be divided into hardware redundancy configuration and
path redundancy configuration. Hardware redundancy configuration runs two or more
identical networks simultaneously (including bridges, links, etc.), and the same data is
transmitted simultaneously in different networks. This method is the most direct and
reliable, but the cost is relatively high [61]. Path redundancy configuration refers to the
transmission of data backups on two or more disjoint paths [62], commonly used in ring
topology or mesh topology with a certain scale. The frame replication and cancellation
(FRER) strategy developed by IEEE 802.1CB [15] adopts this strategy. This strategy saves
some hardware costs, but requires sufficient redundancy in the processing power and link
bandwidth of the device to cope with the worst-case load [61].

4.3.3. Dynamic Automatic Configuration

Manual configuration is very cumbersome, prone to errors, and is difficult to use to
handle complex network and traffic patterns [60]. In the absence of faults, static redundancy
configuration will lead to serious waste of network resources [62]. Therefore, dynamic
automatic configuration as an alternative solution has become a research focus in TSN
network management. The goal of dynamic automatic configuration is to avoid manual
interference throughout all stages of network operation:

• During the initialization phase, automatically collect network topology information
and distribute the initialization configuration to the network bridge;

• Monitor the network operation status during normal network operation and provide
admission control for newly added flows;

• Search for and use redundant paths after a fault occurs, including recalculating routing
and scheduling, and issuing new configuration information.

Many studies have proposed different solutions. Ref. [67] proposed a novel approach
for automatic configuration based on SDN. Newly added flows can be directly forwarded
on the default path, and then migrated to the optimal path by the SDN controller based
on traffic characteristics and network resource conditions. Ref. [59] monitored network
changes and reconfigured the network accordingly by introducing a proxy entity into the
centralized model. Ref. [68] proposed a method to add new streams while the network
is running by reconfiguring TAS [12]. Ref. [63] proposed a dynamic path reconfiguration
algorithm based on SDN, which can seamlessly migrate TSN streams being transmitted in
the network without generating additional latency.

4.4. Fault Detection and Recovery

Many application scenarios of TSN have real-time requirements for fault recovery,
such as the AVnu alliance requiring that the fault recovery time (from fault occurrence to
fault resolution [65]) of the vehicle network be less than 100 ms [69]. The first step in fault
recovery is to discover the fault, which is exactly what this section will explore.
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We mentioned in Section 4.2 that network topology can be sensed through network
topology discovery related protocols. When there is a device disconnection or link discon-
nection in the network, this information will gradually spread to the entire network, thus
sensing that the network has malfunctioned. For example, reference [57] adopted the Rapid
Spanning Tree Protocol (RSTP) to detect changes in network topology. However, using
such methods cannot achieve rapid and timely detection of faults. For example, in the
LLDP protocol, the Time To Live (TTL) of neighbor information is usually a few seconds
or even tens of seconds; coupled with the time for network reconvergence, fault detection
will be a lengthy process. For other protocols, such as STP, RSTP, and MSTP, the same issue
exists [55,62]. Ref. [57]’s research also indicated that using RSTP to detect topology changes
cannot meet the real-time requirements of safety-critical applications. The above AVnu
alliance’s needs cannot be met either.

Some studies have proposed the use of centralized models to address the aforemen-
tioned issues. A. Kostrzewa et al. proposed a method in two consecutive works, refs. [61,62],
by installing a monitor module on each device (including switches and terminals) to moni-
tor the status of local devices and their direct links. When a malfunction occurs, the monitor
reports the information to the centralized controller through a specific protocol. Ref. [70]
proposed an architecture called DRTSN, which utilizes an SDN controller to actively in-
struct device agents deployed on all network nodes during normal network operation,
explaining the actions that need to be performed when certain specific events occur. In
this way, the device agent can automatically take measures to handle faults without the
intervention of the SDN controller in the event of a fault. As shown in Figure 7, this method
greatly reduces the time of fault recovery compared with the conventional fully central-
ized based fault recovery (CR). Ref. [55] also utilized SDN controllers for fault detection,
reducing fault recovery time, and solves the routing and scaling issues of flow affected by
faults by introducing source routing technology (encoding the forwarding path into the
data packet header to avoid maintaining the forwarding table in the bridge).
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Figure 7. In a four-node network, the fault recovery time corresponding to different numbers of
flows [70].

4.5. Safety and Real-Time Performance of Reconfiguration

The reconfiguration process may have an impact on the safety of running services
in the TSN network, resulting in transmission timeout and even packet loss. Some TSN
application scenarios require high execution efficiency in the reconfiguration process, which
can cause the network to re-converge in a short period of time. Below, we will discuss the
performance of these two aspects of reconfiguration.
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4.5.1. Safety of Reconfiguration

The reconfiguration process may bring safety issues, as shown in Table 3. A. Kostrzewa et al.’s
research in [61,62] and K. Weijiang et al.’s research in [64] used network pattern trans-
formation to solve this problem. Each network mode corresponds to a set of network
configurations, a set of supported flows, and a series of behaviors of the centralized con-
troller. After the reconfiguration process caused by a fault is triggered, the affected parts of
the network enter transition mode. In this mode, the affected devices perform simplified
network functions, while the centralized controller reconfigures the affected devices in a
safe order. If the reconfiguration is successful, the network will return to normal mode,
otherwise it will enter fault mode.

Table 3. Safety issues during reconfiguration process [61].

Issues Descriptions

Order
Some nodes complete reconfiguration before others and the network undergoes a series of intermediate
states. When upstream nodes start contracting while downstream nodes are still busy configuring, it may

lead to frame loss.
Buffer After reconfiguration, the queue is adjusted, emptied, or blocked, resulting in frame loss.

Priority inversion After reconfiguration, the originally high-priority flow has changed to a low-priority flow, resulting in an
increase in the latency of the flow and affecting the original business.

Forwarding incorrectly After reconfiguration, the forwarding rules of the bridge change, which may result in packets received
before reconfiguration being discarded.

4.5.2. Real-Time Performance of Reconfiguration

We introduced the definition of fault recovery time in Section 4.4, which mainly
includes the time required to discover faults and the time required to resolve faults.
Section 4.4 has studied the former, while the latter is the real-time issue of reconfiguration
to be explored in this section.

Many studies on centralized models have used SDN controllers and OpenFlow as
the network configuration management protocol. Ref. [65] demonstrated through formal
analysis that the worst-case configuration delay for TSN using SDN is much less than
50 ms, which can meet the real-time reconfiguration requirements of TSN. In the study
of [65], OpenFlow is based on UDP (instead of the commonly used TCP) for transmission,
eliminating the latency caused by TCP handshake and flow control mechanisms. Ref. [57]
found through simulation that using BE streaming to transmit configuration management
messages cannot meet real-time requirements. Therefore, reconfiguring related messages
should be sent with the highest priority, which helps to reduce latency. In addition,
using static routing for configuration management messages can also enhance real-time
performance. Ref. [61] tested the reconfiguration delay based on SDN in a typical car
network shown in Section 5.1.2. The results are shown in Figure 8, where (Figure 8a)
represents the reconfiguration delay caused by using a software protocol stack based on
Linux kernel and (Figure 8b) represents pure protocol overhead, excluding the overhead
of Linux kernel compared to (Figure 8a). The test results indicate that the majority of the
overhead (95%) comes from the processing time of the Linux kernel when reconfiguring the
network stack (such as routing tables) but, even with the software implementation of the
configuration protocol, the total recovery time in the worst-case scenario is within 50 ms.

Although the above research has proven that using SDN can meet the real-time
requirements of TSN reconfiguration, ref. [37]’s research indicated that OpenFlow itself can
only achieve partial TSN configuration management functions and requires collaboration
with other extensions or accompanying protocols. And using the YANG model meets
the protocol requirements, while OpenFlow does not support the YANG model. The
NETCONF protocol, which is closely integrated with the YANG model, is the optimal
choice for the southbound interface (Section 2.2). However, the NETCONF protocol was
not designed with real-time requirements in mind. Ref. [70]’s research indicated that
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the SSH and NETCONF session establishment operations of the NETCONF protocol
are very time-consuming, and this has been optimized to establish SSH and NETCONF
connections in advance between the central controller and the faulty node, reducing the
entire fault recovery time from 823 ms to 254 ms. However, this still cannot meet the 100 ms
fault recovery delay required by the AVnu alliance. Therefore, improving the real-time
performance of NETCONF protocol is still a problem worth further in-depth research.

(a) Reconfiguration latency for network failure recovery with kernel 

overhead (Linux based software running on switches)

(b) Reconfiguration latency for network failure recovery without 

kernel overhead (Linux based software running on switches)

Figure 8. Reconfiguration delay of in-vehicle network based on SDN [61].

5. Application Scenarios of TSN Configuration Management

Many studies on TSN configuration management have combined specific application
scenarios, including medical [71], data center [72], fog computing [73,74], and other fields.
In-vehicle network and industrial network are currently the main application directions,
with many related studies. We will introduce these two fields in the following content,
combined with the specific references in Table 4.

Table 4. References on TSN configuration management in in-vehicle and industrial scenarios.

Scenario Reference

In-vehicle [39,40,42,61,62,75]
Industry [28,51,73,76–79]

5.1. In-Vehicle Scenario

With the continuous development of Advanced Driving Assistance System (ADAS)
and Internet of Vehicles (IoV), the intelligence and interconnectivity of vehicles are con-
stantly improving, and the devices and traffic in the vehicle network are also gradually
increasing. TSN can be used as the backbone network of the on-board network, connect-
ing various modules (including the power system, body sensors, ADAS, entertainment,
etc.) together.

5.1.1. Characteristics and Requirements Analysis of In-Vehicle Scenario

How to effectively manage increasingly complex in-vehicle TSN networks is an im-
portant research topic and the IEEE P802.1DG working group is currently committed to
solving this problem. The characteristics of car networks include:

• Network size and relatively limited number of streams to be supported [64].
• Most of the traffic is already set before leaving the factory [32].
• The automotive control network requires a very fast startup time [32].
• Some businesses require dynamic configuration.

For the first three characteristics, it is achieved by directly loading configuration
information from non-volatile memory into network devices after the car starts. This
helps to minimize configuration, shorten startup time, and provide a secure and stable
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communication environment for control data. In addition, there is almost no need for
additional management protocols to support configuration. However, with the increase in
Internet of Vehicles applications, some businesses may be offloaded to edge nodes, which
increases the demand for dynamic configuration.

5.1.2. Case Study of In-Vehicle Scenario

(1) Expanding OpenFlow to meet TSN configuration requirements: Reference [40]
suggested that the topology of the vehicle network is relatively stable, and the SDN con-
troller can effectively determine routing to prevent link overload. It can also calculate and
verify link latency at runtime. In addition, the author extended the OpenFlow configuration
management table entry, as shown in Figure 9a. The SDN controller can configure the
scheduling table, SR table, and flow based forwarding table of the TSN switch through
OpenFlow, verifying the feasibility of TSSDN (Section 3.3.3).
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Figure 9. Cases of TSN configuration management in vehicle scenario.

(2) Profile and parameter mapping: Ref. [39] proposed the use of SDN for configu-
ration management of vehicle networks to cope with dynamic changes in business and
failures. As shown in Figure 9b, the Config TSN component is used to generate appropriate
configuration files for each device in the network and match these configuration files with
the UUIDs of each device. The Ethernet TSN component is used to convert configuration
files into YANG models for each device. Finally, the NEON SDN controller is called to
complete the configuration distribution operation.

(3) Reconfiguration: A. Kostrzewa et al. focused their research on reconfiguring in
vehicle networks [61,62], believing that reconfiguration operations must be carried out
in the correct order to prevent deadlocks or livelocks during the reconfiguration phase
(for example, incorrect order of switch reconfiguration may prevent access to certain
paths or even to certain parts of the network). On this basis, a centralized car network
reconfiguration architecture based on NMU was proposed, as shown in Figure 9c. The
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NMU unit is essentially an SDN controller used to sense network failures and maintain
network status information. In addition, the network reconfiguration process based on
NMU was elaborated in detail and deployment suggestions for NMU were provided.

(4) Using SDN to enhance SRP protocol: Reference [75] studied the possibility of
using Multiple Stream Registration Protocol (MSRP) [18] for resource reservation in ve-
hicle networks and focused on the configuration management problem in scenarios of
inconsistent link bandwidth. A TSN profile for vehicle network configuration was pro-
vided. Reference [42] suggested that the original MSRP protocol is distributed and requires
support from Multiple VLAN Registration Protocol (MVRP) [18] and Multiple MAC Reg-
istration Protocol (MMRP) [18], which increases network complexity. Therefore, ref. [42]
proposed a simplified version of SRP protocol based on SDN controllers for in-vehicle
network. As shown in Figure 9d, LLDP protocol is deployed in the SDN controller to
sense network status. All dynamic services are registered by the SDN controller uniformly,
and the SDN controller converts the registration results into configuration table items and
distributes them to various switches.

5.2. Industrial Scenario

Traditional industrial communication mainly relies on fieldbus and industrial Eth-
ernet (such as PROFINET and EtherCAT), which are relatively closed, independent, and
incompatible with each other. TSN provides high reliability and low latency traffic schedul-
ing capabilities required for industrial scenarios, and is based on a standard Ethernet
architecture, providing a clear and feasible solution for industrial interconnection.

5.2.1. Characteristics and Requirements Analysis of Industrial Scenario

The IEC/IEEE 60802 working group jointly established by IEC and IEEE is promoting
the application of TSN in the interconnection and interworking of industrial equipment. In
industry network:

• The network needs to have seamless reconfiguration capability and support plug-and-play;
• Generally, it is a heterogeneous network, where there are many legacy devices and the

network scale is relatively large;
• There are challenges in adapting to industrial Ethernet applications with different QoS

requirements and transmitting BE traffic on shared networks [76].

Considering the above characteristics, industrial networks are currently paying special
attention to three technologies: TSN, SDN, and OPC UA. At present, the research hotspots of
TSN configuration management in industrial scenarios mainly include system architecture,
legacy device agents, configuration management side protocols (NETCONF, OpenFlow),
configuration parameter mapping, application layer protocol mapping, scheduler research,
and dynamic automatic configuration, etc.

5.2.2. Case Study of Industrial Scenario

(1) System architecture: Reference [51] studied the TSN configuration management
architecture for heterogeneous industrial networks, as shown in Figure 10a. Overall, a fully
centralized model was adopted. The architecture is divided into four network domains:
machine, workshop, factory, and internet. All the bridges displayed in this architecture
are TSN bridges. All TSN bridges in each network domain are configured and managed
by a local SDN controller (CNC) through a southbound interface, while CNCs in different
network domains are connected through east–west interfaces. In addition to CUC and CNC
(Section 3.1), this study also introduces SDN agents in the machine domain, consisting of
PN bridges (SDN bridges with PROFINET gateway capabilities), for integrating industrial
legacy devices into the TSN network. Industrial legacy equipment communicates with PLC
integrated with CNC through PN (PROFINET) in the TSN network. Sensors and cameras
on industrial fields use OPC UA to transmit information to each other or to applications on
the internet cloud.
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(2) Embedded OPC UA: With the continuous improvement of processor and memory
performance in industrial field devices, embedding OPC UA server functions into industrial
field devices has gradually become a trend. This method can directly provide data access
services to external OPC UA clients but it also has drawbacks: if there are multiple sets of
OPC UA servers and communication requirements between clients, it requires multiple
manual settings of the connection between external OPC UA clients and embedded OPC
UA servers, which will bring a huge workload and result in a mesh connection between
the clients and servers in the system. To address this issue, reference [73] proposed an
aggregation architecture that can connect OPC UA servers within the on-field industrial
control subsystem. Based on this, reference [77] studied the aggregated OPC UA server
architecture for on-field TSN network control in the factory area.

CUC

CNCPLC CNCPLC

PN

Bridge

SDN Agent

PN

Bridge

PN

Bridge

PN

Bridge

SDN Agent

PN

Bridge

PN

Bridge

OPC 

UA

OPC 

UA

CNC

SDN

Bridge

SDN

Bridge

CNC

SDN

Bridge

SDN

Bridge

Bridge

Router

Server

App

Cloud

Server

App

Cloud

Southbound IF
Southbound IF Southbound IF

App

Cloud

App

Cloud

West-East IF West-East IF

User 

Configuration

User 

Configuration

Machine Shop Floor Factory IT Internet

Motor 

Driver
Motor

Conveyor

Product

PN

Smart 

Camera

Photoelectric 

Sensor

Wireless

SDN Bridge

(a)

(b) (c)

Northbound IF

DashboardCamera Robotic Arm

(d)

Operations, 

Control and 

Supervision

Figure 10. Cases of TSN configuration management in industrial scenario. Subfigure (a) portrays
the TSN configuration management architecture for heterogeneous industrial networks. Subfigure
(b) shows a quality inspection system. Subfigure (c) shows a case of industrial wireless TSN. And
subfigure (d) represents a module for operating, controlling and monitoring.

(3) Industrial field equipment: Reference [28] more specifically studied an applica-
tion case of TSN configuration management in industrial scenarios. Figure 10b shows a
quality inspection system. As the photoelectric sensor of TSN Talker, the product position
information mapping on the conveyor belt is mapped to the OPC UA stream and then
transmitted to the monitor as the TSN Listener through the TSN network. The motor of
the conveyor belt is connected to the TSN network through the PROFINET gateway. Refer-
ence [78] studied the feasibility of wireless TSN industrial networks and built a prototype
system as shown in Figure 10c. Industrial devices, including cameras, instrument panels,
and robotic arms, were wirelessly connected to the TSN network, and the behavior of all
industrial devices was managed by the upper control plane. Reference [79] also proposed a
similar wireless industrial TSN network, where all industrial TSN devices, whether wired
or wireless, are managed by the same set of control plane devices. In addition, Ref. [79]
also designed modules specifically for operating, controlling, and monitoring the entire
industrial TSN network, as shown in Figure 10d.

6. Research Directions and Challenges
6.1. Standardization of Control Plane

We mentioned in Section 1.1 that the standardization of TSN control plane needs to be
improved, which can be started from the following aspects:
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• CUC and CNC: IEEE 802.1Qcc [2] introduced CNC and CUC as centralized control
units, but did not clearly define the specific functions of CNC and CUC, nor how the
communication interface (UNI) between them interacts with information. The IEEE
P802.1Qdj being developed will address this issue, further clarify the functions of
CNC and CUC, and stipulate that the two communicate using protocols based on the
YANG model (such as RESTCONF).

• Configuration management interface: The TSN standard does not unify the interface
protocol between CUC and end users, as well as the interface protocol between CNC
and the network bridge. Ref. [28] proposed using the client server mode of OPC UA
as the interface between network controllers and end users in industrial scenarios,
which may be a potential solution. In Section 4.5.2, we discussed the interface protocol
between CNC and the bridge, namely the TSN remote configuration management
protocol. The improvement of standardization and real-time performance in this area
is still a problem worth further in-depth research.

• YANG model: We mentioned in Section 2.2 that the YANG model plays a role in
promoting unified management in TSN. However, the current standard YANG model
still needs to be improved. In addition, various device manufacturers will introduce
custom YANG models when improving and extending standard protocols, while
these private YANG models are not publicly disclosed. Therefore, there are currently
many difficulties in implementing global unified configuration management in a TSN
network composed of products from different manufacturers.

6.2. Real-Time Dynamic Reconfiguration

In Section 4.3, we described the importance of dynamic automatic configuration in
centralized configuration management but there are still some important issues that need
to be addressed:

• Process specification: Dynamic automatic configuration itself is a process completed
by the network itself, but at present there is no relevant standard [59] for it and there is
no unified specification for its complete process, which is not conducive to the forma-
tion of an interoperable, vendor-independent TSN configuration management model.

• Real time: In Sections 4.4 and 4.5, we mentioned that fault recovery requires reconfig-
uration of the network, which includes the time required to discover and resolve faults.
Reference [57] demonstrated that using spanning tree protocols to detect topology
changes is time-consuming and cannot meet real-time requirements. The research in
reference [70] indicated that the NETCONF protocol lacks real-time performance. Im-
proving the real-time performance of dynamic reconfiguration is a topic that involves
the design of real-time operating systems and network protocols, and further research
is needed.

6.3. Cross-Domain TSN

We introduced the literature related to cross-domain TSN in Section 3.3, but these
articles lack research on and description of many specific technical details:

• East–west interface: In the absence of a global controller (i.e., a distributed control
plane), domain controllers need to use an east–west interface for communication, but
there is currently no research on or evaluation of specific east–west interface protocols
in relevant literature. In addition, how to use east–west interfaces for cross-domain
negotiation and clock compensation between domain controllers is also a challenge,
especially when there are a large number of domain controllers; the distributed nature
can bring significant complexity to the design of east–west interface protocols.

• Global controller: When there is a global controller in the network (i.e., the control
plane is centralized), similar problems can also be encountered:

– There is currently a lack of research on the interface between the global controller
and the domain controller;
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– The functional division between the global controller and the domain controller
is currently unclear, such as which controller should be responsible for collecting
and processing end-user requirements;

– The collaboration mechanism between the global controller and the domain
controller needs to be explored, such as how the two share information (including
user terminal information, network topology information, etc.), how to negotiate
management, and how to compensate the network clock.

Overall, on the control plane of cross-domain TSN, whether introducing east–west
interfaces or introducing a higher-level global controller, it will bring many problems and
challenges worth studying.

6.4. Wireless TSN

The Avnu Alliance has released a white paper on wireless TSN [80], outlining a
roadmap for integrating wireless technology into industrial TSN systems. The first chal-
lenge to overcome in the roadmap is centralized model based configuration management
for wireless TSN devices. Intel Lab is currently committed to expanding IEEE 802.11 (Wi-Fi)
into the field of wireless TSN [81]. They outlined the potential applications, requirements,
and challenges of expanding TSN features on wireless networks in [79], and have built an
industrial robot test bench that supports wireless TSN [78]. TSN wireless devices are con-
figured with the same CUC and CNC as wired devices to achieve seamless expansion from
wireless domain to wired domain. At present, the following work needs to be considered:

• Introducing More Wireless Technologies: The aforementioned Intel laboratory re-
search used IEEE 802.11 (Wi-Fi) and reference [41] configured terminal sensors by
integrating DECT ULE wireless technology in CUC. Expanding the TSN configura-
tion management model to other wireless networks requires more practical valida-
tion, such as cellular network technology and common wireless technologies in the
industrial field.

• TSN Distributed Configuration Management Model in Wireless Domain: The
above research is focused on centralized wireless TSN and currently there is no
attempt to extend the TSN distributed configuration management model (Section 3.2)
to wireless domains.

• Configuration Management Challenges Brought by Wireless Networks: Currently,
there is no literature considering using configuration management entities to ad-
dress interference issues (such as network overlap) in wireless network planning
and deployment. In addition, due to interference, distance, and other factors, the
wireless channel capacity is unstable, so it is particularly important to use the TSN
configuration management entity to monitor and manage the wireless channel.

7. Conclusions

As a critical technology for the development of Time-Sensitive Networking, TSN
configuration management currently faces many difficulties and challenges. Although
TSN’s functionality in the data plane has been increasingly improved, much work still
needs to be done in the standardization of the control plane. This article provides a
comprehensive summary of system architecture and various key technologies related to
Time-Sensitive Network configuration management. It also introduces the application cases
of TSN configuration management in two popular fields, namely vehicular networks and
industrial networks. Finally, this article analyzes the challenges faced by TSN configuration
management and outlines the next research directions. It is hoped that this literature review
in this field can provide references and assistance to relevant researchers.
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