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Abstract: The efficiency of visible and near-infrared (VIS/NIR) sensors and predictive modeling for
detecting and classifying South American Leaf Blight (SALB) (Pseudocercospora ulei) in rubber trees
(Hevea brasiliensis) has been poorly explored. Furthermore, the performance of VIS/NIR analysis
combined with machine learning (ML) algorithms for predicting photosynthetic alterations caused
by SALB is unknown. Therefore, this study aimed to detect and classify the SALB levels, as well as to
predict, for the first time, disease-induced photosynthetic changes in rubber trees. Leaf hyperspectral
reflectance combined with five ML techniques (random forest (RF), boosted regression tree (BRT),
bagged classification and regression trees (BCART), artificial neural network (ANN), and support
vector machine (SVM)) were used. The RF, ANN, and BCART models achieved the best performance
for classifying the SALB levels on the training dataset (accuracies of 98.0 to 99.8%), with 10-fold
cross-validation repeated five times, and test dataset (accuracies of 97.1 to 100%). The ANN and RF
models were better at predicting leaf gas exchange-related traits such as net CO2 assimilation rate (A)
and extrinsic water use efficiency (WUEe) in the training (R2 ranged from 0.97 to 0.99) and testing (R2

ranged from 0.96 to 0.99) phases. In comparison, lower performances (R2 ranged from 0.24 to 0.52)
were evidenced for the photochemical traits. This research provides a basis for future designs of a
remote monitoring system based on early detection and accurate diagnosis of biotic stress caused by
SALB, which is fundamental for more effective rubber crop protection.

Keywords: Hevea brasiliensis; Pseudocercospora ulei; spectral reflectance; machine learning; disease
detection; precision crop protection; photosynthesis prediction

1. Introduction

Rubber cultivation of Hevea brasiliensis (Will. Ex Adr. De Juss) Muell.-Arg is the main
source of natural rubber in the world [1]. Global production is concentrated in the Asian
continent (91.2%) [2] despite the fact that the rubber tree comes from the Amazon region in
South America [3]. Latin America only represents 2% of global production [2]. This low rep-
resentation in rubber production is mainly limited by the principal phytosanitary problem
of this crop, a foliar disease known as South American leaf blight, which is caused by the
fungus Pseudocercospora ulei [4] that affects the physiology of the plant [5,6] and gradually
reduces latex production (reduction from 20 to 75%) [7]. This disease is managed mainly
by genetic control, and monitoring is carried out using classic measurement methods [8].

Conventional diagnosis and monitoring methods for crops diseases mainly include
field visual inspection, laboratory tests, and non-invasive detection techniques [9]. In
particular, field methods can be subjective, untimely, expensive, and poorly reproducible,
and laboratory tests such as molecular tests are limited in terms of early detection, control,
and management [9,10]. On the other hand, the use of modern technologies for remote
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detection of plant disease, called “radiodiagnosis” by Zhang et al. [11], has shown high
efficiency, simplicity, accuracy, speed, reproducibility, and accessibility for detecting and
differentiating between healthy and infected leaves [9,11–13].

Remote sensing applied to plant disease allows the acquisition of biophysical in-
formation from plants mainly related to infection and physiological changes caused by
pathogens [10,11,14–17]. According to Zhang et al. [11], four biophysical changes can be
detected: (1) reduction of biomass and decrease in leaf area index (LAI), (2) lesions from
infection, (3) destruction of pigment systems, and (4) wilting.

Based on physical principles, remote sensing systems can be classified into three types:
(1) visible and infrared spectral systems (VIS-NIR, 400–2500 nm), (2) Fluorescence and
thermal systems, and (3) synthetic aperture radar (SAR) and light detection and ranging
equipment (Lidar) systems [11]. In particular, VIS-NIR spectroscopy systems are based
on the relationship between the “source” signal or irradiance (electromagnetic radiation)
interacting with the surface, and the reflected, “received” signal at the sensor (surface-
reflected energy), which is known as spectral reflectance [9,11].

The spectral characteristics of light reflected by the leaves can be an indicator of biotic
stress in plants with different types of pathogens [9]. Thus, several studies have demon-
strated the potential of spectral reflectance and VIS-NIR spectroscopy systems (wavelength:
400–1000 nm) in remote detection and discrimination of plant pathogens [10,18–22], as
well as the use of hyperspectral data as a proxy to analyze physiological changes in plants
from different types of stress [15–17,23,24]. In the VIS-NIR sensors, the most important
regions of electromagnetic spectrum correspond to the visible portion of the spectrum
(VIS, wavelength: 400–750 nm), mainly related to changes in chlorophyll and carotenoid
contents, and the near-infrared (NIR), more precisely the short-wavelength region (SW-NIR,
wavelength: 750–1300 nm), which is associated with structural discontinuities found in
the leaf mesophyll [9,11]. However, the level at which different diseases cause various
spectral changes in plants and the degree to which the spectral reflectance changes for a
particular stress agent vary among species, plants, organs, and tissues [9,10,25]. Various
spectral aspects related to biotic stress are still unresolved in many pathosystems because
of the specificity of the host-pathogen interaction [12].

Additionally, spectral data require the use of advanced data analysis methods and
calibration of specialized algorithms in accordance with the multidimensional nature of the
spectral information [9,14]. Traditional data analysis techniques, such as regression models
and linear discriminant analysis, have various assumptions that, in many cases, are not met
because of the non-linear relationships between response and predictor variables, which
limits the use of these techniques when modeling highly multidimensional data, such as
spectral data [14,26]. In contrast, modern data-analysis techniques, such as machine learn-
ing (ML) algorithms adapt to any mixture of data types and can handle huge volume data.
Thus, techniques such as the artificial neural network (ANN) and support vector machine
(SVM) utilize a mechanism that transforms the input into the output through complex
mathematics processes [26–28]. Furthermore, other techniques such as random forest (RF),
boosted regression tree (BRT), and bagged classification and regression trees or bagged
carts (BCART) utilize more advanced strategies to augment the model’s performance
through a process known as ensemble or meta-learning (i.e., combining multiple weaker
learners to create a stronger learner) [14,26,28]. These techniques have demonstrated a high
performance for predicting different diseases and disease-induced physiological changes
in plants from spectral data [13,14,16,19,29–32]. However, the use of ML algorithms for
predicting disease levels, as well as physiological changes caused by disease in the same
host, is poorly documented.

In the H. brasiliensis-SALB pathosystem, Sterling and Melgarejo [20] used spectral
vegetation indices (SVIs) and multiple linear regression to analyze foliar spectral changes
caused by the fungus P. ulei, and Lucas Domingos da Silva et al. [33] used near-infrared
spectroscopy (NIRS) technique and PLS-DA (partial least squares discriminate analysis)
modeling for the tree leaves classification of mature leaves with and without SALB.
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Despite the efficiency of VIS/NIR sensors and predictive modeling for the detection
and classification of leaves with and without SALB symptoms, its potential for predicting
disease levels has been poorly explored. Furthermore, the performance of VIS/NIR sensors
and ML algorithms for predicting photochemical and non-photochemical photosynthetic
alterations caused by SALB has not been documented. The development of predictive
models based on spectral reflectance and ML techniques is important because it will not only
allow detection and discrimination of the intensity of the symptoms generated by SALB,
but also to detect and predict the biotic stress generated by this disease. This information is
essential for the early diagnosis and effective management of SALB, as well as for the use
of appropriate management practices to improve the physiological status and productive
performance of rubber trees affected by this disease. The hypothesis of this study was that
the detection and classification of SALB levels in young leaves of H. brasiliensis, as well as
the prediction of photochemical and non-photochemical photosynthetic changes caused by
this disease, can be captured by VIS/NIR analysis combined with ML algorithms.

Therefore, this study had the following objectives: (1) to analyze changes in leaf
hyperspectral reflectance caused by SALB using VIS-NIR sensors; (2) to select wavelengths
with sufficient ability to discriminate between levels of SALB; and (3) to develop models
based on different machine learning techniques to classify SALB levels and predict disease-
induced photochemical and non-photochemical photosynthetic changes in rubber trees.

2. Materials and Methods
2.1. Experimental Conditions and Obtaining of Disease Severity Classes

This experiment was conducted in a climate-controlled room (an air temperature = 23 ◦C,
a relative humidity range = 90–95% and a photoperiod of 12 h dark/12 h light at 2000 lux)
at the Phytopathology Laboratory of the SINCHI Amazonian Institute of Scientific Re-
search (Florencia, Caquetá, Colombia) (1◦37′03′′ N and 75◦37′03′′ W). Ten healthy 4-month-
old rubber plants for the two cultivars with different susceptibility to SALB, FX 3864
(PB 86 × FB 38) (high susceptibility) [5,34,35] and FX 4098 (PB 86 × B 110) (low suscepti-
bility) [5,35,36], were grown in individual plastic bags with 7 kg of Caquetá soil [37] and
arranged in pots to perform the experiment (Figure 1a). The selected plants had stems
that were 75–80 cm high, with a 2–2.5 cm girth, and second leaflets whorl in stage B [38]
(i.e., reddish, green nerves visible and surface gleaming leaflets) (Figure 1b). The two
tested cultivars were made by Ford Plantations in Brazil from 1935 to 1943 [8] and were
commercially introduced to Colombia in 1964 and 2000, respectively [39]. In this study,
these two clones were used to obtain an infection gradient and achieve the lowest and
greatest SALB severity classes [20].

The plants of each cultivar were divided into two groups (each with five plants):
without inoculation and with inoculation (Table 1). Thus, four rubber leaflets per plant
were inoculated with a highly aggressive 17i VIF isolate of P. ulei fungus (SALB) [40],
belonging to the isolates bank of the SINCHI Phytopathology Laboratory, following the
methodology by Sterling and Melgarejo [5]. 10-day-old leaflets in stage B (Figure 1b) were
sprayed on the abaxial surface with a suspension containing 2 × 105 conidia mL−1.

After inoculation, the plants were kept in darkness for 24 h and, thereafter, were
subjected to a photoperiod of 12 h dark/12 h light at 2000 lux until day 20 in a conditions-
controlled room. The disease severity was monitored at 0, 4, 8, 12, 16, and 20 days after
inoculation (dai) to obtain different SALB levels in young leaf stages (leaflets B and C).
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Figure 1. Experimental conditions of the study. (a) Conditions-controlled room with Hevea brasili-
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stage C with SALB severity class ‘4’ at 20 dai. 

The plants of each cultivar were divided into two groups (each with five plants): 
without inoculation and with inoculation (Table 1). Thus, four rubber leaflets per plant 
were inoculated with a highly aggressive 17i VIF isolate of P. ulei fungus (SALB) [40], 
belonging to the isolates bank of the SINCHI Phytopathology Laboratory, following the 
methodology by Sterling and Melgarejo [5]. 10-day-old leaflets in stage B (Figure 1b) were 
sprayed on the abaxial surface with a suspension containing 2 × 105 conidia mL−1. 

Table 1. Detail of samples for each SALB severity class used for the photosynthetic and hyperspec-
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2 6–15% With 4, 8, 12, 16 and 20 FX 3864, FX 4098 25 
3 18–20% With 8, 12, 16 and 20 FX 3864 6 
4 40–100% With 12, 16 and 20 FX 3864 5 
    Total 120 

a Days 0, 4, and 8, corresponded to B stage leaflets, and days 12, 16, and 20 to C stage leaflets. 
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lection of optimal spectral bands and culminates with the prediction of the SALB levels 
and disease-induced photosynthetic changes using five machine learning techniques. 

Figure 1. Experimental conditions of the study. (a) Conditions-controlled room with Hevea brasiliensis
plants, (b) healthy leaflets (0) in stage B at 0 days after inoculation (dai), (c) diseased leaflets in stage
C with SALB severity class ‘4’ at 20 dai.

Table 1. Detail of samples for each SALB severity class used for the photosynthetic and hyperspectral
data analysis in Hevea brasiliensis.

Severity
Class

Severity
Range Inoculation Days of Sampling a Observed

Cultivars
Number of

Samples

0 0%
Without 0, 4, 8, 12, 16 and 20 FX 3864, FX 4098 60

With 0 FX 3864, FX 4098 10
1 0.2–5% With 4, 8, 12 and 16 FX 3864, FX 4098 14
2 6–15% With 4, 8, 12, 16 and 20 FX 3864, FX 4098 25
3 18–20% With 8, 12, 16 and 20 FX 3864 6
4 40–100% With 12, 16 and 20 FX 3864 5

Total 120
a Days 0, 4, and 8, corresponded to B stage leaflets, and days 12, 16, and 20 to C stage leaflets.

When SALB visible lesions were recognized (Figure 1c) and classified according
to Gasparotto et al.’s [7] severity scale adapted by Sterling and Melgarejo [41] (i.e., the
percentage of foliar area with disease symptoms and signs), five treatments (levels or classes
of SALB severity) were established in a completely randomized experimental design. Thus,
the plants that had the same severity in each day of sampling and were assigned in each
severity class (Table 1). Figure 2 (flowchart) shows the overall methodology followed in this
study, which begins with obtaining the SALB severity classes and nine photosynthetic traits,
continues with capturing and preprocessing the spectral signatures and selection of optimal
spectral bands and culminates with the prediction of the SALB levels and disease-induced
photosynthetic changes using five machine learning techniques.

2.2. Photosynthetic and Spectral Data Acquisition

Photosynthetic and spectral measurements were performed on the most severely
attacked leaflet per plant in each severity class in each day of sampling (0, 4, 8, 12, 16, and
20 days) (Table 1). Nine photosynthetic traits related to biotic stress caused by SALB in H.
brasiliensis [5,6] were measured following the methodology of Sterling and Melgarejo [5]:
(1) four-leaf gas exchange traits, net CO2 assimilation rate (A) (µmol CO2 m−2 s−1), transpi-
ration rate (E) (mmol H2O m−2 s−1), stomatal conductance (gs) (mol H2O m−2 s−1), and
extrinsic water use efficiency (WUEe) (µmol CO2 mmol−1 H2O), using an IRGA portable
infrared gas analyzer (TPS-2 Portable Photosynthesis System, USA); and (2) five chloro-
phyll a fluorescence traits in leaflets adapted to darkness using dark-adaptation leaf-clips
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for 30 min, maximum photochemical efficiency of PSII (Fv/Fm), efficiency in capturing
excitation energy for the open reaction centers of the PSII (Fv

′/Fm
′), ETR (electron transport

rate through PSII), non-photochemical quenching of PSII (NPQ), and coefficient of photo-
chemical quenching (qP), using a field-portable pulse-modulated chlorophyll fluorometer
(Hansatech Instruments, Hoddesdon, England).
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Figure 2. Flowchart of the general methodology followed in the research.

After the photosynthetic traits’ measurements, the spectral reflectance was measured
using an Apogee PS-100 spectroradiometer (spectral range of 350 to 1000 nm) and Spec-
traWIZ operation software (StellarNet Inc., Tampa, FL, USA) according to the methodology
by Sterling and Melgarejo [20]. Thus, each spectral reading was automatically averaged
with 30 spectral reflectance, using a spectral interval of 1 nm. Before the spectral readings,
the spectroradiometer was calibrated with a white surface of maximum reflectance using
a 100-W halogen lamp to illuminate the surface and another black surface of minimum
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reflectance. The spectral range between 400 and 900 nm (including 501 spectral bands) were
used. The bands below the 400 nm and above the 900 nm were not considered because of
the noise, scattering, or deformed spectra (readings error). Similar spectral intervals have
been considered in various biotic stress studies because of the alterations caused by the
pathogens in the photosynthetic pigments and in the mesophyll structure, also affecting the
leaf spectral reflectance properties in the VIS and NIR regions, respectively [15,20,21,42].

Three reflectance spectra of the adaxial face of each selected leaflet were measured
and then averaged per plant (spectral sample). Because of the design, 120 spectral samples
distributed in the five severity classes, as shown in Table 1, were collected during six days
of sampling.

2.3. Spectral Data Pre-Processing

Two spectral preprocessing methods [43–45] were carried out on the reflectance spectra
data, using ParLes [43]: (1) multiplicative scatter correction (MSC) (i.e., correction of the
scatter effect), and (2) smoothing/denoising with Savitzky–Golay filter (i.e., reduction of
random noise with a second polynomial order). Then, the preprocessed data were imported
to InfoStat v. 2020 [46] to plot average reflectance curves from each severity class.

2.4. Photosynthetic Data Preparation

The means and standard error values of the dataset based on nine photosynthetic
traits were estimated for each SALB severity class in both leaf stages (leaflets B and C) to
analyze the data variation. The descriptive statistics were performed in InfoStat v. 2020.

2.5. Severity Classes Separation Using Principal Component Analysis (PCA)

A principal component analysis (PCA) was used to visualize the separation of SALB
severity classes in a two-dimensional graphic (PC1 and PC2, which capture the maximum
variance) based on leaf hyperspectral reflectance. This technique has been used in previous
works to analyze changes in the variance of the spectral reflectance among different levels
of categoric variables to identify how well these categories can be separated [21,45,47,48].
The factor loading plot of each PCA, was also analyzed, defined as the importance of
each variable (wavelength) on each principal component, to identify spectra regions that
have a higher capacity for discriminate among classes [47,49]. The PCA was performed in
InfoStat v. 2020.

2.6. Stepwise Wavelengths Selection

Prior to the machine learning model’s tuning, a stepwise selection (or sequential re-
placement) was carried out with all spectral samples (n = 120) to reduce the dimensionality
of the predictors (501 wavelengths obtained by reflectance data), using InfoStat v. 2020 at
a p-value < 0.05. This technique selects the wavelengths that best explain the differences
between the severity classes, avoiding variable variance inflation and removing the multi-
collinearity between wavelengths [21,42,48]. Stepwise selection is a combination of forward
(add the most contributive predictors) and backward (remove the least contributive predic-
tors) strategies that select and retain the variables that are more important and maximize
the coefficient of determination (R2), which can be applied in the high-dimensional config-
uration, where the number of samples n is inferior to the number of predictors p, such as
spectral reflectance and genomic data [50–52].

2.7. Data Splitting Strategy

After the stepwise wavelength selection for the best SALB severity class differentiation,
the spectral samples were divided into two parts, 70% of which were used for training and
30% for testing. This was performed with a stratified random sampling (strata: severity
class) in R language, v. 4.0.3 [53] and the interface in RStudio v. 1.3.1093 [54] using the
function createDataPartition from the package caret [55].
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2.8. Machine Learning Techniques

Five machine learning techniques (learning task dual: classification and numeric
prediction) were applied for classifying the severity classes and predicting the nine photo-
synthetic traits: random forest (RF), boosted regression tree (BRT), bagged classification,
and regression trees or bagged carts (BCART), artificial neural network (ANN) and support
vector machine (SVM) [26,28,56,57]. These models were fitted and validated using different
tuning parameters in R language with the train function from the package caret [55]. A
grid-Search was used to explore different values of the hyperparameters of the RF, BRT,
ANN, and SVM algorithms using the tuneGrid argument of the train function. No hyper-
parameter search was required for BCART [26,55]. A short overview of each individual
machine learning technique was provided.

2.8.1. Random Forest (RF)

The RF algorithm is a non-linear ensemble technique focused only on decision trees
for classification or regression [26,28,32]. This technique combines the principles of bagging
with random (bootstrap) feature selection to aggregate versatility and power in a single
machine learning, which makes it possible to process extremely large datasets [28]. Recent
studies have demonstrated the effectiveness of RF for discriminating hyperspectral data
in remote sensing [16,29–31,47]. In this study, the train model ‘rf’ was used, and tuning
parameters are shown in Table S1 (Supplementary Materials).

2.8.2. Boosted Regression Tree (BRT)

Boosting models were initially developed for classification (boosted classification) and
were later used for regression fitting (boosted regression). Therefore, the BRT algorithm
integrated two statistical algorithms: CART and boosting algorithm [26,58]. BRT is a
powerful ensemble technique that avoids overfitting and boosts the performance of weak
learners to obtain the performance of stronger learners [28,30]. Previous studies have
confirmed the high performance of BRT from hyperspectral data [13,30,31,47]. The train
model ‘gbm’ and tuning parameters are shown in Table S1 (Supplementary Materials).

2.8.3. Bagged Carts (BCART)

Bagging, or bootstrap aggregation, is one of the first ensemble techniques that uses
bootstrapping for classification or regression fitting to construct and ensemble [26,28,59].
The model predictions are combined by voting (for classification) or averaging (for numeric
prediction) [28]. This technique can perform quite well with unstable learners as the CART
algorithm, which is known as bagged trees or bagged carts (BCART) [26,28]. Previous
studies have confirmed the performance of bagged trees in modeling using machine
learning and remote sensing [57,60,61]. The train model ‘treebag’ and tuning parameters
are shown in Table S1 (Supplementary Materials).

2.8.4. Artificial Neural Network (ANN)

The ANN algorithm is a powerful nonlinear regression technique, just like a brain uses
a network of neurons (relationship between inputs signals and output signal) to provide
great learning ability [26,28]. ANN employs artificial network nodes (neurons) to solve
complex and hard learning problems [28]. Various recent studies have demonstrated the
power of this technique for classifying or predicting different biological phenomena from
hyperspectral data [13,16,19,47,57]. The train model ‘nnet’ and tuning parameters are
shown in Table S1 (Supplementary Materials).

2.8.5. Support Vector Machine (SVM)

The SVM algorithm is an extremely powerful technique that creates a flat boundary
called a hyperplane, which combines the abilities of both the nearest neighbors learning, and
the linear regression modeling to model highly complex problems [26,28]. The nonlinear
relationships between variables are modeled using a process known as the kernel trick
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(kernel functions) [28]. Several studies have shown the high capacity of these algorithms
for solving complex real-world problems from hyperspectral data [13,16,29,47,57]. A SVM
was tested with nonlinear kernel (radial basis function) [26,55]. The train model ‘svmRadial’
and tuning parameters are shown in Table S1 (Supplementary Materials).

2.9. Models Performance Evaluation

The model performance was evaluated twice: first in the training phase (70% of data)
using repeated k-fold cross-validation (i.e., 90% of data is used to build model and 10%
is used for validation within the model), and second, using the independent or external
validation dataset for testing phase (30% of data) [26,28,62].

Thus, a 10-fold cross-validation repeated five times (i.e., 10-fold CV 5 times) method
in the R package caret (trainControl tuning parameter) was used to generate and select the
best models from the training samples [26,28]. The model’s performance for classifying
severity classes was carried out by comparing the accuracy and Kappa statistics, while
the performance for predicting the nine photosynthetic traits compared the root-mean-
square error (RMSE) and R2 statistics [26,28,57]. The resampling results of the models were
collected into a single object and the mean values of accuracy and RMSE displayed in dot
plots using function resamples from the R package caret [55]. All models were analyzed with
pair-wise comparison (metric: accuracy or RMSE) using t-tests with Bonferroni correction
(confidence level = 0.95) [26,63] and the diff function in the R package caret [55].

The future performance of the best models on unseen data (i.e., test dataset) was
evaluated from predicted values obtained with predict function from R package caret and
two statistical procedures: (1) statistics by class (metrics: sensitivity, specificity, positive
predictive value (PPV), negative predictive value (NPV) and balanced accuracy (BC)) using
the confusionMatrix function from the R package caret [55] for classifying the severity
classes [26,28,47]; and (2) linear regressions with diagnostic scatterplots using the lm
function from R package stats [53], comparing measured versus predicted values (metrics:
RMSE and R2) for predicting the photosynthetic traits [16,26,52,62].

3. Results
3.1. Photosynthetic Traits

The means of the photochemical and non-photochemical foliar photosynthetic traits
were lower as the SALB severity increased, with the exception of NPQ, which had higher
means at the higher severities (Table 2). In general, these changes were more intense in
the C leaflets than in the B leaflets, mainly in the gas exchange traits. The B leaflets had
a maximum severity of ‘3’, and the mean of A was reduced by 176.10% with respect to
the healthy leaflets (‘0’). The C leaflets had a maximum severity of ‘4’, with a reduction
of 196.04%.

Table 2. Mean values (±standard error) of nine photosynthetic traits for each SALB severity class in
each leaf stage of Hevea brasiliensis: net CO2 assimilation rate (A) (µmol CO2 m−2 s−1), transpiration
rate (E) (mmol H2O m−2 s−1), stomatal conductance to water vapor (gs) (mol H2O m−2 s−1), water use
efficiency extrinsic (WUEe) (µmol CO2 mmol H2O−1), the maximum quantum yield of photosystem
II (PSII) (Fv/Fm), efficiency of excitation energy capture by open PSII reaction centers (Fv

′/Fm
′),

non-photochemical quenching coefficient (NPQ), electron transport rate (ETR), and photochemical
quenching coefficient (qP).

Severity Class Leaf Stage A E gs WUEe Fv/Fm

0 B −4.31 ± 0.33 0.63 ± 0.01 0.20 ± 0.01 −7.08 ± 0.75 0.83 ± 0.00
C 2.99 ± 0.07 0.83 ± 0.02 0.38 ± 0.02 3.59 ± 0.07 0.83 ± 0.00

1 B −6.76 ± 0.71 0.54 ± 0.03 0.17 ± 0.02 −12.71 ± 1.43 0.82 ± 0.00
C 2.40 ± 0.25 0.63 ± 0.07 0.20 ± 0.08 3.72 ± 0.24 0.82 ± 0.02
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Table 2. Cont.

Severity Class Leaf Stage A E gs WUEe Fv/Fm

2 B −6.99 ± 0.89 0.54 ± 0.03 0.19 ± 0.03 −13.98 ± 1.79 0.81 ± 0.01
C 2.75 ± 0.10 0.71 ± 0.02 0.18 ± 0.03 3.89 ± 0.10 0.81 ± 0.01

3 B −11.90 ± 1.66 0.42 ± 0.06 0.15 ± 0.06 −28.06 ± 3.36 0.75 ± 0.01
C 1.45 ± 0.21 0.44 ± 0.06 0.16 ± 0.07 3.23 ± 0.21 0.79 ± 0.02

4 B - - - - -
C 1.01 ± 0.19 0.37 ± 0.05 0.14 ± 0.06 2.51 ± 0.19 0.72 ± 0.02

Severity Class Leaf Stage Fv
′/Fm

′ NPQ ETR qP

0 B 0.76 ± 0.00 0.01 ± 0.00 0.19 ± 0.01 0.06 ± 0.00
C 0.74 ± 0.00 0.01 ± 0.00 0.29 ± 0.01 0.11 ± 0.01

1 B 0.75 ± 0.01 0.02 ± 0.00 0.16 ± 0.03 0.05 ± 0.01
C 0.75 ± 0.02 0.02 ± 0.00 0.28 ± 0.06 0.10 ± 0.03

2 B 0.73 ± 0.01 0.02 ± 0.00 0.15 ± 0.04 0.05 ± 0.01
C 0.71 ± 0.00 0.03 ± 0.00 0.29 ± 0.02 0.12 ± 0.01

3 B 0.52 ± 0.03 0.03 ± 0.00 0.03 ± 0.07 0.01 ± 0.02
C 0.71 ± 0.01 0.03 ± 0.00 0.16 ± 0.05 0.06 ± 0.02

4 B - - - -
C 0.70 ± 0.01 0.04 ± 0.00 0.19 ± 0.04 0.07 ± 0.02

- Does not apply (severity class not reported in the B stage leaflets).

3.2. Leaf Reflectance Spectra

Figure 3 shows the spectral reflectance curves of the different classes of SALB severity.
The spectral reflectance in the NIR region (750–900 nm) had higher values than the VIS
region (400–750 nm) in all severity classes. In the SIV region, reflectance increased with
increasing severity, reaching a peak greater than 545 nm with severity class ‘3’. On the
contrary, in the NIR region, the reflectance was lower with the higher severity, with
the exception of severity class ‘4’, which had higher reflectance values in the VIS and
NIR regions.

3.3. Separability of Severity Classes

The PCA showed that the first two components (PC1 and PC2) captured 88% of the
total variability, where PC1 explained 54.2% of the variability, and PC2 explained 33.8% of
the remaining variability (Figure 4). An appreciable separation was observed between the
different SALB severity classes, mainly between class ‘0’ (healthy leaflets) and the higher
severity classes (‘3’ and ‘4’). Classes ‘2’ and ‘3’ presented a partial overlap in the center of
the arrangement plane, with positions closer to class ‘0’.

The factor loading analysis from the PCA made it possible to determine the most
important regions of the spectrum associated with each principal component (Figure 5).
In the VIS region, the largest eigenvectors associated with PC1 were observed, while the
NIR region had the largest eigenvectors associated with PC2. In the VIS region, the most
important regions were 495 at 510 nm and 686 at 705 nm, while in the NIR region, the
highest eigenvectors were obtained in the range from 750 to 775 nm.

3.4. Selected Stepwise Wavelengths

Of the 501 spectral bands obtained from the VIS/NIR spectrum, the stepwise proce-
dure selected 20 wavelengths that had the best ability to discriminate the different classes
of SALB severity (adjusted R2 = 0.98; RMSE = 0.028; p < 0.001). Among the retained wave-
lengths: (1) 19 corresponded to the VIS region, with 9 in the green region (524, 525, 533, 537,
549, 551, 560, 561, and 565 nm), 3 in the yellow/orange region (582, 596 and 602 nm), and
7 in the red region (630, 680, 697, 699, 703, 707, and 709 nm); and (2) 1 associated with the
NIR region (755 nm).
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3.5. Classification of Severity Classes

The results of the five machine learning techniques using the 20 selected wavelengths
are shown in Table 3. A higher performance in the training phase (86 samples) with
the 10-fold CV 5 times method was evidenced in the RF, ANN, and BCART models,
which had the highest values of accuracy (99.8, 98.1, and 98.0%, respectively) (Figure S1a;
Supplementary Materials) and Kappa coefficient (0.99, 0.97 and 0.97, respectively). The
pair-wise comparison with t-tests and Bonferroni correction based on accuracy values
showed significant differences in RF vs. BRT (p = 0.001), RF vs. SVM (p = 0.021), and
BCART vs. BRT (p = 0.006). No significant differences were found between RF, ANN, and
BCART (p > 0.05).

Table 3. Results of five models used to classify different SALB severity classes in the training and
testing phases.

Model
Training Testing

Accuracy (%) Kappa Coefficient Accuracy (%) Kappa Coefficient

RF 99.8 0.99 97.1 0.95
BRT 95.6 0.93 94.1 0.89

BCART 98.0 0.97 97.1 0.95
ANN 98.1 0.97 100.0 1.00
SVM 96.7 0.95 100.0 1.00

RF, random forest; BRT, boosted regression tree; BCART, bagged carts; ANN, artificial neural Network; SVM,
support vector machine.

Conversely, in the testing phase (34 samples) with the independent validation method,
the highest values of accuracy (100.0%) and Kappa (1.00) were obtained in the ANN and
SVM models (Table 4). In addition, five parameters of the confusion matrix were used
to analyze the performance of the five models (Table 4). It was evidenced that the ANN
and SVM models had the highest sensitivity, specificity, positive predictive value (PPV),
negative predictive value (NPV), and balance accuracy in all SALB severity classes. Lower
values of these parameters were obtained for severity classes ‘1’ and ‘2’ in the RF, BRT, and
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BCART models. Class ‘1’ had the lowest values of sensitivity, NPV, and balance accuracy
for these three models, while class ‘2’ had the lowest values of specificity and PPV. The
lower performance observed in those models was congruent with the overlapping evidence
between the classes ‘1’ and ‘2’ in the PCA (Figure 4). Overall, the five models had a perfect
balance accuracy in healthy leaflets (class ‘0’), and the ANN, SVM, RF, and BCART models
had the same performance in the highest classes (‘3’ and ‘4’).

Table 4. Statistics by class of five models are used to classify different SALB severity classes in the
testing phase.

Model Severity
Class Sensitivity Specificity

Positive
Predictive

Value

Negative
Predictive

Value

Balance
Accuracy

(%)

RF

0 1.00 1.00 1.00 1.00 100.0
1 0.75 1.00 1.00 0.97 87.5
2 1.00 0.96 0.88 1.00 98.1
3 1.00 1.00 1.00 1.00 100.0
4 1.00 1.00 1.00 1.00 100.0

BRT

0 1.00 1.00 1.00 1.00 100.0
1 0.75 1.00 1.00 0.97 87.5
2 1.00 0.96 0.88 1.00 98.1
3 1.00 1.00 1.00 1.00 100.0
4 1.00 0.97 0.50 1.00 98.4

BCART

0 1.00 1.00 1.00 1.00 100.0
1 0.75 1.00 1.00 0.97 87.5
2 1.00 0.96 0.88 1.00 98.1
3 1.00 1.00 1.00 1.00 100.0
4 1.00 1.00 1.00 1.00 100.0

ANN

0 1.00 1.00 1.00 1.00 100.0
1 1.00 1.00 1.00 1.00 100.0
2 1.00 1.00 1.00 1.00 100.0
3 1.00 1.00 1.00 1.00 100.0
4 1.00 1.00 1.00 1.00 100.0

SVM

0 1.00 1.00 1.00 1.00 100.0
1 1.00 1.00 1.00 1.00 100.0
2 1.00 1.00 1.00 1.00 100.0
3 1.00 1.00 1.00 1.00 100.0
4 1.00 1.00 1.00 1.00 100.0

RF, random forest; BRT, boosted regression tree; BCART, bagged carts; ANN, artificial neural Network; SVM,
support vector machine.

3.6. Prediction of Photosynthetic Traits

Table 5 shows the results of the performance of the five machine learning techniques
for the nine photosynthetic traits in the training (i.e., with the 10-fold CV 5 times method;
Figure S1b–j in Supplementary Materials) and testing phases (i.e., with the independent
validation method; Figure S2 in Supplementary Materials).

Overall, the five models had a higher performance for predicting leaf gas exchange
traits than chlorophyll-a fluorescence traits. The A and WUEe traits had the most accu-
rate predicted values in the different models, while Fv

′/Fm
′ and NPQ had the opposite

result. Nevertheless, the predictions were significant, where 91.11% were highly significant
(Figure S2). The RF, SVM, and BRT models had a higher performance in the training phase,
while, in the testing phase, the RF model was the best. The highest performance in both
phases for the same technique was evidenced in SVM for E, RF for ETR, and RF for qP
(Table 5).

In the training phase, the ANN model had the highest performance for A; the SVM
model for E and gs; the BRT model for WUEe and NPQ; and the RF model for Fv/Fm,
Fv
′/Fm

′, ETR, and qP (Table 5). In addition, the pair-wise comparison with T-tests and
Bonferroni correction based on RMSE values showed no significant differences (p > 0.05) in
ANN vs. BRT for A; SVM vs. RF and BRT for E; SVM vs. RF for gs; BRT vs. ANN and SVM
for WUEe; RF vs. other models for Fv/Fm; RF vs. BRT, BCART and SVM for Fv

′/Fm
′; BRT
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vs. RF, ANN and SVM for NPQ; RF vs. BRT and SVM for ETR; and RF vs. other models
for qP.

Table 5. Results of five models used to predict nine photosynthetic traits of Hevea brasiliensis: net
CO2 assimilation rate (A) (µmol CO2 m−2 s−1), transpiration rate (E) (mmol H2O m−2 s−1), stomatal
conductance to water vapor (gs) (mol H2O m−2 s−1), water use efficiency extrinsic (WUEe) (µmol
CO2 mmol H2O−1), the maximum quantum yield of photosystem II (PSII) (Fv/Fm), efficiency of
excitation energy capture by open PSII reaction centers (Fv

′/Fm
′), non-photochemical quenching

coefficient (NPQ), electron transport rate (ETR), and photochemical quenching coefficient (qP).

Trait Model
Training Testing

Trait Model
Training Testing

RMSE R2 RMSE R2 RMSE R2 RMSE R2

A

RF 0.672 0.98 0.407 0.99

Fv
′/Fm

′

RF 0.042 0.52 0.047 0.14
BRT 0.539 0.99 0.716 0.98 BRT 0.046 0.43 0.045 0.19

BCART 1.505 0.90 0.956 0.96 BCART 0.046 0.41 0.045 0.15
ANN 0.422 0.99 0.566 0.99 ANN 0.050 0.38 0.039 0.28
SVM 0.627 0.98 0.893 0.97 SVM 0.045 0.42 0.042 0.20

E

RF 0.076 0.78 0.083 0.82

NPQ

RF 0.010 0.35 0.011 0.29
BRT 0.076 0.78 0.086 0.78 BRT 0.010 0.37 0.013 0.24

BCART 0.089 0.72 0.104 0.72 BCART 0.011 0.24 0.012 0.18
ANN 0.082 0.73 0.097 0.76 ANN 0.010 0.29 0.015 0.16
SVM 0.071 0.80 0.067 0.89 SVM 0.010 0.28 0.013 0.20

gs

RF 0.061 0.85 0.045 0.81

ETR

RF 0.095 0.48 0.091 0.39
BRT 0.064 0.82 0.053 0.75 BRT 0.095 0.47 0.116 0.40

BCART 0.070 0.80 0.046 0.80 BCART 0.105 0.34 0.100 0.25
ANN 0.062 0.86 0.049 0.80 ANN 0.106 0.30 0.099 0.27
SVM 0.057 0.88 0.046 0.79 SVM 0.098 0.43 0.113 0.42

WUEe

RF 1.571 0.97 1.620 0.97

qP

RF 0.037 0.46 0.042 0.74
BRT 1.214 0.98 2.500 0.92 BRT 0.037 0.39 0.054 0.60

BCART 3.179 0.87 2.367 0.92 BCART 0.037 0.39 0.058 0.38
ANN 1.274 0.98 1.839 0.96 ANN 0.038 0.33 0.061 0.32
SVM 1.467 0.97 2.091 0.90 SVM 0.039 0.37 0.042 0.73

Fv/Fm

RF 0.034 0.43 0.033 0.38
BRT 0.036 0.36 0.033 0.33

BCART 0.037 0.33 0.032 0.37
ANN 0.035 0.42 0.042 0.30
SVM 0.035 0.34 0.033 0.43

RF, random forest; BRT, boosted regression tree; BCART, bagged carts; ANN, artificial neural network; SVM,
support vector machine; RMSE, root-mean-square error; R2, determination coefficient.

In the testing phase, the RF model had the highest performance for A, WUEe, gs, NPQ,
ETR, and qP; the SVM model for E; the BCART model for Fv/Fm; and the ANN model for
Fv
′/Fm

′.

4. Discussion
4.1. Changes in Leaf Spectral Reflectance

The spectral response observed in the present study was similar to that reported in
various pathosystems, including H. brasiliensis-P. ulei [10,19–21,33,45]. The first symptoms
of SALB include the appearance of necrotic or chlorotic lesions [41] that directly affect
the spectral reflectance in the VIS region (400–700 nm) [20], altering the concentration
of photosynthetic pigments such as chlorophyll-a, b, and carotenoids, which leads to an
increase in VIS reflectance as the severity of the disease increases [11,21,45,64]. The increase
in SALB severity generated physiological alterations in H. brasiliensis, which reduced the
photosynthetic efficiency of the plants (Table 2), similar to previous studies [5,6,35].

In comparison, the variation in spectral reflectance in the NIR region (750–1300 nm)
was mainly associated with the mesophilic leaf structure since the cellular damage caused
by pathogens produces a strong dispersion of electromagnetic energy at the mesophyll
level, which causes reflectance to decrease when disease severity increases [18,21,45,47].
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However, in the present study, severity class ‘4’ presented the highest reflectance in the
NIR region, probably influenced by the greater reflectance in the stage C leaflets with
high susceptibility (FX 3864) as compared to low susceptibility clone (FX 4098) [20], since
severity ‘4’ was only observed in the C leaflets in clone FX 3864 (Table 1).

Similar results were reported by Furlanetto et al. [21], who observed a strong increase
in reflectance in the VIS in the region between 500 and 700 nm when the severity of Asian
soybean rust increased and lower reflectance at higher severity in the NIR region (750–
1000 nm). Zhao et al. [45] showed how increasing the severity of wheat powdery mildew
produced an increase in reflectance in the range between 460 and 710 nm, contrary to the
reflectance observed within the spectral range of 730 to 900 nm.

Our results confirmed the capacity of remote sensing methods based on hyperspectral
reflectance in the VIS/NIR region for detection plant diseases and discriminating between
damage levels [9–11,25], which in Hevea represents a promising tool for the early detection
and discrimination of SALB in relation to other diseases, such as anthracnose (Colletotrichum
spp.) and black crust (Phyllachora huberi), which are closely associated with SALB symptoms
at the leaf level [7,65].

4.2. Optimum Spectral Bands

The separation of SALB severity classes obtained with PCA (Figure 4) showed a greater
overlap between classes ‘1’ and ‘2’ (i.e., in both classes, some points moved away from their
centroid and were found together). This was mainly due to less visual differentiation in the
proportion of diseased leaf surface, making the reflectance pattern similar [20]. In contrast,
the other classes were better discriminated and separated in the PCA plot.

However, the separation of the SALB levels observed in our study was similar to that
reported in previous studies for other diseases, such as Asian soybean rust [21] and wheat
powdery mildew [45]. Thus, the PCA eigenvector matrix determined that the highest
variance captured by PC1 (54.2%) was related to changes in the spectral response of H.
brasliensis as evidenced in the VIS region, while PC2 (33.8%) was mainly associated with
reflectance in the NIR region. According to Furlaneto et al. [21], this spectral variability
captured by PC1 and PC2 was related to changes in the concentration of the photosynthetic
pigments and in the internal structure of the leaf caused by the pathogen, respectively.

Although the PCA showed wavelengths with a high contribution in PC1 and PC2
for the VIS and NIR regions, respectively, the stepwise selection identified 20 statistically
optimal spectral bands for discriminating SALB severity classes, especially in the VIS
region, which indicated that the greatest impact from SALB on the spectral response was
associated with the green, yellow/orange and red regions, which are strongly related to
chlorophylls a and b [20,64,66].

Similar results were reported by Furlaneto et al. [21], who identified 87 wavelengths
with the stepwise procedure that were statistically better at discriminating different levels
of Asian rust soybean, 27 bands in the VIS region and 60 in the NIR region. Zhao et al. [45]
identified 12 sensitive bands with PCA to discriminate different levels of wheat powder
and mildew (492.7, 551.5, 665.2, 675.8, 713.4, 749.1, 750.5, 769.6, 778.2, 783.5, 808.6, and
853.6 nm). Marín-Ortíz et al. [15] reported five specific spectral bands that are highly
correlated with increases in F. oxysporum in roots and leaves of tomato plants: two in
the VIS range (448–523 nm and 624–696 nm) and three in the NIR region (740–960 nm,
973–976 nm, and 992–995 nm).

4.3. Classification of SALB Levels

Several studies have confirmed the potential of the combined use of spectral reflectance
and machine learning (ML) algorithms for detecting various diseases in plants [9,11,14,25],
and others have used reflectance to predict some morphophysiological traits [13,23,29,47].
However, there are few studies that have integrated reflectance, disease, physiology, and
ML algorithms [11,12], and no study has used this approach for SALB in rubber trees.
Mahlein [12] confirmed that the interaction of biotic and abiotic stresses, sensor develop-
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ment, informatics, and ML must be linked to achieving a highly interdisciplinary approach
for improving plant health management.

Deng et al. [22] tested six ML algorithms (logistic regression, decision tree, support
vector machine (SVM), K-nearest neighbor (KNN), linear discriminant analysis (LDA),
and ensemble learning) to obtain an accuracy of 90.8% with SVM for classifying the citrus
Huanglongbing (HLB) disease. Gu et al. [31] evaluated early detection of tomato spotted
wilt virus infection in tobacco testing four ML algorithms (boosted regression tree (BRT),
SVM, RF, and classification and regression tree (CART)). The BRT and RF models showed
better performance (accuracies of 85.2 and 80.5%, respectively), and the CART models
achieved the worst performance (72.4%). Karadağ et al. [19] used three ML algorithms to
obtain accuracy rates of 100% for KNN, 97.5% for artificial neural network (ANN), and 90%
for Naïve Bayes (NB) for classifying the pepper fusarium disease.

In our study, the RF, ANN, and bagged carts (BCART) models achieved the best
performance (accuracies of 98.0 to 99.8%) for classifying the levels of SALB severity with
the 10-fold CV 5 times method (Table 3), while the ANN and SVM models were the best
(accuracy of 100.0%) with the testing dataset (Tables 3 and 4). The BRT model had lower
performance. Our results showed how the bagging ensemble method improved the CART
model performance, but the boosting method had a lower impact on the regression tree
performance, contrary to that report by Gu et al. [31]. The higher performance in the ANN
and RF models were also demonstrated here. Nevertheless, our results showed superior
performance in various tested techniques, as compared to the above studies. In addition,
the potential for overfitting some models could be related to two aspects: (1) similar leaf
spectral patterns associated with severity classes ‘1’ and ‘2’ (i.e., a confusing pattern or
noise in the data that does not allow the learner to recognize new data) [26,28]; and (2),
a lower data proportion of class ‘1’ in relation to class ‘2’ in both modeling phases (i.e.,
unbalanced data): 11.76% for class ‘1’ as compared to 20.58% for class ‘2’ in the test dataset,
and 8.33% as compared to 15.00% in the training dataset. This probably resulted in models
such as RF, BRT, and BCART being erroneously classified as class ‘2’ instead of class ‘1’ (an
error rate of 25%). Despite the strength of the predictive modeling, limitations in the ML
algorithms also include the requirement for a large dataset for training to achieve statistical
significance [62].

Overall, our results showed a desirable ability in the tuned models to classify the
SALB levels independently of phenology or genotype, similar to that reported by Sterling
and Melgarejo [20], who used multiple regression techniques on spectral vegetation indices
and found no influence of phenology when discriminating SALB symptoms.

4.4. Prediction of Photosynthetic Changes Caused by SALB

Recent studies have tested the performance of ML algorithms based on spectral
reflectance for modeling photosynthesis-related traits. Fu et al. [16] tested six ML algorithms
to estimate photosynthetic capacities. The least absolute shrinkage and selection operator
(LASO) model achieved the highest performance (R2 = 0.65) with cross-validation, while
SVM was the best in the testing phase (R2 = 0.67).

Sonobe et al. [29] tested the performance of four ML algorithms: RF, SVM, deep belief
nets (DBN), and kernel-based extreme learning machine (KELM) for estimating tea leaf
chlorophyll content. KELM performed best with an R2 of 0.93, and RMSE had 8.94 µg cm−2.

Boshkovski et al. [24] tested two ML algorithms to predict photosynthesis and bio-
chemical traits in two Phaseolus vulgaris genotypes. The partial least squares regression
(PLSR) method performed better when predicting the net photosynthetic rate (A) (R2 of
0.85, and RMSE had 2.12 µmol m−2 s−1).

Our results showed that the RF, SVM, and BRT models achieved the best performance
(R2 ranged from 0.80 to 0.99) for predicting the four gas exchange-related traits (A, E, gs,
and WUEe) with the 10-fold CV 5 times method (Table 5), while the RF model was the best
(R2 ranged from 0.81 to 0.99) in the testing phase. In contrast, lower performances were
evidenced in the different ML algorithms in both the training and testing phases with the
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five chlorophyll a fluorescence-related traits (Fv/Fm, Fv
′/Fm

′, NPQ, ETR, and qP) (i.e., R2

ranged from 0.24 to 0.52). Nevertheless, all evaluated models had significant R2 values
(p < 0.05) for the nine physiological traits in the testing phase. In addition, the fitted models
had higher performance than reported in other plant species, especially for predicting gas
exchange-related traits, such as A (R2 of 0.99) and WUEe (R2 of 0.98), with the BRT and
ANN models.

Overall, the RF and ANN models had similar and high performance for predicting
SALB severity classes and leaf gas exchange-related traits such as A and WUEe, while the
five ML algorithms had a lower performance for predicting photochemical traits when
compared to that observed when classifying SALB levels.

5. Conclusions

The use of leaf hyperspectral reflectance analysis in visible and near-infrared combined
with five machine learning algorithms (RF, BRT, BCART, ANN, and SVM) efficiently
detected, discriminated, and classified the SALB levels, and predicted, for the first time,
disease-induced photochemical and non-photochemical photosynthetic changes in young
leaves on rubber tree. Our study identified 20 optimum spectral bands (9 in the green
region, 3 in the yellow/orange region, 7 in the red region, and 1 in the NIR region) with the
best ability for classifying SALB levels, and predicting photosynthetic alterations caused by
this disease.

The RF, ANN, and BCART models achieved the best performance for classifying
the SALB levels on training (accuracies of 98.0 to 99.8%) and test (accuracies of 97.1 to
100%) spectral data. In addition, the ANN and RF models had the highest performance for
predicting the A and WUEe traits in the training (R2 ranged from 0.97 to 0.99) and testing
(R2 ranged from 0.96 to 0.99) phases.

Our results will serve as the basis for future designs of remote detection systems for
early diagnosis and monitoring of the intensity of SALB symptoms, as well as disease-
induced photosynthetic limitations in rubber trees, for more effective SALB management,
especially in tropical regions that have a higher incidence of this disease.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/plants11030329/s1, Table S1: Models features and parameter tuning for five machine
learning algorithms; Figure S1: Dot plots for the accuracy (classification) and RMSE (numerical
prediction) metrics using the 10-fold cross-validation repeated five times method for five machine
learning models. Each line represents the mean and 95% confidence interval. (a) Severity class,
(b) net CO2 assimilation rate (A) (µmol CO2 m−2 s−1), (c) transpiration rate (E) (mmol H2O m−2 s−1),
(d) stomatal conductance to water vapor (gs) (mol H2O m−2 s−1), (e) water use efficiency extrinsic
(WUEe), (f) maximum quantum yield of photosystem II (PSII) (Fv/Fm), (g) efficiency of excitation
energy capture by open PSII reaction centers (Fv

′/Fm
′), (h) non-photochemical quenching coefficient

(NPQ), (i) electron transport rate (ETR), and (j) photochemical quenching coefficient (qP); Figure S2:
Predicted vs. measured values plots of the testing datasets results for five machine learning mod-
els used to predict nine photosynthetic traits: net CO2 assimilation rate (A) (µmol CO2 m−2 s−1),
(c) transpiration rate (E) (mmol H2O m−2 s−1), (d) stomatal conductance to water vapor (gs) (mol
H2O m−2 s−1), (e) water use efficiency extrinsic (WUEe), (f) maximum quantum yield of photosystem
II (PSII) (Fv/Fm), (g) efficiency of excitation energy capture by open PSII reaction centers (Fv

′/Fm
′),

(h) non-photochemical quenching coefficient (NPQ), (i) electron transport rate (ETR), and (j) pho-
tochemical quenching coefficient (qP); (a) random forest (RF), (b) boosted regression tree (BRT),
(c) bagged classification and regression trees (BCART), (d) artificial neural network (ANN), and
(e) support vector machine (SVM).
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