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Abstract: With the extensive development and utilization of urban underground space, coal mines,
and other indoor areas, the indoor positioning technology of these areas has become a hot research
topic. This paper proposes a robust localization method for indoor mobile platforms. Firstly, a series
of coding graphics were designed for localizing the platform, and the spatial coordinates of these
coding graphics were calculated by using a new method proposed in this paper. Secondly, two spatial
resection models were constructed based on unit weight and Tukey weight to localize the platform
in indoor environments. Lastly, the experimental results show that both models can calculate the
position of the platform with good accuracy. The space resection model based on Tukey weight
correctly identified the residuals of the observations for calculating the weights to obtain robust
positioning results and has a high positioning accuracy. The navigation and positioning method
proposed in this study has a high localization accuracy and can be potentially used in localizing
practical indoor space mobile platforms.

Keywords: vision position; indoor location; Tukey weight factor; coding image

1. Introduction

Localization is one of the core technologies for indoor surveying and mapping services [1,2]. In order
to achieve accurate indoor navigation and positioning, many navigation and positioning technologies
have been rapidly developed based on ultra wide band (UWB) [3,4], radio frequency (RF) [5,6], Wi-Fi [7,8],
Bluetooth [9,10], vision [11,12], ZigBee [13,14], and multi-sensor combinations [15,16]. Vision sensors
are a streaming media technology that can achieve rich texture information and transmit information
in real time, which can be used to localize and collect environmental information, and have been
used in the Chang’e III inspections of China and the spirit and opportunity rovers in America [17,18]).
To date, the research on spatial navigation and positioning methods based on vision sensors has been
experiencing intense development [19,20] and can be roughly classified into two groups. In one category,
researchers take advantage of the landmarks present in the environment to estimate the camera matrix
and extract the query location [21,22]. The other category includes the works that use a stored image
database annotated with the position information of the cameras, such as image fingerprinting-based
methods [23,24]. Common visual positioning methods include monocular positioning [25,26], binocular
positioning [27], and RGB-D positioning [12,28]. Among them, the monocular vision positioning
method only needs one camera to locate a position and uses either one single frame image or stereo
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images. Many researchers have studied monocular vision positioning technologies. For example,
Liu et al. [29] proposed a self-localization method for indoor mobile robots based on artificial landmarks
and binocular stereo vision. Royer et al. [25] studied the localization and automatic navigation methods
for a mobile robot based on monocular vision and proposed that by using a monocular camera and
natural landmark, the autonomous navigation of a mobile robot via manual guidance and learning
can be achieved. Zhong et al. [30] presented a self-localization scheme used for indoor mobile robot
navigation based on a reliable design and the recognition of artificial visual landmarks. Xiao et al. [31]
proposed a method that can detect static objects in large indoor spaces and then calculate a smartphone’s
position to locate its user. With the assistance of UWB, Ramirez et al. [32] proposed a relative localization
method using computer vision and the UWB range for a flying robot and showed that the errors in the
estimated relative positions were between ± 0.190 m on the x-East axis and ± 0.291 m on the z-North
axis at a 95% confidence level. Tiemann et al. [33] proposed an enhanced UAV indoor navigation
method using SLAM-augmented UWB localization, in which the SLAM-augmented UWB localization
had a 90% quantile error of 13.9 cm.

In addition, positioning technologies based on visual sensors, such as structures from motion
(SFM), simultaneous localization and mapping (SLAM), and visual odometers (VOs) have been widely
studied. Rafael et al. [34] proposed a novel method to simultaneously solve the problems of mapping
and localization using a set of squared planar markers. Experiments show that the proposed method
performs better than the Structure from Motion and visual SLAM techniques. Lim et al. [35] proposed
real-time single camera simultaneous localization and mapping (SLAM) using artificial landmarks.
The technique of using natural features to perform indoor SLAM, however, is not yet mature enough
for practical use, as it has too many exceptions and assumptions. Moreover, existing methods that use
natural landmarks or features are very fragile due to data association failures. However, thanks to
the proposed landmark model, which includes an identification code on the surface, data association
is highly successful. Moreover, the 3D position of each landmark can be obtained from one frame
of the image. In GPS-denied environments, it has been demonstrated that VO provides a relative
position error ranging from 0.1% to 2% [19,36]. SLAM and VO technology are both types of relative
positioning methods; it is usually necessary to cooperate with other sensors or control points to achieve
absolute positioning.

The above review shows that many of the research methods that are based on monocular vision
do not consider the influence of the residual size of the observations. As a result, the errors in the
observation values obtained by visual methods cannot be detected, located, or rejected effectively,
as this would lead to inaccurate results.

In order to overcome the above problems, this paper proposes a robust platform position
measurement method based on coding graphics and a monocular vision sensor. This method can
provide robust navigation and positioning services for an indoor mobile platform. The technical route
for this method is shown in Figure 1. First, a series of coding graphics for the positioning of the
platform is designed, and a method for calculating the spatial coordinates of the coding graphics is
proposed. Secondly, two space resection models are constructed based on unit weight [37] and Tukey
weight [37–40], respectively. Indoor test environments suitable for the static and dynamic positioning
of the platform are then built, and static and dynamic positioning tests of the mobile platform are
carried out. Finally, the position results of both methods are compared to the true values, and the
feasibility and robustness of this paper’s methods are analysed by experiments. The main contributions
of this study include a method for the automatic recognition and spatial coordinate calculations of
coded images, as well as a method for calculating carrier position based on the Tukey weight factor.
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Figure 1. Technical flowchart.

The remainder of this paper is organized as follows. Section 2 briefly reviews the coding graphic
localization and position calculation methods. The positioning experiments and discussion are carried
out in Section 3. In Section 4, some conclusions related to the work are summarized.

2. Materials and Methods

An automatic location method based on vision and coding images is proposed in this paper.
Coding graphics assume the role of control points in photogrammetry. In order to realize automatic
positioning, it is necessary to be able to obtain the image and world coordinates of the coding graphics
automatically. Then, a collinear equation is constructed based on the principle of image points,
photography center, and object points in a straight line. Finally, positioning is realized based on the
space rear resection method. The main content consists of two parts: coding graphic localization and
position calculation methods. The details are as follows.

2.1. Coding Graphic Localization

2.1.1. Coding Graphic Design

In order to provide indoor positioning information for indoor mobile platforms, this paper designs
a series of coding graphics with black and white colors, shown in Figure 2a. The coding graphics
include five layers. From the inside to the outside, the first layer is a black 3/4 circle, the second and
fourth layers are white circular rings, the third layer is a black circular ring, and the fifth layer is
a coding layer that is divided into 24 black and white equal parts. When the coding layer is used
to represent a coding number, black means a binary 0 and white means a binary 1. The five layers
have the same circular center. Every layer’s radius is R, except for the fifth layer, whose radius is 2R.
According to the counterclockwise order, the coding number is made up of 24 ‘0’, and ‘1’. The coding
quantities can be 224. The three inner layers comprise a template graphic, as shown in Figure 2b [41],
which can be used to determine whether there is a coding graphic in the image.

Coding graphics can play the role of the controlling image, which is required to be able to
automatically detect and identify the coding image, determine the coding numbers, and calculate
the image and world coordinates for the central position of the graphics. Based on the method of
space resection, three or more controlling images are needed to calculate the position of the camera.
In addition, the even distribution of the control points on the image would be more helpful to improve
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the accuracy of the positioning results. The world coordinates of each graphic are measured by an
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Figure 2. (a) The coding graphic example. (b) The template graphic.

2.1.2. Coding Graphic Identification and Localization

This paper proposes an automatic identification and extraction method for coding graphics
and their spatial coordinates, including coding graphic recognition based on contour matching [42],
the moment value [43], and the roundness threshold judgment [43], as well as an automatic extraction
of the image coordinates of the coding graphics based on the contour centre moment, and a method to
map the world coordinates of the coding graphics to the coding graphics database. The flowchart is
shown in Figure 3.
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Figure 3. Flowchart of coding graphics identification and localization.

In this paper, the contour-matching method is used to traverse the coding graphics from the coding
image shown in Figure 4, and the similarity between the template graphic and the coding graphics on
the coding image is judged according to the calculated moment. If the calculated moment satisfies the
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threshold setting, then the contour matching is performed; otherwise, the calculation is terminated.
In the process of contour matching, whether the contour is available or not is judged according to its
roundness. If its roundness does not meet the threshold setting, the contour is defined as a useless
profile and deleted. If the threshold setting is met, the number of contours that meet the requirements is
calculated, requiring the number of contours to be no less than four; if not, the calculation is terminated.
The contour radius is calculated according to the relationship between the contour perimeter and
the area, and the coordinate observation value of the centre point of the coded graph is calculated
according to the contour centre moment. According to the method in this paper, the contour coding
sequence can be identified and determined. By using the method to map the world coordinates of
the coding graphics to the coding graphics database, the world coordinates of the centre points of the
encoded graphics are obtained.
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The main processes of contour matching, contour filtering, and spatial coordinate acquisition are
as follows.

Contour matching [42]: The coding graphics can be searched and located using contour matching.
In the matching process, if the contour moment [43] represented by mp,q is inversely proportional to
the similarity, then the smaller the value, the higher the similarity: the experiment shows that 0.05 has
a better effect and satisfies the requirements of the threshold value. In this case, the matching process
will continue; otherwise, it will be stopped [44]. Figure 5 shows the results of the matching.

mp,q =
n∑

i=1

I(x, y)xpyq (1)

where moment p corresponds to the x dimension, and moment q corresponds to the y dimension.
The orders represent the indices of the corresponding parts.
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Contour filtering: If circularity ‘e’ [43] does not meet the threshold value, the contour will be
defined as a useless profile that is not a circle or an ellipse, as shown in Figure 5, and will be deleted.
If the quantities of the contours are less than 4, the calculation will be terminated.

e =
4πS
C2 (2)

where S is the area of a contour, and C is the length of the contour. Thus, the circularity of a circle is 1.
When 0.9 ≤ e ≤ 1.1, the filtering has a better result, as seen in Figure 6.
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Calculation of the image coordinates: The radius of the contour can be computed with Formula
(3). The image coordinates (x0, y0) of the coding graphics can be calculated by using a calculation
Formula (4) of the contour centre moment [43]

R =
2S
C

(3)



M00 =
∑
I

∑
J

V(i, j)

M10 =
∑
I

∑
J

i·V(i, j)

M01 =
∑
I

∑
J

j·V(i, j)

x0 =
M10
M00

y0 =
M01
M00

(4)

where V(i, j) represents the grayscale value of the image at the (i, j) point after automatic binary
segmentation. When the image is a binary image, M00 is the sum of the white areas on the image.
M10 is the accumulation of the x coordinate values of the white areas on the image, and M01 is the
accumulation of the y coordinate values of the white areas on the image, which can be used to calculate
the centre of gravity of the binary image, as shown in Figure 7.
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Calculation of the world coordinates: The coordinates are obtained through the coding mapping
between the contour coding and its database. In this database, every code has a group of world
coordinates for a coding graphic, as measured by the electronic total station [41].

The world coordinates of a coding graphic are determined by following the following steps:
baseline searching, recognition of coded sequences, and matching of the coded database. First, to search
the baseline, the centroid of a graphic is defined as the origin at a one degree interval with a 1

2 R
searching radius. Then, the binarization of the 3/4 circle graphic is retrieved, and the ‘0’or ‘1’ of each
point is determined. The line when the binarization changes from ‘1’ to ‘0’ is defined as the baseline.
According to Wang et al. [41], the world coordinates can be obtained by performing the second and
third steps. Table 1 shows part of the coding sequences and spatial coordinates of the center.
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Table 1. Coding Sequences and Spatial Coordinates of the center.

Coding Sequence Image Coordinates World Coordinates

x (mm) y (mm) X (mm) Y (mm) Z (mm)

001111111111111111110000 −7.63765 4.82016 6354 9630 8447
110000000111000111000001 9.37556 2.77728 9383 9407 7701

. . . . . . . . . . . . . . . . . .
000011111111100000000000 −0.66985 −5.67835 7344 7807 7947

Due to the influence of the camera angle, the coded graphic is deformed on the image. When the
circular plane is tilted to the projection plane, its projection is an ellipse. When the circular plane is
parallel to the projection plane, it reflects the true shape of the circle on the projection plane. When the
round cheek is perpendicular to the projection plane, its projection on the projection plane accumulates
into a straight line [45]. As a result, the centre point of the coded graphic is inconsistent with the actual
position of the measurement, and an irregular error is caused, which needs to be analysed. Through an
analysis of the literature [46], it is determined that the maximum deviation will occur when the angle
between the main optical axis and the subject plane is 40◦~60 ◦. However, this angle depends on the
size of the image and the distance from the centre of the projection to the target plane, as well as the
principal distance.

In order to show that there is a residual error in the observed values, 192 image plane coordinate
observations are calculated from 96 coded graphics taken at different positions and angles in experiment
1 and experiment 2. The error of the observation value is the difference between the observation value
and its estimation calculated by using the equivalent unit weight and the least square principle, based
on the collinear equation. The results show that there is a difference between the observed values and
the real estimated values; 77.60% of the difference was less than the RMSE (root mean square error) of
the error, 15.62% was around 1–2 times the RMSE, 4.17% was around more than two times the RMSE,
and 2.61% was around more than three times the RMSE. Therefore, it is necessary to take measures to
reduce or even restrain the harmful effects of observed values that are larger than the RMSE.

According to the error distribution, different weights are assigned to weaken or restrain the
influence of the observed values with large errors in the measurement results, in order to ensure the
measurement accuracy.

The automatic calculation method for the image and world coordinates of the control points is
described above. The following is a positioning method based on the collinearity equation and the
space resection principle; the details are as follows.

2.2. Position Calculation Methods

2.2.1. A Method Based on Unit Weight

The coding graphics and the space resection method based on the collinearity equation are adopted
to calculate the coordinates of the platform. According to the space resection method, with four or
more coding graphics distributed on the object being photographed, the platform position can be
computed with the collinearity equation [47] x = − f a1(X − XS) + b1(Y − YS) + c1(Z − ZS)

a3(X − XS) + b3(Y − YS) + c3(Z − ZS)

y = − f a2(X − XS) + b2(Y − YS) + c2(Z − ZS)
a3(X − XS) + b3(Y − YS) + c3(Z − ZS)

(5)

where (x, y) represents the image coordinates, which are observations. (x0, y0) represents the principal
point coordinates of the given values. f is the focal length of the given value. (X, Y, Z) are the world
coordinates of the centre of the coding graphic from the given values. (XS, YS, ZS) are the world
coordinates of the projection centre (that is, the position of the camera at the moment of shooting
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the image). [a1, b1, c1; a2, b2, c2; a3, b3, c3] is a coefficient matrix related to the angular elements of the
exterior orientation elements ϕ, ω, κ, which can be obtained in Formula (6)

a1 = cos(ϕ) cos(κ) − sin(ϕ) sin(ω) sin(κ)
a2 = − cos(ϕ) sin(κ) − sin(ϕ) sin(ω) cos(κ)

a3 = − sin(ϕ) cos(ω)
b1 = cos(w) sin(k)
b2 = cos(w) cos(k)

b3 = − sin(w)

c1 = − sin(ϕ) sin(κ) + cos(ϕ) sin(ω) sin(κ)
c2 = − sin(ϕ) sin(κ) + cos(ϕ) sin(ω) cos(κ)

c3 = cos(ϕ) cos(ω)

(6)

Then set 
X = a1(X −XS) + b1(Y −YS) + c1(Z−ZS)

Y = a2(X −XS) + b2(Y −YS) + c2(Z−ZS)

Z = a3(X −XS) + b3(Y −YS) + c3(Z−ZS)

. (7)

Then there are  x = − f X
Z

y = − f Y
Z

. (8)

Assuming that the approximate values of the exterior orientation elements (XS, YS, ZS, ϕ, ω, κ)
are (X0

S, Y0
S, Z0

S, ϕ0, ω0, κ0), they can be calculated by Formula (9)

X0
S = 1

n

n∑
i=1

Xi

Y0
S = 1

n

n∑
i=1

Yi

Z0
S = H
ϕ0 = ω0 = κ0 = 0

(9)

where (Xi, Yi, Zi) are the world coordinates of the coding graphics. H is the rough range between the
camera to the photographed object. By using (X0

S, Y0
S, Z0

S, ϕ0, ω0, κ0) and (Xi, Yi, Zi), the calculated

values
(
Xc, Yc, Zc

)
of

(
X, Y, Z

)
can be obtained.

Therefore, the calculated values of the image coordinates for the coding graphic are (xc, yc) xc = − f Xc
Zc

yc = − f Yc
Zc

(10)

because (xc, yc) is calculated by (X0
S, Y0

S, Z0
S, ϕ0, ω0, κ0). Thus, the size of (x− xc, y− yc) is

related to the accuracy of (X0
S, Y0

S, Z0
S, ϕ0, ω0, κ0). Suppose that the correction numbers of

(X0
S, Y0

S, Z0
S, ϕ0, ω0, κ0) are

(
dXs, dYsdZs, dϕ, dω, dk

)
; then, by using the Taylor formula, the following

results can be obtained:{
x− xc = a11dXs + a12dYs + a13dZs + a14dϕ + a15dω + a16dk
y− yc = a21dXs + a22dYs + a23dZs + a24dϕ + a25dω + a26dk

(11)
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where 

a11 = ∂x
∂XS

= 1
Z (a1 f + a3x)

a12 = ∂x
∂YS

= 1
Z (b1 f + b3x)

a13 = ∂x
∂ZS

= 1
Z (c1 f + c3x)

a14 = ysin(ω) − ( x
f (xcos(k) − ysin(k) + f cos(k)) cos(w)

a15 = − f sin(k) − x
f (xsin(k) + ycos(k))

a16 = y
a21 =

∂y
∂XS

= 1
Z (a2 f + a3y)

a22 =
∂y
∂YS

= 1
Z (b2 f + b3y)

a23 =
∂y
∂ZS

= 1
Z (c2 f + c3x)

a24 = −xsin(ω) − ( x
f (xcos(k) − ysin(k) − f sin(k))cos(w)

a25 = − f cos(k) − y
f (xsin(k) + ycos(k))

a26 = −x

(12)

Formula (11) is transformed into the error equation as follows{
vx = xc − x + a11dXS + a12dYS + a13dZS + a14dϕ+ a15dω+ a16dκ
vy = yc − y + a21dXS + a22dYS + a23dZS + a24dϕ+ a25dω+ a26dκ

. (13)

Equation (13) can be written in the form of a matrix

V = AX − L (14)

where
V =

[
vx vy

]T
(15)

A =

[
a11 a12 a13

a21 a22 a23

a14 a15 a16

a24 a25 a26

]
(16)

X = [dXS dYS dZS dϕ dω dκ]T (17)

L =
[
lx, ly

]T
= [x− xc, y− yc]

T. (18)

According to the principle of least square adjustment, the normal equation can be listed as follows,
where P represents the weight matrix of observations:

ATPAX = ATPL. (19)

The normal equation is equation (14).

X =
(
ATPA

)−1
ATPL. (20)

In this method, we have unit weight, so the expression of the normal equation is Equation (16).

X =
(
ATA

)−1
ATL. (21)
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The calculation expression of the projection centre position (that is, the position of a vehicle) is
as follows 

XS = X0
S + dX1

S + dX2
S + · · ·

YS = Y0
S + dY1

S + dY2
S + · · ·

ZS = Z0
S + dZ1

S + dZ2
S + · · ·

ϕ = ϕ0 + dϕ1 + dϕ2 + · · ·

ω = ω0 + dω1 + dω2 + · · ·

κ = κ0 + dκ1 + dκ2 + · · ·

(22)

2.2.2. A Method Based on Tukey Weight

In close-range photogrammetry, the images that are observed in different positions and angles
have great distortions [46]. These distortions can cause deviations in the central coordinates of the
coding images. When we compute the coordinates with equation (16) using the same unit weight
for every observation value, the deviations reduce the accuracy of the position calculation. Thus,
this paper proposes a robust position measurement model based on the Tukey [38–40] weight factor,
which is determined by the observation errors. Through the weight function, the observed values
are divided into effective, available, and gross error observed values. According to classification, the
weight is divided into a guaranteed area that keeps the original observation unchanged, a reduced
weight area that is limited to the weight of the observation, and a rejection area where the weight
is zero.

The estimation method based on the Tukey weight factor provides the maximum likelihood
estimation within an obsolete area whose influence function is bounded. This method is not sensitive
to small changes in the middle part of the observation values, but it is sensitive to large changes.
According to the changes in the observations, this method can assign different weights and produce a
better valuation. The Tukey weight factor function is equation (20). The biweight can be computed
as an iteratively reweighted sample mean, where the weights are defined in terms of the estimate
obtained in the previous iteration [37,39]

ρ(u) =

 1
6 [1−

(
1− u2

)3
], |u| ≤ 1

1
6 , |u| > 1

(23)

ϕ(u) =

 u
(
1− u2

)2
, |u| ≤ 1

0, |u| > 1
(24)

P = ω(u) =


(
1− u2

)2
, |u| ≤ 1

0, |u| > 1
. (25)

As shown in Figure 8, ρ(u) is a loss function, ϕ(u) is an influence function, and ω(u) is the error
weight factor function used in the research process. Among these functions,

u =
(
v−ATX̂

)
/(c·MAD) (26)

MAD = med
i

∣∣∣vi −AT
i X̂Tukey

∣∣∣ (27)

where v is the residual of the observation. X̂ represents the valuation of X calculated during the
iteration based on the equivalence method, and X̂Tukey represents the valuation of X calculated during
the iteration based on the Tukey weight factor; c is the regression factor, and the general value is 6~12
(here the value is 8).
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3. Experiments and Discussion

Three group experiments were carried out. Experiment 1 was carried out at the Chinese laboratory
of Toprs Co., Ltd., which was used to verify the feasibility and accuracy of the method when shooting
the same area at different positions and angles. The second experiment was carried out in the company’s
conference room, which was used to verify the feasibility and accuracy of the method when shooting
different areas at different positions and angles. The third experiment was carried out at the laboratory
of the Beijing University of Civil Engineering and Architecture, which was used to verify the feasibility
and accuracy of the method under dynamic conditions. When using this method, it is necessary to
have four or more coding graphics in one coding image and to keep the angle between the main optical
axis and the normal of the photographed object within ± 60◦ as much as possible; the subject should
also be kept at a fine depth range.

3.1. Experiment 1

During the experiment, 22 coding images were placed on the indoor wall. The coding images
were acquired from different positions and angles by a Sony ILCE-QX1 camera with a 24 mm focal
length lens, calibrated using Zhang’s method [48]. As shown in Figure 9, four groups of coding images
photographed in four positions were used as experimental data.
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Figure 9. Experiment images. (a–d) show the images from group 1 to group 4.

First, the observation values of the image coordinates for every coding graphic were acquired
using this paper’s method. Second, the observation’s residual errors, weights, RMSE (listed as m0),
as well as the spatial positions of the platform, were calculated using the two methods (one is based on
unit weight; the other is based on Tukey weight) developed in this paper. Lastly, the calculation results
of the platform were compared to the actual positions.

Figure 10 show the residual errors and the weights of group 1 calculated by this paper’s two
methods. The residual errors vary in size and distribution. Some are less than the m0, some are in
the range of 1–2 times, and some are more than two times. When using the unit weight method for
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calculations, the weight of each observation value is one. In this case, the observations cannot be
treated differently. When the Tukey weight method is used for calculations, however, the weights of
the observed values are different depending on the residual value. In this case, the contribution of the
observation values to the results can be changed, and the contribution of harmful observation values
can be reduced or even suppressed. For example, the error of observation is 0.75 mm—more than three
times m0—and its weight is zero.
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Figure 10. Error and weight of the observation values.

In order to illustrate the weights of the observed values, Figure 11 shows the corresponding
relationship between the residual error and the weight. The blue line represents the ratio between the
residual error (listed as v) and the m0, and the red line represents the weight value. Figure 11a shows
the weight of the observation value when v is less than m0, and the weight decreases with an increase
in the gross error; the maximum weight is 1.00, and the minimum weight is 0.57. Figure 11b shows the
weight of the observation value when the error is greater than m0. The results show that the greater
the gross errors, the smaller the weights. For instance, the weights of the observations with errors in
the range of 1–2 times the m0 have a minimum of 0.36 and a maximum of 0.90, while observations
with errors more than twice the m0 are harmful, and their weights are zero.
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Figure 11. (a) Relationships between v/m0 and weight P, with v less than m0. (b) Relationships between
v/m0 and weight P, with v greater than m0.

In this paper, the positions of the platform calculated by the two methods are compared with the
actual positions collected by the electronic total station, and the accuracy is able to reach the millimetre
level. The results are shown in Table 2.
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Table 2. The results and errors of the spatial positions.

Group Results X [mm] Y [mm] Z [mm] ex [mm] ey [mm] ez [mm]

1
Method1 6932.40 9410.20 12062.00 −78.60 −23.80 48.00
Method2 6957.00 9416.00 12048.00 −54.00 −18.00 34.00

True value 7011.00 9434.00 12014.00 exy increase 30.69% ez increase 29.17%

2
Method1 6991.10 9246.10 12189.00 79.10 −28.90 −12.00
Method2 6876.00 9235.90 12206.00 −36.00 −39.10 5.00

True value 6912.00 9275.00 12201.00 exy increase 36.89% ez increase 58.33%

3
Method1 7436.20 9432.00 12041.00 −9.80 −37.00 −27.00
Method2 7435.10 9485.00 12075.00 −10.90 16.00 7.00

True value 7446.00 9469.00 12068.00 exy increase 49.42% ez increase 74.07%

4
Method1 8506.30 9533.40 15264.00 90.30 −52.60 16.00
Method2 8342.60 9612.50 15242.00 −73.40 26.50 −6.00

True value 8416.00 9586.00 15248.00 exy increase 29.76% ez increase 62.50%

Using the experimental conditions of monocular vision, the position precision calculated by the
Tukey weight method was improved compared to the unit weight method. The precision of the plane
minimum increased by 29.76%, and the maximum increased by 49.42%, while the precision of the
elevation minimum increased by 29.17%, and the maximum increased by 74.07%.

According to the experiments, the results show that the gross errors of the observations can be
detected effectively with the Tukey weight method. Additionally, the observations with different
sizes of gross errors will have an optimal value, and the accuracy of the measurement results will
be improved.

3.2. Experiment 2

In this experiment, a ‘u’ type indoor wall with 39 coding graphics was chosen as the experimental
environment, as shown in Figure 12. The coding images were automatically acquired from 12 different
stations when the platform was moving. Each coding image included five to eight coding graphics.
The calculation results for the positions of the platform were then compared.
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Figure 12. A panoramic photo of the environment of experiment 3.

In the experiments, the positions of the platform obtained by the electronic total station were
regarded as the true values, and the accuracy was able to reach the millimetre level. The results that
were calculated by the two methods of this paper were compared. Figure 13 shows the three axial
variations in X, Y, and Z in the O–XYZ stereo space, as well as a trajectory accuracy comparison
between the two methods.

It can be seen from the diagram that, compared to the unit weight method, the results calculated by
the Tukey weight method are closer to the true value, and the error value is smaller; thus, the accuracy
is improved. The results of the calculations of the two methods are shown in Table 3.
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Table 3. Results of experiment 2.

Station Results X [mm] Y [mm] Z [mm]
Accuracy

Improvement
in Plane

Accuracy
Improvement
in Elevation

1
Method1 2073.00 −1489.00 −1313.70

Increase 59.81% Increase 71.05%Method2 2141.30 −1275.30 −1353.70
True value 2120.00 −1336.00 −1370.00

2
Method1 2767.20 −1339.00 −860.03

Increase 17.40% Increase 25.98%Method2 2761.70 −1336.80 −857.42
True value 2735.00 −1336.00 −850.00

3
Method1 1550.40 −1320.10 −854.52

Increase 15.96% Increase 18.446%Method2 1546.60 −1325.90 −853.69
True value 1518.00 −1336.00 −850.00

4
Method1 310.14 −1359.40 −877.33

Increase 21.97% Increase 43.55%Method2 307.82 −1354.30 −865.42
True value 300.00 −1336.00 −850.00

5
Method1 −835.93 −1320.50 −867.53

Increase 39.08% Increase 53.26%Method2 −869.97 −1313.70 −858.19
True value −911.00 −1336.00 −850.00

6
Method1 −2115.20 −1270.30 −865.79

Increase 51.02% Increase 36.424%Method2 −2095.80 −1323.70 −839.96
True value −2126.00 −1336.00 −850.00

7
Method1 −3364.50 −1229.40 −861.68

Increase 66.34% Increase 52.13%Method2 −3311.50 −1314.10 −855.59
True value −3341.00 −1336.00 −850.00

8
Method1 −3348.20 −1303.40 −881.37

Increase 65.53% Increase 9.40%Method2 −3344.90 −1346.50 −808.24
True value −3340.00 −1336.00 −843.00

9
Method1 −3283.90 −1378.00 −1699.10

Increase 21.78% Increase 53.75%Method2 −3306.00 −1379.00 −1603.90
True value −3340.00 −1336.00 −1522.00

10
Method1 −3336.80 −1429.00 −1435.10

Increase 50.03% Increase 58.80%Method2 −3350.90 −1290.80 −1557.80
True value −3340.00 −1336.00 −1522.00

11
Method1 −3567.90 −1407.90 −844.55

Increase 31.74% Increase 58.88%Method2 −3579.00 −1363.60 −847.76
True value −3646.00 −1336.00 −850.00

12
Method1 −3363.80 −1259.40 471.51

Increase 65.35% Increase 42.39%Method2 −3359.80 −1355.50 485.28
True value −3340.00 −1336.00 504.00

Using the experimental conditions of monocular vision, the position precision calculated by the
Tukey weight method was improved more significantly than the unit weight method. The precision
of the plane minimum was increased by 16.96%, and the maximum increased by 66.34%, while the
precision of the elevation minimum increased by 9.40%, and the maximum increased by 71.05%.
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Figure 13. The moving trajectory of the platform and the accuracy comparison between the two methods.

3.3. Experiment 3

In order to verify the accuracy of the proposed method, an experiment was carried out in the
indoor navigation and positioning laboratory of a university, as shown in Figure 14. The laboratory has
a fixed orbit with known spatial information, and the accuracy was able to reach the millimetre level.
This laboratory also features an electrically driven autonomous rail vehicle. During the experiment,
the camera was installed in a rail car that moved along a fixed route, and the images were collected.
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During the course of the experiment, a total of 51 images were obtained. Using this paper’s
method, the position of the vehicle when taking pictures was calculated, and the running track of the
vehicle was drawn, as shown in Figure 15.



ISPRS Int. J. Geo-Inf. 2020, 9, 122 17 of 21

ISPRS Int. J. Geo-Inf. 2020, 9, x FOR PEER REVIEW 17 of 21 

 

 
Figure 15. The vehicle trajectory calculated by the Tukey weight method. 

By comparing the vehicle position calculated by this method with the nearest point on the track, 
the plane position measurement deviation of this method was obtained, as shown in Figure 16. The 
maximum measurement deviation was 0.17 m in the X direction and 0.22 m in the Y direction. The 
plane RMSE was 0.14 m. 

 
Figure 16. Difference between the coordinates of the orbit and the calculation results. 

Figure 17 shows the cumulative distribution function (CDF) curve of the error, showing the 
distribution range of the error. It can be seen that about 22% of the points has a positioning accuracy 
better than 0.05 m, about 67% of the points had a positioning accuracy better than 0.1 m, about 96% 
of the points had a positioning accuracy better than 0.15 m, and only about 4% of the points had an 
error between 0.2 and 0.25 m. 

Figure 15. The vehicle trajectory calculated by the Tukey weight method.

By comparing the vehicle position calculated by this method with the nearest point on the
track, the plane position measurement deviation of this method was obtained, as shown in Figure 16.
The maximum measurement deviation was 0.17 m in the X direction and 0.22 m in the Y direction.
The plane RMSE was 0.14 m.
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Figure 16. Difference between the coordinates of the orbit and the calculation results.

Figure 17 shows the cumulative distribution function (CDF) curve of the error, showing the
distribution range of the error. It can be seen that about 22% of the points has a positioning accuracy
better than 0.05 m, about 67% of the points had a positioning accuracy better than 0.1 m, about 96% of
the points had a positioning accuracy better than 0.15 m, and only about 4% of the points had an error
between 0.2 and 0.25 m.
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Based on a study of the full text, we can see that using vision sensors as a streaming media
technology can not only achieve rich environmental information but can also be transmitted in real
time. In terms of visual positioning, the mainstream technical methods include SLAM, VO, image
fingerprinting-based methods, and integrated external sensor methods. SLAM and VO achieve relative
positioning without the assistance of external information. The proposed method in this paper achieved
absolute positioning and can be used as an auxiliary measure of the former methods to achieve the
absolute positioning of large scenes. Compared with image fingerprinting-based methods, our method
is a special case, as it does not need to build an image database of all indoor environments and can
also be used as a control measurement method. Compared with sensor-assisted positioning methods
such as UWB, this paper’s method relies solely on visual positioning to achieve equivalent or higher
precision positioning results, which gives it an advantage. However, this method also has some
shortcomings, such as the need to deploy coding graphics and measure the coordinates in advance,
which requires some preparatory work, especially when applied to a large-scale environment. At the
same time, due to the limitations of feature extraction and other technologies, location failures can easily
occur in areas where texture is sparse or the light intensity changes rapidly. For this reason, the fusion
of this method with SLAM, VO, and/or multi-sensor methods may give it better application potential.

4. Conclusions and Outlook

This paper adopted the combined methods of coding graphics and monocular vision, which
can automatically obtain an observed image’s coordinates and the world coordinates of the center
of the coding graphics. The two methods (based on unit weight and Tukey weight, respectively)
developed in this paper can be used to calculate the position of mobile platforms in a room with
good accuracy. The Tukey weight method can identify the gross errors in observations effectively and
calculate the weight of the observations according to their gross errors. Additionally, this method can
optimize the participation of observation values through the weight size and enhance the accuracy of
the results. Based on the results of these experiments, the plane precision increased by an average of
39.43%, and the elevation accuracy increased by an average of 49.85%. These results show that this
method is feasible and can thus improve the accuracy of the indoor positioning measurements of a
mobile platform. In addition, the research results of this paper can be used as the absolute positioning
benchmark for SLAM and VO technology, which can achieve absolute positioning and, with the help
of natural features, will greatly reduce the preparation of coded graphics. Moreover, by solving the
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positioning problem, we can obtain environmental information in real time, which can facilitate the
emergency rescue of indoor and underground spaces and three-dimensional real-scene data collection.

However, in order to solve the visual positioning failures caused by sparse texture, light changes,
and other factors, the indoor positioning method proposed in this paper can be integrated into the
Inertial Navigation System (INS) and wireless signal-based solutions in the future. In doing so,
this method can provide continuous indoor and outdoor unified localization and navigation.
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