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Abstract: Recent developments in Web Service and Semantic Web technologies have shown great
promise for the automatic chaining of geographic information services (GIService), which can derive
user-specific information and knowledge from large volumes of data in the distributed information in-
frastructure. In order for users to have an informed understanding of products generated automatically
by distributed GIServices, provenance information must be provided to them. This paper describes
a three-level conceptual view of provenance: the automatic capture of provenance in the semantic
execution engine; the query and inference of provenance. The view adapts well to the three-phase
procedure for automatic GIService composition and can increase understanding of the derivation
history of geospatial data products. Provenance capture in the semantic execution engine fits well
with the Semantic Web environment. Geospatial metadata is tracked during execution to augment
provenance. A prototype system is implemented to illustrate the applicability of the approach.

Keywords: provenance; geospatial semantic web service; semantic execution engine; GIService;
geoprocessing workflow

1. Introduction

As Earth-observing technologies develop, the amount of geospatial data will grow
to multi-exabytes very soon. For example, the volume of data collected by Landsat-7,
Landsat-8, MODIS, and Sentinel satellites has reached 5 petabytes (PB) per day [1], far more
than Earth scientists can hope to analyze. Approaches for semi-automated or automated
discovery and dissemination of geospatial knowledge for Earth science applications are
urgently needed. One major approach is to promote the use of Semantic Web and Web
Service technologies. The Web Service technologies can significantly reduce the data
volume, computing steps, and resources required by the end-user [2], while the Semantic
Web technologies allow the semantics of data and services to be machine-understandable
for more effective discovery, integration, and reuse of geospatial data and services [3].
With ontology support, systems using these technologies can automatically construct an
executable workflow (also called a service chain in a service-oriented environment) given
the users’ descriptions of what they want and the available services, as well as the input data
distributed over the Web, and execute this workflow to generate a user-specific product.
Some contributions in this area are the proposal for the Semantic Web Service [4], the
automatic discovery and composition of Semantic Web Services [5], the Open Geospatial
Consortium (OGC)’s Geospatial Semantic Web Interoperability Experiment, and geospatial
applications of Semantic Web Service technologies [6,7].

With the advancement of e-Science or Cyberinfrastructure, Foster [8] uses the term
Service-Oriented Science to refer to the scientific research supported by distributed networks
of interoperating services. Web service technologies are now widely used to support the
Cyberinfrastructure and lead to the development of a series of geographic information
services (GIService) [9]. The development of Cyberinfrastructure-based geographical infor-
mation systems (CyberGIS) will also drive the adoption of Web services [10]. Traditionally,
Earth science data products are produced in the scientific data centers with pre-established
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processing steps or workflows. In the distributed information infrastructure, processing
steps become standard-compliant, chainable service components, which are often dynam-
ically discovered and automatically chained together as workflows to derive data and
high-level information products [11]. In order for users to have an informed and trusted
understanding of products generated automatically by distributed services, provenance,
the processing history of data products, must be provided to them even before such user-
specific products are generated. Moreover, provenance can help users find dependencies
among physically existing data products and support data quality analysis such as error
source identification and propagation. Yue [12] has presented an approach to capturing
the provenance of geospatial data before service chains are executed. Such provenance
information as source data and processing steps provides a context in which end users can
evaluate the fitness of service chains and interpret the data products that service chains will
deliver. However, the provenance information collected focuses on the ancestor relation-
ships between geospatial data products and does not include the causal relations between
execution parameter values and data products. There is still a demand for capturing the
provenance of the geospatial data products that have already been generated. This paper
extends the original work by automatically recording provenance during the execution of
semantic GIService chains. Semantic service chains are generated based on the automatic
discovery and composition of Semantic Web Services, which have been demonstrated in
the previous work [13,14]. The work in this paper goes one step further to capture the
provenance of semantic service chains in their executions. It proposes a three-level view
of provenance in the context of automatic GIService composition. A semantic execution
engine is extended to track the provenance. The semantic execution engine is a workflow
engine that can execute semantic descriptions of workflows, such as semantic service chains
represented using ontologies. It takes ontological instances as inputs, transforms them
into syntactic descriptions for invoking individual services, and generates new ontological
instances as outputs of executions. In addition, the work presents provenance queries
based on the three-level view that combine domain ontologies and rules for inferring
provenance. The query and inference of provenance rely on the current Semantic Web tech-
nologies including Resource Description Framework (RDF), the Web Ontology Language
(OWL), and the SPARQL Protocol and RDF Query Language (SPARQL). The foundation
of knowledge representation formalism for OWL is the Description Logic (DL). However,
DL ontologies have expression limitations in inferring implicit relations [15]. Here, the
rule-based approach is combined with DL ontologies to infer new assertions and add more
declarative expressivity, which has not been attempted in the previous work.

The contribution of this paper is the provenance model tailored to the automatic
GIService composition and automatic provenance capture in the semantic execution en-
gine. The three-level conceptual view of provenance (i.e., knowledge provenance, service
provenance, and data provenance) corresponds to the three phases of automatic GIService
composition: process modeling, process model instantiation, and workflow execution. It
provides an information context in which users can check query results against different
levels of provenance, thus supporting plan adjustment in the different phases of service
composition. Domain-specific information, such as the semantics of geospatial data and
services, is important to interpret data products. To impose a domain-specific view of
provenance, geospatial semantics, including geospatial data and service ontologies, are
referred to in the provenance ontology through multiple links. Semantic execution engines
are used for the execution of workflows in the Semantic Web environment. Domain-specific
provenance can be enriched through geospatial metadata tracking during execution. Unlike
most available workflow provenance approaches, which use engines running on syntactic
descriptions of workflows, the workflows running in the semantic execution engine are se-
mantic service chains, which can take advantage of mediation mechanisms in the semantic
execution engine and make the approach fit well with the Semantic Web environment.

The remainder of the paper is organized as follows. Section 2 introduces a geospatial
example to help in understanding the work and derive requirements for provenance.
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Section 3 introduces background concepts and previous work on the semantic descriptions
of GIServices. Section 4 presents a conceptual view of provenance, its ontological modeling,
and rule declaration. Using provenance ontologies, the paper describes an approach
that automatically captures provenance in a semantic execution engine in Section 5. A
prototypical implementation is presented in Section 6. The work is compared with related
work in Section 7, and conclusions and pointers to future work are given in Section 8.

2. Provenance for Geospatial Data Products in a Distributed Service Environment
2.1. An Example: Landslide Susceptibility Scenario

This section introduces a landslide susceptibility use case to illustrate the requirements
for provenance when automatically deriving data products using distributed geospatial
data and services. A disaster manager, John, wants to know: “What is the susceptibility of
Dimond Canyon, California, United States to a landslide?” Such information is not directly
available, yet it can be generated on-demand by automatic service chaining using available
data and geoprocessing services. In the geospatial domain, the OGC has developed a
series of standards for GIServices. The geospatial data can be provided by the OGC Web
Coverage Service (WCS). WCS is the OGC service standard that defines a standard interface
and protocol to access coverage data on the Web. Coverage data such as a raster image is a
kind of digital geospatial information representing space-varying phenomena.

Both data and geoprocessing services can be published and discovered using a
standards-compliant metadata catalogue service. Assume two simple computation models
for landslide susceptibility index are available as landslide susceptibility services: the
simpler one (the model in the top left of Figure 1a is based only on terrain slope and aspect,
while the other (the model in the top right of Figure 1a also considers land cover type and
vegetation growing condition. Each of the computation models also involves other models:
deriving terrain slope and aspect from the Digital Terrain Model (DEM), calculating the
Normalized Difference Vegetation Index (NDVI) as an indicator of vegetation growing con-
ditions, and generating the land cover types using the classification of the Earth-observing
imagery provided by a Web Image Classification Service (WICS). Thus, the answer to the
geospatial question is potentially derivable from the semantic relationships among data and
services, such as the semantics of input/output data in a service operation. For example,
the computation models can be chained together using an input-output DataType match,
i.e., by chaining two services so that the first service can output the semantically-matched
data as an input to the second one. Figure 1a shows that different computation models can
generate different results. The landslide susceptibility image generated by the model with
four types of input data has more detail than the model with two types of input data. The
provenance information for these data products, therefore, can help analyze the quality of
the data products.

The scenario in Figure 1a is comparatively simple, since it assumes that all inputs
are already processed into a form ready for analysis using the so-called data reduction
and transformation services, including data format conversion, coordinate system transfor-
mation, and resolution conversion (i.e., resampling/interpolation/regridding). Figure 1b
further illustrates an example process for data reduction and transformation. The prove-
nance, then, provides information to position the DEM data in the original coverage dataset,
e.g., by comparing the spatial bounding boxes of the result DEM and the original dataset.
This kind of provenance can be called spatial provenance. The example here is used
throughout the paper for illustration purposes. It is noted, however, that the approach is
designed to be general and not restricted to only this example.

The Semantic Web Service, a combination of the Semantic Web and Web service
technologies, is designed to maximize “automation and dynamism in all aspects of Web
service provision and use, including (but not limited to) discovery, selection, composition,
negotiation, invocation, monitoring, and recovery”. The semantic representation in the
Semantic Web Service provides an intelligent mechanism for organizing information and
services, allowing human queries to be correctly structured for the available application
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services. It is then possible to determine automatically the relationships between the data
and services available and build scientific workflows to derive geospatial information
and knowledge from Earth science data distributed over the Web. A prototypical system
for management and automatic composition of geospatial services using Semantic Web
Services, called OWLSManager, has been developed [6]. Using OWL-S, a Web Ontology
Language based Web Service Ontology, OWLSManager can generate and execute a service
chain to derive the landslide susceptibility index automatically.
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2.2. Requirements for Provenance

In the scenario described above, although geospatial products can be automatically
generated to answer John’s question, John may have the following questions:

• Before I can trust it for my decisions, how was the landslide susceptibility index derived?
• What are the source data and their spatial and temporal ranges?
• Is there an error in the source data and geoprocessing services involved?
• Can I use a different computational model for the landslide susceptibility index?

The answers to the above questions can support users in making decisions. In an-
swering these questions, sufficient provenance information for the derived products must
be available. In a system such as OWLSManager for automatic composition of services,
provenance must satisfy the following important requirements, which can be satisfied in a
Semantic Web environment, as addressed in the following sections.



ISPRS Int. J. Geo-Inf. 2023, 12, 118 5 of 21

2.2.1. The Different Levels of Provenance in Automatic GIService Composition

In order to provide appropriate provenance information for data products generated by
automatic GIService composition, the modeling of provenance information should embody
different levels of information generated in the three-phase procedure for automatic GIService
composition. Automatic service composition, or called automatic service chaining, has been
studied extensively. A number of examples in the literature demonstrate a three-phase proce-
dure for automatic service composition [16], and can be used in GIService composition [7,13]:
process modeling, process model instantiation, and workflow execution. The first phase is
to construct an abstract process model, which consists of control flow and data flow among
process nodes. A process node represents one type of individual service that shares the same
functional behaviors: functionality, input, and output. The second phase is to transform the
abstract process model into an executable service chain. And the third phase is to execute the
service chain in a workflow engine to generate the requested data products. The provenance
in these three phases, therefore, can provide end users with an informed understanding of
different phases in the derivation history of geospatial data products.

2.2.2. Capturing Provenance in the Semantic Execution Engine

The semantic execution engine fits the Semantic Web environment by its nature of
running semantic service chains. For example, OWLSManager can execute semantic service
chains represented using OWL-S. Syntactic execution engines for service chains should
instead support the execution of syntactic descriptions of service chains such as Web
Services Business Process Execution Language based descriptions. The use of a semantic
execution engine with semantic descriptions of service chains using OWL-S or Web Service
Modeling Ontology can take advantage of the mediation capabilities of the Semantic Web
Service technologies [17]. The execution engine is used to derive geospatial data products
and therefore can be used to collect provenance.

2.2.3. Tracking Domain-Specific Metadata

The applications in the geospatial domain often require multiple modeling or pro-
cessing steps involving heterogeneous data provided by different vendors in distributed
locations. Ontologies for provenance should therefore link complex metadata for source
or intermediate data products, such as data format, spatial projection, and region. The
metadata for data products is not typically considered to have provenance since it is not
related to how the data products are created. However, when linked with metadata for
workflows and their executions, the metadata can be used to augment provenance. While
metadata can be represented using available metadata ontologies linked in the provenance,
generation, and capture of this metadata as instances in the provenance ontologies need
investigations. The execution engine itself does not generate geospatial metadata for data
products unless the metadata is specified as execution parameters, such as input and out-
put file formats. More geospatial metadata should be tracked and added as facts to the
provenance knowledge base to provide comprehensive provenance information.

3. Semantic Descriptions of GISservices

Although there are some up-to-date proposals for semantic descriptions of services,
OWL-S is used as the vehicle in this paper for semantic representation of GIServices. An OWL-
S file consists of three main parts: the service profile, the service model (i.e., process), and
the service grounding. Figure 2 shows a snippet of the Web Services Description Language
(WSDL) and OWL-S for the NDVI computation service. A geospatial DataType (ETM_NDVI)
and a geospatial ServiceType (NDVI) are linked to the OWL-S descriptions. Geospatial
DataType entities conceptualize the scientific meanings of distributed geospatial data, such as
the science keyword collection of the Global Change Master Directory (GCMD); thus, they can
be used to represent the semantics of input and output data in a geospatial service operation.
Geospatial ServiceType entities are defined according to the scientific problems that the
geospatial services focus on solving. They can be developed, for example, by conceptualizing
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service keyword collection in GCMD. WSDL is a standard for the syntactic description
of Web services. The service grounding part of OWL-S provides information on how the
syntactic and semantic worlds are bridged, e.g., by grounding the input/output ontology
concepts to the input/output message of WSDL using Extensible Stylesheet Language (XSL)
Transformations (Figure 2). A process can be either atomic or composite. An atomic process
in OWL-S describes the behavior of an atomic service. A composite process is a collection
of subprocesses or atomic processes with control and data flow relationships. Both atomic
and composite processes can be advertised through a service profile ontology by their
functionalities, inputs, outputs, preconditions, and effects (IOPE).
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The semantics of a GIService chain can be represented using composite process ontol-
ogy. Figure 3 illustrates semantic descriptions for the landslide susceptibility case, using
workflow ontologies in OWL-S. The control flow is represented by control constructs such
as Sequence and Split-Join. The data flow is specified by input/output bindings using
an OWL class such as ValueOf to state that the input to one subprocess should be the
output of the previous one within a sequence. For example, as shown in Figure 3, the
output (etm_ndvi_output_ndvi) of the NDVI computation process is linked to the input
(landslide_sus_4i_input_ndvi) of the landslide susceptibility atomic process. Note that
the purpose is not to propose new ontologies for semantic descriptions of service chains.
Rather, the existing set of example ontologies from Yue [6] is used to illustrate automatic
provenance capture in the semantic execution engine.
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4. The Three-Level View of Provenance

This section presents the model used for expressing provenance in GIServices. The
model is designed within the application context of automatic GIService composition
(Section 4.1). However, to support interoperability and situate the work with respect to the
PROV-O, a forthcoming W3C standard on ontology for provenance, Section 4.2 presents
mappings from the provenance model to PROV-O.
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4.1. Knowledge, Service, and Data Provenance

The proposed three-level view of provenance corresponds to the three phases of
automatic GIService composition. In the process modeling phase, the provenance is at
the knowledge level, namely, knowledge provenance. It contains the data and service
ontologies used, as well as process models for complex process modeling. A process model
consists of the control flow and data flow among atomic processes. The data flow focuses
on the data exchange among atomic processes, while the control flow concerns the order in
which atomic processes are executed. An atomic process represents one type of processing
service that shares the same functional behaviors such as functionality, input, and output.
Process models are based on the knowledge of domain modelers. Such knowledge can
be captured in the process, represented using ontologies, and shared and reused by other
domain modelers. From this perspective, process models can be regarded as knowledge-
oriented provenance. Thus, the knowledge provenance addressed in this paper is from
a workflow perspective. Using provenance at this level, users can check the correctness
of the process model and select an alternative model when necessary. The second level is
the service level, namely service provenance. It includes executable services and chains
that can be invoked many times. Using this information, it is possible for users to re-select
services based on the performance evaluation of those services. The final level is the data
level, namely data provenance level, which concerns execution instances and physically
generated data products. The runtime-specific details for each execution, such as values for
input parameters, execution data and time, belong to this level.

Based on the conceptual view of provenance, a set of provenance-related ontological
entities and their relations can be defined at three levels as shown in Figure 4a. The relations
consist of internal relations among entities at the same level and external relations among
entities at different levels. Figure 4b shows a lightweight ontology for the purpose of
demonstration. The ontology is represented using OWL. More relations and entities can be
added to provide richer provenance information.

The knowledge provenance is the process model consisting of geospatial DataType,
geospatial ServiceType, and workflow entities. Linking geospatial DataTypes, ServiceTypes,
and workflow entities such as control flow and data flow together can represent process
knowledge. Workflow ontologies can use the ontological entities for control and data
flow in OWL-S. Domain experts can then use a model builder [18] to drag and drop
geospatial DataTypes and ServiceTypes in a working panel and link them according to their
control and data flow. After the model design is finished, the model, represented using
process ontologies in OWL-S, is registered in a geospatial catalogue for sharing [19]. Such a
catalogue service allows semantics-enhanced discovery of geospatial data, services/service
chains, and process models. More complex models can be built upon those existing models
in the model builder.

The service provenance consists of individual services and service chains. Semantic
Web Service technologies such as OWL-S can be used to represent both services and service
chains. A service chain as a whole can be considered a service and represented using the
service ontology in OWL-S.

And the data provenance consists of data products (ProvenanceGeoDataType), atomic
service executions (AtomicServiceExecution), and service chain executions (CompositeSer-
viceExecution). Internal relationships in this level include ancestry relationships among
data products (hasGeoDataTypeAncestor and hasGeoDataTypeParent) (1–2), input/output
relationships between parameter values and service executions (hasInput, hasOutput) (3–4),
the generation relationship between data products and service executions (producedBy) (5),
and component relationships between atomic service executions and service chain execu-
tions (isContainedBy) (6). The range of hasInput and hasOutput is the ParamValueBinding,
which binds parameters (using the param property) to their values (using the objectValue or
literalValue property) (7).
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The external relations among the three levels are as follows: the knowledge provenance
addresses the knowledge aspects of the service provenance, e.g., the describedBy relation that
links the service chain to its process model (8), while the service provenance addresses the
service information for the execution instances in the data provenance, e.g., the hasService
relation linking a service execution to its service description (9). Since entities at the
knowledge and service levels have been defined by existing geospatial data and services
ontologies, they are linked to the provenance ontology to create a domain context and to
enable the three-level view of provenance. In Description Logic, these relations can be
formalized as follows using DL notations.

∃ hasGeoDataTypeAncestor. > v ProvenanceGeoDataType
> v ∀ hasGeoDataTypeAncestor.ProvenanceGeoDataType

(1)

∃ hasGeoDataTypeParent. > v ProvenanceGeoDataType
> v ∀ hasGeoDataTypeParent.ProvenanceGeoDataType

(2)

∃ hasInput. > v ServiceExecution
> v ∀ hasInput.ParamValueBinding

(3)

∃ hasOutput. > v ServiceExecution
> v ∀ hasOutput.ParamValueBinding

(4)
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∃ producedBy. > v ProvenanceGeoDataType
> v ∀ producedBy.ServiceExecution

(5)

∃ isContainedBy. > v AtomicServiceExecution
> v ∀ isContainedBy.CompositeServiceExecution

(6)

∃ objectValue. > v ParamValueBinding
> v ∀ objectValue.ProvenanceGeoDataType

(7)

∃ describedBy. > v Service
> v ∀ describedBy.Process

(8)

∃ hasService. > v ServiceExecution
> v ∀ hasService.Service

(9)

The rationale for differentiating three levels of provenance is drawn from the automatic
service composition and is applicable to the broad general information domain. The domain-
specific view of provenance is imposed by linking semantics in geospatial data and services
into provenance. For example, when transversing linked provenance data, machines can
understand that the NDVI input required by the computation service for landslide suscepti-
bility is provided by the Landsat Enhanced Thematic Mapper (ETM) NDVI and this use is
semantically valid. The complexity of geospatial data is addressed by enriching geospatial
DataType entities with ISO19115-based geospatial metadata ontologies so that geospatial data
can be described more precisely. ISO19115 Geographic Information—Metadata is an interna-
tional standard that defines a set of metadata elements, including elements for identification,
data quality, spatial/temporal representation, and content.

The dependency among data products and the dependency between data products
and service executions differ. The former is described by the hasGeoDataTypeAncestor and
hasGeoDataTypeParent properties and can provide a clear understanding of data product
dependencies. The latter is represented using the hasInput and hasOutput properties. The
hasGeoDataTypeParent property links a geospatial data product to its direct ancestor geospa-
tial data product, while hasGeoDataTypeAncestor is a transitive property so that the DL
reasoner can infer an indirect ancestry relation between data products. However, DL has
limited expressivity. For example, it cannot assert that the parent of a product’s parent
is an ancestor of this product. A combination of DL ontologies and rules can overcome
such expression limitations in DL. In addition, using dependencies among data products
and service executions, new assertions can be inferred about the dependencies among
data products by using rules. For example, if an AtomicServiceExecution a has an input
ParamValueBinding b, and b has an object value ProvenanceGeoDataType c, and a has an output
ParamValueBinding d, with d having an object value ProvenanceGeoDataType e, then e has
parent ProvenanceGeoDataType c (10). Using an execution ai of the terrain slope computation
service as an illustration, assume that the dataset ci is an input parameter value to the
execution ai, and ai outputs a new dataset ei. These facts, once combined with the rule, can
be used by a reasoner to infer that ci is the parent of ei.

AtomicServiceExecution(a) ∧ ParamValueBinding(b) ∧ hasInput(a, b) ∧
ProvenanceGeoDataType(c) ∧ objectValue(b, c) ∧ ParamValueBinding(d) ∧

hasOutput(a, d) ∧ ProvenanceGeoDataType(e) ∧ objectValue(d, e)→
hasGeoDataTypeParent(e, c)

(10)

4.2. Mapping the Provenance Model to PROV-O for Interoperability

The W3C Provenance Working Group has created an ontology for the W3C PROV
Data Model (PROV-DM), named PROV Ontology (PROV-O). The W3C PROV model is
intended to be a generic model that allows domain- or application-specific representations
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of provenance to be translated into the model and interchanged between systems. Mapping
the domain-specific provenance model to PROV can support interoperability.

PROV-O encodes the PROV model using OWL. The core of the PROV model is based
on three types—entity, activity, and agent—and their relations (Figure 5). An entity is “a
physical, digital, conceptual, or other kind of thing” that we want to describe the prove-
nance of. An activity is something that occurs over a period of time and acts upon or with
entities. Activities use or generate entities through properties such as prov:wasGeneratedBy
and prov:used. An agent could be a software agent, an organization, or a person. Agents
are responsible for activities or entities. Figure 5 shows relations between the GIService
provenance model and PROV. In the figure, the core structures of the PROV model are
shown, along with types and relations from the GIService provenance model.
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The concepts and relationships in the GIService provenance model that can be mapped
to PROV are listed as follows:

geop:ProvenanceGeoDataType v prov:Entity
geop:ParamValueBinding v prov:Entity
geop:ServiceExecution v prov:Activity
geop:hasInput v prov:used
geop:hasOutput v prov:generated
geop:hasGeoDataTypeParent v prov:wasDerivedFrom
geop:hasGeoDataTypeAncestor v prov:wasDerivedFrom
geop:producedBy v prov:wasGeneratedBy

In GIServices, the provenance of geospatial data products is a set of assertions about
the processing steps that generated them and the data used in those steps. A data product
(ProvenanceGeoDataType) is a type of entity. A ServiceExecution uses or generates ParamValue-
Bindings. Thus a ServiceExecution is an activity and ParamValueBinding can be considered a
type of entity. A ServiceExecution can use (used) a ParamValueBinding as input (hasInput) and
generate (generated) a ParamValueBinding as output (hasOutput). Both hasGeoDataTypeParent
and hasGeoDataTypeAncestor link a data product to its ancestry data product, so they are
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derivation relations (wasDerivedFrom). A data product, once produced by (producedBy) a
ServiceExecution, can be seen as generated by (wasGeneratedBy) the ServiceExecution. Addi-
tional concepts or relationships are not mapped, since they are application-specific, and
outside the scope of PROV. With this mapping, it is then possible to generate PROV queries
and statements for interoperability.

5. Extending a Semantic Execution Engine to Capture Provenance

A semantic execution engine executes directly semantic descriptions of service chains.
Semantic provenance can be collected from the semantic execution engine. Section 5.1
shows how provenance is captured in the execution of semantic service chains. In addition,
domain-specific metadata is tracked to enrich the provenance at the data level (Section 5.2).

5.1. Provenance Capture in Executing a Semantic Service Chain

Execution of a semantic service chain requires the specification of the service chain
and input parameter values, both of which are semantically represented. For example,
the service chain is represented using the composite process ontology of OWL-S, and
input parameter values can be represented as bindings between OWL individuals and the
process parameters of OWL-S. The ontologies (or ontological knowledge base) such as the
Geospatial DataType and ServiceType ontologies, referred to in the semantic service chains,
are another necessary input to execution since they are required when creating ontological
instances from ontological concepts.

Figure 6 shows a general execution flow for a semantic service chain. The execution is
based on the control flow in the composite process. Different types of control flow exist. For
example, the sequence control construct in OWL-S specifies that subprocesses are executed
sequentially, while the split control construct in OWL-S describes subprocesses that can
be executed in parallel. The execution engine must identify the type of control flow in
the composite process and be capable of understanding and parsing a particular type of
control flow. The execution of subprocesses in a control flow consists of the execution of
each subprocess and the data flow among these subprocesses. A subprocess can be either
an atomic process or a composite process. If the subprocess is an atomic process, the input
data binding specified using data flow ontologies such as ValueOf in OWL-S is used. The
input data for the current process is retrieved using the output values of previous processes
on which the current process depends or the input values of a parent composite process.
Such a semantic input value is further transformed into the syntactic invocation message of
the Web service and triggers the execution of the service. The syntactic output message
is converted into ontological instances as both facts in the knowledge base and inputs to
other processes in the next execution step. If the subprocess is a composite process, the
execution will go through the control flow again. Such an execution flow continues until all
subprocesses are executed. Finally, the output value binding, which consists of the service
parameter in the composite process and its corresponding value, is available.

The mediation mechanism is a distinguishing feature of the semantic execution engine.
The mediation includes mediation between input/output ontological instances and media-
tion between ontological instances and syntactic messages. The former mediation is due to
the semantic match between ontological concepts, which results in the data flow among
semantically matched input/output. For example, in automatic service composition, using
the subsumption reasoning of DL in the ontology, a service composition system determines
that the ETM_NDVI, the output of the previous service, can feed the input (NDVI) of the
next service, since ETM_NDVI is subsumed by NDVI, or they are semantically matched.
As a result, the final semantic service chain encodes the input-output relations between
ETM_NDVI and NDVI using the ValueOf entity from OWL-S. In the execution process
of the semantic chain, once an ontological instance of the ETM_NDVI is generated, the
semantic execution engine needs to transform it into an instance of the NDVI so that the
next service can be executed smoothly. Such a transformation is what the mediation capa-
bility should include. It allows on-the-fly transformation between ontological instances,
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transforming the output ontological instance from the previous process or parent process
input to the input ontological instance of the current process. Such transformation requires
the support of a knowledge base and highlights the key difference between the semantic
execution engine and the syntactic execution engine. As shown in Figure 7, each value that
needs to be transferred from ETM_NDVI to NDVI is represented using a contextual path [19],
a term denoting a single concept that is in the context of one other concept through a series
of properties. For example, “ETM_NDVI.hasMD_Metadata.referenceSystemInfo. referenceSys-
temIdentifier.code” in Figure 7 is such a path. The paths enable registration mappings and
facilitate structural transformation of data [19], thus supporting transformation between
ontological instances.
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The mediation between ontological instances and syntactic messages is to bridge the
semantic and syntactic world. Semantic Web technologies allow the information semantics
to be machine-understandable and enable the wide automation of information retrieval
and processing, while syntactic specification has its advantage in having concrete and
industry-wide tools. Mediation uses the best of both. Such mediation can be implemented



ISPRS Int. J. Geo-Inf. 2023, 12, 118 14 of 21

by taking advantage of the XSL transformations in the service grounding part of OWL-S,
as shown in Figure 2.

Provenance capture in the semantic execution engine is supported by extending the
execution flow of the engine. The dashed lines in Figure 6 show extensions. The provenance
ontology, which acts as the provenance knowledge base for provenance generation, is used
when running semantic service chains. The execution of a composite process is recorded
using an instance of the ontological class CompositeServiceExecution, recording the corre-
sponding service chain using the hasService relation. Each execution of an atomic process is
extended by tracking domain-specific metadata and generating an instance of the ontologi-
cal class AtomicServiceExecution. The service executed is added to the AtomicServiceExecution
instance through the hasService relation. The AtomicServiceExecution instance is linked to
the parent composite service execution by using the isContainedBy relation. Instances of
ProvenanceGeoDataType are generated for the output geospatial data products of atomic
service execution, while the input geospatial data products of atomic service execution
are linked to the ProvenanceGeoDataType instances generated in the previous processes.
Dependencies among these ProvenanceGeoDataType instances, such as hasGeoDataTypeParent
also can be added.

Figure 8 illustrates a portion of the provenance information that was recorded during
the execution of a format conversion service to a coordinate transformation service. The
provenance ontology entities are instantiated to provide a visualization of the recorded
information. Both the input and output ParamValueBinding instances of the format con-
version service contain a ProvenanceGeoDataType instance, which records the geospatial
metadata of the data product. For example, one of the provenance information records
indicates that the input and output formats were GeoTiff and HDF-EOS, respectively. The
input ParamValueBinding instance of the coordinate transformation execution is linked
to the ProvenanceGeoDataType instance that was generated during the previous execution
of the format conversion service. The provenance information of the reference system
(MD_ReferenceSystem) is emphasized in the coordinate transformation execution. More-
over, additional provenance dependencies, such as ancestor relations, can be added, such as
the hasGeoDataTypeParent between the output and input ProvenanceGeoDataType instances.
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Once all atomic processes in the service chain have been executed, the instances
of provenance entities generated are added to the provenance repository, which can be
represented using an RDF triple store and queried using SPARQL.

5.2. Tracking Domain-Specific Metadata

In the geoinformatic domain, the ISO19115 Geographic Information—Metadata stan-
dard defines a complete set of metadata elements for geospatial data products. However,
the complete set of metadata is extensive, and a subset is often used in applications. There-
fore, ISO 19115 has identified a set of core metadata elements (either mandatory or optional).
Based on this reference, Table 1 lists the core metadata to be tracked throughout the execu-
tion of service chains. An “M” indicates that the information is mandatory. A “C” indicates
that the information is mandatory under certain conditions. An “O” indicates that the
information is optional.

Table 1. Core geospatial metadata information to be tracked.

Geospatial Metadata Tracking

identification M
constraints O
data quality O
maintenance O

spatial representation C
reference system M

content O
portrayal catalogue O

distribution M

The tracked metadata aims to provide the basic minimum metadata information
needed for interpreting and evaluating a derived data product. In a simple case such as
the format conversion, reprojection, and subsetting for processing the DEM data, or the
service deriving terrain slope from DEM data, identification (e.g., spatial extent), reference
system (e.g., spatial projection), and distribution information (e.g., file format) are enough
for the data product tracked. In cases where both vector and raster data are involved,
spatial representation information is mandatory. Other metadata information, such as
constraints (e.g., legal restrictions), data quality, and maintenance, is optional. For example,
accuracy (e.g., errors) as part of data quality information could be tracked. However, it is
better to use the provenance information to analyze error propagations after the execution,
instead of tracking errors during the execution. This is outside the scope of this paper. For
a detailed account on how to use provenance for data quality analysis, please see [20].

Some ideas on geospatial metadata tracking have been demonstrated in the Semantic
Web Challenge of the 5th International Semantic Web conference in Athens, GA, USA.
Semantics-enabled metadata are generated and propagated throughout a service chain.
This metadata can be employed to validate a service chain, e.g., to determine whether
metadata preconditions (such as a specific file format or projection) on the input data of
services can be satisfied. In case of failed validation, some data processing services (file
format conversion service or coordinate transformation service) can be inserted to modify
the data to satisfy the metadata preconditions [21].

The work in the context of this paper focuses on metadata tracking during the exe-
cution of service chains. It does not consider the validation and satisfaction of metadata
preconditions. The assumption on automatic metadata propagation can be applied, i.e.,
the output can automatically have some metadata information propagated from the input
data. Only those metadata elements affected by the service operation are updated. For
example, the output of the slope service, i.e., terrain slope data, can automatically have
some metadata information propagated from the input DEM data, such as file format or
bounding box.
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To support the flexibility of the metadata elements tracked, a metadata tracking
profile, which can be updated by users and loaded in the execution engine at runtime, is
created. The profile specifies the metadata elements to be tracked during the execution. The
metadata tracked is guaranteed to be complete only as required by this profile. Figure 8
shows an example where file format, spatial projection, and spatial extent are updated in a
series of ProvenanceGeoDataType instances.

6. Implementation

OWL-S is used for semantic descriptions of geospatial Web services and service chains.
The execution of semantic services and chains uses the OWL-S API. The OWL-S API provides
a Java API for programmatic access to read, execute, and write OWL-S descriptions. The API
provides an ExecutionEngine that can invoke AtomicProcesses with WSDL groundings and
CompositeProcesses that uses control constructs such as Sequence, and Split-Join. The OWLS-
Manager, developed using the OWL-S API for automatic composition of geospatial services,
has been presented in [6]. It can work as a semantic execution engine by using the Executio-
nEngine of the OWL-S API. The ExecutionEngine only supports mediation between ontological
instances and syntactic messages. It has been extended in the work to support mediation
between input/output ontological instances. Provenance capture in the semantic execution
engine, therefore, is implemented by extending the execution flow in the ExecutionEngine of
the OWL-S API according to the approach in Section 5.1.

To run the landslide susceptibility case in this system, related Web services and their
OWL-S descriptions are developed. The provenance captured is represented in RDF triples
and can be loaded in either the Protégé or Jena RDF triple stores, and published on the
Web using Joseki [22]. Using the three-level view of provenance ontologies, three types
of provenance queries are implemented using SPARQL. The domain semantics are used
to help formulate the queries. The first type of query is at the data provenance level, e.g.,
finding the spatial projection and bounding box of a provenance data product. The second
type of query is at the service provenance level, e.g., querying the service and parameter
information used in generating ancestor data products of a specific data product. The third
type of query is at the knowledge provenance level, e.g., finding the process model for the
service chain, which is used to generate a specific data product. Both DL reasoners and rule
engines can be applied to the ontological knowledge base to infer new facts. For example,
if a DL reasoner that can perform transitive closure using transitive properties is selected,
more ancestor data products can be returned using the hasGeoDataTypeAncestor property.
Rules make it possible to infer new facts from the existence of multiple properties, such
as the hasInput, hasOutput, and hasGeoDataTypeParent properties in the rule defined in
Equation (1). Rules are represented using the Semantic Web Rule Language (SWRL) and
can be executed using the Jess rule engine.

Figure 9 shows a user interface for provenance navigation. The user interface is de-
veloped using JavaScript and runs in the Web browser. The application is an extension to
an existing geoprocessing model builder that shows a graphic composite process model
using a set of linked process nodes. Knowledge provenance is reloaded by the model
builder for alternative selections of process models. Figure 9 shows the result of knowl-
edge provenance based on the landslide susceptibility case. Clicking each process node
will open a new window in the Web browser, showing the service and data provenance.
The provenance is retrieved by using the Joseki Web query interface to access the RDF
provenance dataset.
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The combination of ontologies and rules to infer new assertions is tested using the
SWRLtab in Protégé. The OWL file for provenance is loaded into Protégé. As shown in
Figure 10, the rule in (10) is represented as an SWRL rule and transferred with OWL to the
Jess rule engine using the SWRLJessTab in the Protégé. The second rule in Figure 10 states: if
a ProvenanceGeoDataType a has parent ProvenanceGeoDataType b, and ProvenanceGeoDataType
b has parent ProvenanceGeoDataType c, then a has ancestor ProvenanceGeoDataType c. After
running the inference engine, the assertions on the hasGeoDataTypeParent relation, inferred
from the hasInput and hasOutput relations in the first rule, and the hasGeoDataTypeAncestor
relation, inferred from the second rule, are listed in the “Inferred Axioms” tab in Figure 10.
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7. Related Work and Discussion

The advocate of services appears in various initiatives for building geospatial infor-
mation infrastructures [23]. The Spatial Data Infrastructures, with their initial purpose
of geospatial data sharing and services, can use geoprocessing services to process data
into information. The Grid and Cloud computing can provide only a set of low-level
middleware and a small part of the functionality required for Cyberinfrastructure. There
are substantial research challenges to developing high-level intelligent middleware services
and domain-specific services for problem-solving and scientific discovery in Cyberinfras-
tructure [10]. Chaining geospatial service components in the Cyberinfrastructure helps
provide intelligent geospatial services for geospatial information processing. In order to
promote the wide deployment of GIServices, interoperability needs specific investigations.
While syntactical interoperability has been addressed by a number of OGC specifications
on geospatial services, a lot of research uses ontologies to ensure semantic interoperability.
Bröring et al. [24] added semantic matchmaking functionality to the OGC Sensor Web
Enablement framework to support semantically enabled sensor plug and play. Athanasiou
et al. [25] provided middleware for exploring geospatial information using the OGC cata-
logue service specification. Prudhomme et al. [26] presented an automatic approach for
geospatial data integration based on ontology matching, which corresponds to a semantic
interpretation process.

Much work in the general information domain has contributed to determining the
provenance of workflow-oriented data products [27]. A full-fledged provenance-aware
application should take into consideration provenance representation, capture, storage,
query, visualization, and applications. The major focus of this paper is on the representation
and automatic capture of provenance. The provenance information is linked to content
specific to the geospatial domain. Provenance information can be captured by tracing
the execution of the workflow engine, aggregating provenance information generated by
distributed service providers as a workflow executes, or a combination of the previous
two methods. The approach in this paper uses a semantic execution engine to capture
provenance. The workflow engine used, different from previous approaches, is Semantic
Web oriented and runs semantic services and chains. The tracking of domain-specific
metadata and its linkage to provenance impose a domain-specific view of provenance.
The semantic execution engine has the advantage of directly supporting the execution of
Semantic Web Services. The on-the-fly mediation during execution overcomes the syntactic
heterogeneity of services and brings about their semantic interoperability. Provenance
capture in the semantic execution engine enjoys the advantages of a semantic execution
engine while at the same time allowing the provenance to be captured directly in the form
of RDF triples. Therefore, the use of provenance capture in the context of Semantic Web
Services and the execution engine for the semantic service chain is Semantic Web-oriented
and fits naturally into the Semantic Web environment.

The use of Semantic Web technologies allows provenance, data, services, and work-
flows to be linked together, providing users with query and inference abilities on the dis-
tributed information. The geospatial data, services, workflow, and provenance ontologies
using OWL present machine-processable semantics and provide a shared understanding of
concepts and their relationships. Some efforts have been devoted to the use of Semantic
Web technologies for provenance management and applications. Chebotko et al. [28] use
the VIEW, a visual scientific workflow management system, to capture provenance in RDF
format during the execution of workflows and propose the design of a relational RDF store
for provenance management. Yue et al. [11] proposed a provenance model for linked data
in web geoprocessing workflows. Ornelas et al. [29] adopted web services technology to
capture both types of provenances (prospective and retrospective). Brown [30] used se-
mantic web technologies to capture provenance meta-data and the data curation processes.
In addition, most existing work focuses on adding semantic annotations to the syntactic
representation of provenance generated by workflow engines instead of directly generating
semantic provenance. This focus is due to the intrinsic nature of workflow engines they
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use, which were originally designed to work in their proprietary environment, such as a
script-based processing environment, instead of the Semantic Web environment.

Although the work in this paper presents its own application domain ontology, it can
be migrated to PROV-O with less effort since PROV-O is intended to be a generic prove-
nance model that can accommodate different application contexts of provenance. This
could be completed by adding application terms that extend classes and properties from
PROV-O, as shown in Section 4.2. To add domain-specific information to the provenance
ontologies, Sahoo et al. [31] propose two levels of provenance: the abstract upper-level
ontologies, named Provenir ontology, and the detailed domain-specific provenance ontolo-
gies. An important concern in the geospatial domain is how geospatial semantics, such
as semantics for geospatial data and services, are linked to provenance. Geospatial users
can formulate provenance queries that incorporate geospatial semantics using domain-
specific concepts such as spatial region or projection. He et al. [32] propose extensions
to W3C PROV-XML, which can accommodate geospatial feature provenance at different
levels of granularity. The provenance data can be published as part of the Web of Data by
making them Linked data-compliant and accessible on the Web. The semantic provenance
in our work, therefore, can be extended into the Web of Data in the future. Other works
include the creation of provenance using distributed services and provenance management
using Semantic Web technologies [33], the use of Proof Markup Language for modeling
provenance and provenance search and visualization, and the integration of provenance
and Web geoprocessing workflows for semantic discovery of heterogeneous geospatial
resources [11]. However, how geospatial provenance information can be captured within
the context of GIServices and chains has not been addressed in the literature. In addition,
the use of Semantic Web technologies for linking provenance, geospatial data, and semantic
descriptions for GIServices and chains and discovering dependencies provides an informed
understanding of geospatial provenance. Motivated by provenance demand from auto-
matic GIService composition, our work distinguishes a three-level view of provenance.
Such a view is important because it can increase understanding of the derivation history of
geospatial data products. For example, in using alternative process models when checking
knowledge provenance for re-planning services.

8. Conclusions and Future Work

Semantic Web and Web Service technologies have made it possible to automatically
derive information and knowledge from geospatial data in an effective and timely way.
In order for users to have an informed understanding of such automatically derived data
products, the provenance of these data products has to be recorded. The paper proposes a
three-level view of provenance. The provenance of the data, services, and knowledge levels
increases understanding of provenance and could contribute to the evolution of GIService
chains. The use of ontologies and rules allows for effective linking, querying, and inferring
of provenance-related information entities. Provenance capture by the semantic execution
engine is compliant with existing systems and fits well with the Semantic Web environment.

Semantic Web Service technologies have been used before to address the semantic
heterogeneity of GIServices. Once domain semantics for GIServices are described using
Semantic Web Services, provenance can be linked to geospatial data, services, workflows,
and semantics for them using Semantic Web technologies. The links from provenance to
other data items, in a machine-readable format, also provide possibilities for automated
mining of provenance and related contents. While most previous work on provenance
focuses on capturing sources and the process steps used in deriving data products, the work
in this paper proposes to trace knowledge. The geoprocessing process models, encoded
using process model ontologies from Semantic Web Service technologies, could be captured
as a kind of domain knowledge, which also benefits geospatial knowledge sharing. They
are linked to the provenance ontology. Similarly, geospatial metadata collected from the
engine is also linked to enrich the provenance at the data level. The work also shows
promise for linking more kinds of geospatial knowledge involved in the derivation history.
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For example, the seasonality of NDVI will affect the analysis results. Some may want to
capture the knowledge on how to choose appropriate temporal NDVI data for the landslide
susceptibility use case. If such knowledge could be well-defined, it would be possible to
link it to the provenance.

The work in this paper proposes a Semantic Web approach at various levels of the
system: engine, knowledge, service, and data, to meet the needs of distributed geospatial
data processing. It provides a comprehensive prototype system that integrates all these
technologies, Semantic Web, provenance, and workflow, and makes it work in practice.
However, there are still some issues that could be further investigated. The provenance and
related contents in the RDF format, although machine-readable, should be visualized in a
user-friendly way. Although semantic interoperability has been addressed before, semantic
annotations to GIServices still need some extra effort. Since the benefits of explicit semantic
descriptions are clear, tools for creating these semantic descriptions can be provided. Finally,
while most current work focuses on capturing and presenting provenance, applications
on the use of provenance will justify the benefits of provenance. For example, provenance
applications in service composition can be developed by extending the legacy system
for automatic service composition, allowing the re-planning of service chains at different
phases using different levels of provenance, and creating a more flexible and complex
system for service composition.
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