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Abstract: With the development of urbanization and the expansion of floating populations, rental
housing has become an increasingly common living choice for many people, and housing rental
prices have attracted great attention from individuals, enterprises and the government. The housing
rental prices are principally estimated based on structural, locational and neighborhood variables,
among which the relationships are complicated and can hardly be captured entirely by simple
one-dimensional models; in addition, the influence of the geographic objects on the price may vary
with the increase in their quantities. However, existing pricing models usually take those structural,
locational and neighborhood variables as one-dimensional inputs into neural networks, and often
neglect the aggregated effects of geographical objects, which may lead to fluctuating rental price
estimations. Therefore, this paper proposes a rental housing price model based on the convolutional
neural network (CNN) and the synthetic spatial density of points of interest (POIs). The CNN can
efficiently extract the complex characteristics among the relevant variables of housing, and the two-
dimensional locational and neighborhood variables, based on the synthetic spatial density, effectively
reflect the aggregated effects of the urban facilities on rental housing prices, thereby improving the
accuracy of the model. Taking Wuhan, China, as the study area, the proposed method achieves
satisfactory and accurate rental price estimations (coefficient of determination (R2) = 0.9097, root
mean square error (RMSE) = 3.5126) in comparison with other commonly used pricing models.

Keywords: rental housing price; POI; geographic information systems; deep learning

1. Introduction

House renting is a considerable issue for many people in modern cities, specifically
for young and relatively low-income people. Due to various limitations, numerous people
have to choose renting a housing as their lifestyle before possessing property [1–3]. Taking
China as an example, in recent years, the sizes of the floating populations in cities have
expanded rapidly, and most floating populations choose rental housing for their living
arrangements [4]. Under these circumstances, the government has established the housing
policy of renting and buying together to encourage the development of the rental housing
market [5]. With such a trend, housing rentals would become an important part of people’s
daily expenses, and the prices of rental housing would become a more decisive factor in real
estate investments. Rental prices are also considered a critical issue by the government in
real estate, municipal planning and social security policies [6,7]. However, research on the
housing rental price is usually a supplement to the housing selling price in many studies,
and the precision of rental price models is lower than that of selling price models [8,9].
Fluctuating estimations may affect people’s bargaining and emotions associated with rental
housing [10], and might misguide the government’s regulation and policy making with
respect to public housing planning and management [11]. Therefore, both government and
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individuals have the requirements to make more accurate estimations on rental housing
prices based on a more reliable pricing model [12].

From the perspective of the fundamental hedonic price model (HPM) of housing
and rental housing prices, the influencing factors of housing prices can be divided into
the following three types: structural variables, locational variables and neighborhood
variables. Among them, locational variables and neighborhood variables are based on the
calculation of the relationships between houses and nearby urban facilities or points of
interest (POIs), such as central business districts (CBDs), schools, hospitals and parks. These
diverse locational and neighborhood characteristics contain very complex relationships,
and the urban facilities relevant to housing contain a massive quantity of spatial density
characteristics. First, complicated relationships exist among the structural, locational and
neighborhood variables of housing, and these relationships cannot be easily characterized
in a simple way [13,14]. If these variables are treated as a one-dimensional vector to be
modeled, as in ordinary least squares (OLS), geographically weighted regression (GWR),
or some one-dimensional deep learning models [15,16], the accuracy of price forecasting
would be limited. Notably, the ability of one-dimensional learning models to extract the
complex relationships among massive variables is relatively limited [17–19]. Compared
with the linear inputs of one-dimensional models, the inputs of two-dimensional neural
networks are rasterized and denser; thus, the architecture and features in a two-dimensional
model are more focused and concentrated, making it easier to characterize the nonlinear
and complex synergistic relationships among the multiple inputs [18,19]. Therefore, a deep
learning model with more than one dimension is necessary for housing price analysis.
In some housing price models, two-dimensional neural networks are only applied in the
part of the supplementary image features but are not used for structural, locational and
neighborhood variables [12,20–23]. Due to this limitation, these “half 1-dimensional and
half 2-dimensional” models also have room for improvement. Since including image
features to estimate housing prices may degrade the model performance [24], and since
multi-source data usually may not cover all of the samples, it is possible and appropriate
to use nonimage geographic data to build an accurate housing price model, by better
extracting the structural, locational and neighborhood characteristics of the housing units.

Second, apparent phenomena of spatial aggregation exist in the urban facilities and
geographic objects, and the influence of the geographic objects on the pricing may vary
with the increase in their quantities in a complicated way. On the one hand, the influence
between the geographic objects and the housing gradually decays with their distance;
on the other hand, the actual influence of a single geographic object may gradually
diminish as the number of objects of the same type increases, which is implied by some
concepts and thoughts in the economic geography [25,26]. However, these diminishing
effects caused by the aggregation of geographical elements are rarely reflected entirely
in current housing/rental price models. If locational and neighborhood variables are
expressed from the perspective of the “nearest distance”, such as the distance to the
nearest school, bus stop, or park, as in some studies [27–29], the influence from other
clustered geographic objects of the same type cannot be taken into consideration. With
the growing of the population, industry, commerce, and urban facilities, this is a factor
that cannot be ignored, and the resulting loss of information may lead to a decrease
in the accuracy of housing price or rental price models. It may be more accurate to
create the locational and neighborhood variables based on the numbers of various types
of POIs within a certain range [12,20,30]. Nevertheless, in this way, the fact that the
influence between geographic objects decays with their distance (that is, the First Law of
Geography) is not considered. The geographic field model (GFM) can also be utilized for
generating the quantitative characteristics of the housing locational and neighborhood
variables [14,31], which takes into account the First Law of Geography. However,
GFM does not consider the fact that the actual influence of a single geographic object
gradually diminishes as the number of objects of the same type increases. For example,
regarding a house with only 1 supermarket nearby, this supermarket has a certain
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influence on this house; when there are 50 supermarkets nearby, each supermarket also
has some influence on the house, but the influence of each supermarket is apparently less
than in the case in which only one supermarket is present. In summary, the locational
and neighborhood variables established by these current methods may be inaccurate,
which might consequently reduce the performance of the resulting housing price model.
The spatial density of geographic objects needs to be processed more accurately and
comprehensively to generate more reliable locational and neighborhood variables.

Hence, this paper tries to explore the pricing model of urban rental housing, and
taking Wuhan, China, as an example, we propose a two-dimensional rental housing
price model based on a convolutional neural network (CNN) and the spatial density
characteristics of POIs. On the one hand, the CNN can efficiently extract the complex
characteristics among the structural, locational and neighborhood variables of housing;
on the other hand, the spatial density-based locational and neighborhood variables used
in this research can better reflect the spatial density characteristics of the urban facilities
on rental housing prices, including the diminishing effect caused by the aggregation of
the same type of geographical elements, thereby improving the accuracy of the model.
The rental housing and POIs collected from the Internet provide substantial materials for
the training of this method. This research may provide individuals and enterprises with
suitable decision-making information for their transactions in the rental housing market;
it may also provide government sectors with a valuable decision-support reference for
selecting suitable locations and prices of urban public rental houses, and for deciding
reasonable housing subsidy levels.

The rest of the paper is organized as follows: Section 2 reviews the relevant works
on housing selling and rental price models, including the locational and neighborhood
variables in the price models. Section 3 introduces the materials and methods adopted
in this research. Section 4 discusses and compares the results of different methods and
experiments and analyzes the proposed model. Section 5 presents the conclusions and
future work ideas.

2. Literature Review
2.1. Housing Price and Rental Price Models

Methods of modeling the housing prices include the HPM [32], the GWR [33], deep
learning methods, and their variants. The HPM is a fundamental pricing model for housing
prices, which was first proposed in the field of economics [32]. The premise of HPM is
that a person would pay for a housing not only for the living space, but also for other
influencing factors, such as location advantages and the neighborhood environment. The
factors in the HPM model can be divided into the structural variables (the attributes of
the building), locational variables (the location characteristic of the house in the city, such
as the distance to the CBD) and neighborhood variables (the characteristics related to the
neighborhood, such as the distance to a nearby park, or hospital). The general form of
HPM is multivariate linear regression (MLR) or OLS. HPM has been widely adopted in real
estate and rental housing studies [9,27,34], due to the simplicity and effective explanation
for housing prices. However, the general HPM is based on the assumption that the pattern
does not change with the locations, which does not reflect the regional differences and local
relationships of the variables and may result in deviations in modeling accuracy [8,33,35].
The GWR model introduced by Fotheringham [33] has focused on this concern of spatial
heterogeneity [14]. Compared with the global HPM regression, GWR allows the parameters
to vary with positions, and has suitable explanatory power and fitting accuracy. Therefore,
it has received considerable attention and has effectively applied in the field of economy
and real estate [14,35,36]. However, GWR also assumed that the relationships between
independent and explanatory variables are linear, which has a clear limitation in housing
price modeling, because the patterns in the housing and rental price are nonlinear and
complicated [13,37]. Up-to-date studies also pointed out the disadvantages of GWR in
complex spatial prediction tasks [8,38] and criticized for its reliability and restrictions [39].
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In recent years, deep learning has become one of the most useful techniques for the
nonlinear and complex problems, and many studies on housing price predictions have
adopted the deep learning method. In many studies, including machine learning and deep
learning, the structural, locational and neighborhood variables are usually treated as a
one-dimensional vector to be input into the models [15,16]. In these methods, the accuracy
of price forecasting may be relatively limited. As is known, the extraction capacity for the
complex relationships among massive variables in the one-dimensional learning models
is relatively restricted compared to other complex networks [17–19]. A two-dimensional
neural network can be denser, and it has the strength of extracting and characterizing
the complex interactive relationships among the multiple input values [18,19]. Thus,
two-dimensional neural networks, such as CNNs and LSTM networks, are valuable for
improving the performance of housing price modeling. Although Bency [20] used CNN
as a supplement when extracting the characteristics of remote sensing images near the
housing units, the one-dimensional model was still used for the structural, locational, and
neighborhood variables. Due to the limited extraction for these variables, the accuracy of
this method has room for improvement. Similarly, the text, indoor pictures or street view
images were utilized by some studies as additional features for housing price modeling.
Zhou [40] used CNN and LSTM when analyzing the description text of houses, Zhao [23]
used CNN when extracting the visual characteristics of the indoor pictures, Fu [21] and
Bin [22] used CNN to extract the characteristics of street view images around the houses. In
these studies, although two-dimensional networks were applied for the additional features
(texts, street view images, etc.), they were still not applied to the structural, locational, and
neighborhood variables, which are the vital factors of the housing prices. Hence, there is
still room for improvement in these “half 1-dimensional and half 2-dimensional” models.
Yao [17] directly mapped the spatial distributions of several kinds of geographic objects,
such as commercial institutions or educational facilities, into a two-dimensional grid, and
utilized it for housing price deep learning in a CNN model together with remote sensing
images. Since the remote sensing image and the distribution grids of different kinds of
geo-objects are heterogeneous, the characteristics of them may not be effectively extracted
if they are input as parallel channels in CNN; additionally, it might also be challenging
to model both the structural variables and these features, and the information density
of the distribution grid of each kind of geo-objects is not high, which may not benefit
for the training of the model. As a result, the accuracy of this model was not very high.
Yu [30] two-dimensionalized the locational and neighborhood variables and used the CNN
and LSTM to forecast housing prices. Two-dimensional networks were applied in this
method for the locational and neighborhood variables, but unfortunately, they did not
consider the detailed structural variables; whether it is necessary to use the pooling layers
in CNN for the housing prices regression problem still needs to be questioned and explored.
Furthermore, Bin [24] suggests that including image features to estimate the housing price
may degrade the performance, and usually multi-source data may not cover all of the
samples. Therefore, it is possible and appropriate to use the nonimage geographic data to
build an accurate housing price model, by better extracting the structural, locational and
neighborhood characteristics of the housing.

In many studies, the discussion on the rental housing price is usually a supplement
to the selling housing price, and the precision of rental price models is lower than that
of selling price models. Liebelt [9] used the HPM to analyze housing sale and rental
prices in Leipzig, Germany, particularly in terms of green space. In Won’s research [41],
a spatial lag model and spatial error model were adopted to explore rental prices in
Seoul. The obtained results of the above studies were not very accurate. In addition,
Cajias [8] pointed out the complexity of the rental housing prices and the imitation of the
GWR model in complex rental housing price forecasts. The low accuracy of estimations
may affect people’s bargaining and emotions associated with rental housing [10], and
might misguide the government’s regulation and policy-making with respect to public
housing planning and management [11]. Therefore, at present, both the government and
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individuals have the requirements to make more accurate estimations based on a more
reliable rental housing pricing model. Based on the nonimage POI data, this paper tries to
propose a two-dimensional CNN and conduct deep learning on the structural, locational
and neighborhood characteristics of housing, in order to establish a more accurate rental
housing price model, and it tries to verify whether it is necessary to use pooling layers in
the CNN for the housing price regression problem.

2.2. The Locational and Neighborhood Variables of Houses

The locational variables and neighborhood variables of the housing are based on the
calculation of the relationships between the house and nearby urban facilities (or POIs). In
many relevant studies, these variables are generated from the perspective of the “nearest
distance”, such as the “distance to the nearest bus stop”, “distance to the CBD”, and
“distance to the nearest hospital” [27,28], etc. As described in the introduction, if housing
price or rental price models are based only on the “nearest” distances to facilities, the effects
derived from the gathering of other geographical objects are not taken into account, which
may lead to a decrease in model accuracy. Moreover, the influence of the geographic objects
on the housing price may vary with the increase in their quantities in a complicated way.
Therefore, the quantitative or density characteristics of geographical objects need to be
considered when generating locational and neighborhood variables.

Geographical Field Model (GFM) is a model proposed by the geographer Harvey that
borrows the concept of “field” in physics [31]. The core idea is that all geographical objects
are under the influence of a “geographic field”. The geographic field changes regularly,
and the influences of geographic objects on other things are decay functions from their
original locations. Jiao [31] and Liang [14] used the GFM to establish housing locational and
neighborhood variables, which could more reasonably evaluate the degrees of influence
between geographic objects [42,43]. However, in the real world, with the increase in the
number of geographic objects, the actual influence of each single object can be gradually
diminished. For example, the influence of each supermarket is apparently larger when there
is only one supermarket nearby than in the case that there are 50 supermarkets nearby. The
GFM does not consider the diminishing effect of one single element caused by the increase
in elements of the same type. Besides this, Bency [20], Yu [30] and Wang [12] counted the
numbers of various POIs within a certain distance from the examined house and may use
this distance as a hyperparameter in some cases. The method of counting the numbers of
POIs does not consider the First Law of Geography, that the influence between geographic
objects decays with the distance, so the results of them may also contain deviations. In
addition, kernel density estimation (KDE) can directly infer the probability density function
from an observed sample without estimating unknown parameters; thus, it presents good
statistical properties and obtains asymptotically unbiased density estimates. KDE has been
adopted by many applications and studies in GIS [44–46], but it does not consider the
gradually diminishing influence of a single element with an increase in the number of
geographic objects, like GFM.

In summary, some problems exist in the research on urban rental housing price
models. First, existing methods for generating locational and neighborhood variables
are not comprehensive enough for the density characteristics of geographic objects, since
they either do not consider the law that the influence between objects gradually decay
with their distance, or do not consider the fact that the actual influence of a single object
gradually diminishes with the increase in the number of objects of the same type, which may
consequently decrease the accuracy of the resulting pricing models. Second, complex and
nonlinear relationships exist among the structural, locational and neighborhood housing
price variables. The existing OLS, GWR and deep learning models usually incorporate the
variables in the forms of one-dimensional vectors, without considerable extraction capacity
for the complex relationships among the variables, which may also lead to a relatively
insufficient modeling performance. Therefore, it is clear that to improve the precision
of the rental housing price model, the proposed method should effectively characterize
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both the complex relationships and the spatial densities of the structural, locational and
neighborhood variables. This is the main target of this study.

3. Materials and Methodology
3.1. Overall Framework

The following three main steps are required to complete the entire process in this
paper (Figure 1): data collection, geographic data processing, and modeling and fitting.
First, we use a web-crawler tool to obtain the rental housing data from the real estate
website and collect POIs from Baidu Map for the study area (Wuhan, China). The study
area and the data materials are introduced in Sections 3.2 and 3.3. Second, the data
obtained from the real estate website generally constitute the structural variables of the
housing (included in Section 3.4), and the POIs from Baidu Map require geographic data
processing to be transformed into locational and neighborhood variables. In this paper, we
generate the locational and neighborhood variables based on the synthetic spatial densities
of geographic objects. Some techniques and algorithms, such as the M function, KDE,
GFM, and others, are utilized for processing the spatial density of POI data, which is
demonstrated in Section 3.5. Third, the rental housing prices can be modeled based on
the structural, locational and neighborhood variables, as follows: on the one hand, the
variables can be modeled as baselines in fundamental housing price models such as HPM
and GWR (introduced in Section 3.4); on the other hand, the housing price variables can
be transformed into two dimensions and modeled by the proposed CNN model, and this
approach is presented and discussed in detail in Section 3.6.
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3.2. Study Area

The study area is Wuhan (29◦58′–31◦22′ N, 113◦41′–115◦05′ E), China, which is the
capital city of Hubei Province, and the largest city in central China. Wuhan is the most
important industrial base as well as the scientific and educational center in central China.
It is also a nationwide transportation hub in China. The city has 13 districts and a total
area of 8569.15 km2 (Figure 2). The population of Wuhan was 12.45 million and the GDP
was RMB 1562 billion in 2020 [47]. Among the major cities of China, Wuhan has had a
high proportion of floating populations in recent years [4]. Since renting is the main way of
living for floating populations, rental housing has a very large and active market in Wuhan.
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3.3. Data Collection
3.3.1. POIs

Compared with traditional geographic data, the POIs can reflect locational char-
acteristics and human activities with a more detailed perspective and in a much finer
granularity [48]. In this research, POI data collected from the Baidu Map are adopted for
creating locational and neighborhood variables of the rental housing. Baidu Map is one of
the largest electronic-map and LBS providers in China. A list of POIs can be acquired in the
Baidu Map website by calling its open APIs or Internet services. We developed a crawler
program and collected more than 550,000 POI data points of Wuhan in February 2020. The
obtained POIs belong to 134 secondary types of 17 primary types, as listed in Table 1. Only
POIs with user comments were adopted as the effective data in this research.
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Table 1. The POI data and categories (from Baidu Map).

Primary Category Secondary Category Number

Food Chinese restaurant, foreign restaurant, snack shop, cake dessert shop,
coffee shop, tea shop, bar, etc. 86,443

Hotel Star hotel, fast hotel, apartment hotel, etc. 12,817

Shopping Shopping mall, supermarket, convenience store, household building
material, digital appliance, shop, market, etc. 139,893

Life and service

Communication business hall, post office, logistics company, ticket
office, laundry, photo shop, real estate intermediary, public utility,
maintenance point, housekeeping service, funeral service, lottery

sales point, pet service, newspaper booth, public toilet, etc.

55,793

beauty Beauty, hairdressing, manicure, body beautification 13,339

Scenic spot Park, zoo, botanical garden, museum, aquarium, beach bath, church,
scenic spot, etc. 3398

Recreation and entertainment Holiday village, farmhouse, cinema, KTV, theatre, song and dance
hall, internet cafe, playground, bath massage, leisure square, etc. 14,698

Sports and fitness Stadium, extreme sports venue, fitness center, etc. 3127

Education and training

Institution of higher learning, secondary school, primary school,
kindergarten, adult education, parent–child education, special

education school, scientific research institution, training institution,
library, science and technology museum, etc.

21,219

Cultural media Press and publishing, radio and television, art group, galleries,
exhibition, cultural palace, etc. 3227

Medical care General hospital, specialized hospital, clinic, pharmacy, medical
institution, sanatorium, emergency center, etc. 10,973

Automobile service Automobile sale, automobile maintenance, automobile beauty,
automobile parts, car rental, automobile testing ground, etc. 13,958

Traffic facility Railway station, long-distance bus station, port, parking lot, gas
station, service area, toll station, bridge, etc. 29,265

Finance Bank, ATM, credit cooperative, investment and financing,
pawnbroker, etc. 7138

Real estate Office building, residential area, dormitory, etc. 38,771

Company and business Company, park, agriculture, forestry, horticulture, factory and mine,
etc. 78,328

Government
Government of all levels, administrative unit, public prosecution and

law institution, foreign-related institution, party group, welfare
institution, political and educational institution, etc.

21,478

3.3.2. Rental Housing

The rental housing data in the study were captured from Lianjia [49], which is a
popular website for real estate and rental housing in China. There are abundant transaction
data of rental houses in its client-side, and the data from this website have been proven to
be effective for housing price analysis in recent studies [50,51]. All of the rental housing
samples are acquired and parsed from the Lianjia app; the samples are traded between
March and July 2020, and the influence of time could be ignored (the correlation coefficient
with the rental price is <0.01). The structural variables of the rental housing could be
easily obtained from this website. Among them, we screened out the whole rental housing
belonging to the civil and fine decoration types (accounting for 69% of all collected items)
and excluded extreme values; finally, a total of 91,906 rental samples were obtained.
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3.4. HPM and GWR

The HPM is a fundamental price model and was first proposed in the field of eco-
nomics [32]. The essence of HPM is that a customer would pay for housing (or rental
housing) not only for the structure or living space, but also for other related factors, such
as the location advantages, urban facilities and neighborhood environment. From an eco-
nomic perspective, HPM can reveal the marginal implicit prices of the factors (variables) of
a house, and is generally interpreted by means of MLR analysis, which is:

y = β0 +
m

∑
j=1

β jxj

where βj represents the change in the price y when the jth variable xj changes (namely, the
marginal price), and m is the number of variables. The structural variables of housing are
displayed in Table 2; the locational variables and neighborhood variables are discussed
in the next section. HPM is a basis and fundamental framework for other housing price
models. The MLR based HPM is usually implemented with OLS and is labeled as the
“OLS” model in this paper.

Table 2. The structural variables of the rental housing in this study.

Variable Variable Definition and Measurement Method Mean Std. Expected Effect

Area The area of the housing unit (m2) 86.32 36.51 Negative
TotalFloor Total number of floors in the building 20.76 12.24 Unknown

Level

The rank of the floor level on which the room is
situated. (1: “low-level”, in the bottom third of floors
in the building; 2: “middle level”, in the middle third

of total floors, 3: “high level”, in the top third of
floors. This information is provided by the Lianjia

website without the actual house floors.)

2.14 0.76 Unknown

Year The year the structure was built 2008.96 7.51 Positive

Room Number of bedrooms 2.06 0.85 Positive

Hall Number of halls 1.51 0.67 Negative

Toilet Number of toilets 1.13 0.48 Unknown

South
Whether the room faces south (1: when the

description text of the housing direction contains
“south”, 0: otherwise)

* * Positive

North
Whether the room faces north (1: when the

description text of the housing direction contains
“north”, 0: otherwise)

* * Unknown

East
Whether the room faces east (1: when the description

text of the housing direction contains “east”,
0: otherwise)

* * Positive

West
Whether the room faces west (1: when the

description text of the housing direction contains
“west”, 0: otherwise)

* * Negative

PlotRatio Plot ratio of the belonging community 3.51 1.94 Unknown

Green Greening rate of the belonging community 0.28 0.11 Positive

ParkSpace Parking space numbers in the belonging community 725.27 1173.32 Positive

Fee Property management fee of the housing
(RMB/month/m2) 1.77 0.99 Positive

*: not applicable for the dummy variables.
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The general OLS model keeps the same pattern in the whole area, which may lead
to deviations in the results when the relationships among the variables change with the
locations. The GWR model introduced by Fotheringham [33] focuses on this concern
and is actually a geographical extension of the global OLS. The attribute coefficients can
be interpreted as the changes in the dependent variable (price) induced by independent
variables as semilogarithmic functions [35]. GWR is a spatial regression technique that
takes spatial heterogeneity into consideration and allows local parameters to be estimated
as the coordinate varies. The model is expressed as follows:

yi = β0(ui, vi) +
m

∑
k=1

βk(ui, vi)xik + εi , i = 1, 2, . . . , m

where (ui, vi) denotes the spatial coordinate of the sample (housing) i, βk(ui, vi) denotes the
regression coefficient of the kth influencing variable of the sample i, β0(ui, vi) denotes the
spatial intercept, and εi denotes the error term. βk(ui, vi) varies with the coordinate (ui, vi),
and can be estimated as follows:

β̂(ui, vi) = [XTW(ui, vi)X]
−1

XTW(ui, vi)Y

where the weight matrix W is an n × n matrix whose off-diagonal elements are all zero.
For the sample i, the jth diagonal element Wij is the geographical weight of sample
i and sample j, which denotes the geographical influence of the sample j on sample
i. The most commonly adopted function for calculating Wij is the Gaussian function:
Wij = exp(−d2

ij/b2), where dij represents the distance between samples i and j, and b
represents the bandwidth (nonnegative) indicating the degree of decaying effect related to
the distance. Choosing an appropriate bandwidth (b) is an essential work for GWR and
is usually based on the minimum Akaike information criterion (AICc) [52]. In this study,
we use the AICc and the Gaussian function to determine the bandwidth and geographical
weights of the GWR model. Since the factor of spatial heterogeneity is considered, the
modeling accuracy of GWR is usually much better than that of the global OLS when the
patterns and relationships of the data vary with geographic locations.

The OLS and GWR model are the fundamental housing price models. In this study,
these two methods are used as baselines for comparison.

3.5. Spatial Density and the Locational and Neighborhood Variables
3.5.1. Modelling the Spatial Density of Geographic Objects

As mentioned in the introduction, if housing price or rental price models are based
only on the “nearest” distances to facilities, the effects induced by the gathering of other
geographical elements are not taken into consideration, which may lead to a decrease
in model accuracy. Therefore, the quantitative characteristics of geographical elements
need to be considered. KDE and the GFM are commonly used for calculating quantitative
effects in geographic information science, and they can evaluate the influences among
geographic elements more reasonably. However, in the real world, with the increase in the
number of geographic objects, the actual influence of each single object can be gradually
diminished. For example, a single supermarket is more important to a person when only
one supermarket is located in the area than when there are fifty supermarkets nearby.
The diminishing effect of a single object with the increase in objects of the same type
can be detected by Shapley value analysis [53], which is an interpretation approach for
explaining the local contributions of independent variables by calculating their marginal
contributions across all possible variable–value combinations [54]. For a variable “the
number of supermarkets within 2 km of the housing unit” (hereinafter referred to as
“the supermarket variable”), if we build a Shapley additive explainer [55] based on an
XGBoost regressor [56] for the housing rental price and the supermarket variable, we find
(in Figure 3) that as the number of supermarkets increases from 0 to approximately 20,
the influence of the supermarket variable on the rental price increases with the number
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of supermarkets; however, when the number of supermarkets exceeds 20, the influence
of the supermarket variable no longer grows, suggesting that the contribution of each
supermarket to the housing rental price diminishes when the number is greater than 20.
KDE and the GFM do not consider the gradually diminishing influence of each single
geographic object with the increasing number of the same type objects, which means that
the location models based on these techniques may have certain deficiencies.

ISPRS Int. J. Geo-Inf. 2022, 11, x FOR PEER REVIEW 11 of 26 
 

 

supermarket variable no longer grows, suggesting that the contribution of each supermar-
ket to the housing rental price diminishes when the number is greater than 20. KDE and 
the GFM do not consider the gradually diminishing influence of each single geographic 
object with the increasing number of the same type objects, which means that the location 
models based on these techniques may have certain deficiencies. 

 
Figure 3. The local influence of “the number of supermarkets within 2 km” on the rental housing 
price (based on Shapley value analysis). 

The M function [26] is a measurement method for agglomeration in the fields of 
economic geography and spatial economics that calculates the degree of density within a 
range of radius r. The M function is intended to measure the aggregation degree of a 
certain industry relative to all industries within a certain range. Through the M function, 
since the process involves calculating the relative density degree of some category 
compared to all categories, and the relative density degree of one region compared to the 
whole area, the diminishing effect of a single element with the increase in the number of 
objects of the same type is actually smoothed. Thus, the effect of the spatial density of 
geographic objects may be better evaluated and explored. The related methods based on 
the M function have been used in many studies and have achieved effective results [57,58]. 
The form of the M function can be formulated as follows: 

|
1 1

|

( , ) /S SN NiSr S i
i i

ir i

e E
M r S

e E= =
=   

where eiSr represents the production value of the industry S in the area with the ith enter-
prise as the center and radius r as the range (excluding the value of the ith enterprise 
itself), eir represents the production value of all types of industries in the area with the ith 
enterprise as the center and r as the range (excluding the value of the ith enterprise itself), 
NS represents the number of enterprises belonging to the industry S, ES|i represents the 
total production value of industry S in the whole research area excluding the ith enter-
prise, and E|i represents the total production value of all types of industries in the whole 
area excluding the ith enterprise. The M function smooths the diminishing effect of the 
single element with the increase in the number of objects of the same type. Since this prin-
ciple is homologous, if the M function is used to calculate the data of geographic elements 
such as POIs, housing, populations, it also measures the degrees of density of geographic 
elements within a certain range. Therefore, it is theoretically feasible to utilize the form of 
M function for the spatial density of POIs in this research. However, it is noteworthy that 
the calculations in the M function are based on simple quantitative accumulation, and do 

Figure 3. The local influence of “the number of supermarkets within 2 km” on the rental housing
price (based on Shapley value analysis).

The M function [26] is a measurement method for agglomeration in the fields of
economic geography and spatial economics that calculates the degree of density within a
range of radius r. The M function is intended to measure the aggregation degree of a certain
industry relative to all industries within a certain range. Through the M function, since
the process involves calculating the relative density degree of some category compared to
all categories, and the relative density degree of one region compared to the whole area,
the diminishing effect of a single element with the increase in the number of objects of the
same type is actually smoothed. Thus, the effect of the spatial density of geographic objects
may be better evaluated and explored. The related methods based on the M function have
been used in many studies and have achieved effective results [57,58]. The form of the M
function can be formulated as follows:

M(r, S) = ∑NS
i=1

eiSr
eir

/∑NS
i=1

ES|i
E|i

where eiSr represents the production value of the industry S in the area with the ith en-
terprise as the center and radius r as the range (excluding the value of the ith enterprise
itself), eir represents the production value of all types of industries in the area with the ith
enterprise as the center and r as the range (excluding the value of the ith enterprise itself),
NS represents the number of enterprises belonging to the industry S, ES|i represents the
total production value of industry S in the whole research area excluding the ith enterprise,
and E|i represents the total production value of all types of industries in the whole area
excluding the ith enterprise. The M function smooths the diminishing effect of the single
element with the increase in the number of objects of the same type. Since this principle
is homologous, if the M function is used to calculate the data of geographic elements
such as POIs, housing, populations, it also measures the degrees of density of geographic
elements within a certain range. Therefore, it is theoretically feasible to utilize the form of
M function for the spatial density of POIs in this research. However, it is noteworthy that
the calculations in the M function are based on simple quantitative accumulation, and do
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not consider the law that the influence between geographic objects gradually decays with
their distance, which is included in the KDE and the GFM. Therefore, this indicator may
need some improvements for calculating the influence of multiple geo-objects.

3.5.2. Locational and Neighborhood Variables Based on Synthetic Spatial Density

Generally speaking, KDE and the GFM take the law that the influence between
geographic objects gradually decays with their distance into account, but they do not
consider that the actual influence of a single geographic object gradually diminishes with
the increase in the number of objects of the same type; on the contrary, the M Function
considers the diminishing effect of a single object with the increase in the number of the
same type of objects, but neglects the law that the influence between geo-objects decays
with their distance. If these two aspects are united, thus incorporating the form of KDE
(inspired by [59,60]) or GFM into the M function when calculating the quantities of geo-
objects, both of the aspects can be taken into consideration. The radius r in the M function
corresponds to the bandwidth of the KDE model or the influence distance of the GFM.

Therefore, we can utilize a form of the M function that incorporates the KDE or
GFM method to measure the degrees of spatial density for the facilities (or POIs) in a
given region around a housing unit. In our problem, eiSr can be expressed by the kernel
density estimation (or the GFM effect score) of the S-type POIs in the area within a
range of r (excluding the ith POI itself), eir represents the kernel density estimation (or
the GFM effect score) of all types of POIs within a range of r (excluding the ith POI
itself); NS represents the number of the S-type POIs; ES|i represents the total kernel
density estimation (or the total GFM effect score) of the S-type POIs (excluding the ith
POI) in the whole area; and E|i represents the total kernel density estimation (or the
total GFM effect score) of all types of POIs (excluding the ith POI) in the whole area.
From this perspective, the model can include both the law that the influence decays
with the distances of geographic objects and the fact that the actual influence of a single
geographic object gradually diminishes with the increase in the number of objects of
the same type. The locational and neighborhood variables based on this approach may
provide a more comprehensive generalization of the aggregated geographic information
and may enable a more accurate analysis of related issues.

In this research, all types of the Baidu POIs (Table 1) can be processed into locational
and neighborhood variables with respect to the rental housing price in the form of an M
function combined with KDE or GFM. These locational and neighborhood variables are
labeled “synthetic spatial density-based locational and neighborhood variables” in this
paper. To distinguish whether KDE or GFM is combined, they can be subdivided as the
“synthetic spatial density-based (KDE)” or “synthetic spatial density-based (GFM)” vari-
ables, respectively. For comparison, we can also establish the locational and neighborhood
variables based on the “nearest distances” from the housing to the relevant POIs, and these
variables are labeled as the “distance-based locational and neighborhood variables”; the
locational and neighborhood variables can also be generated based solely on the KDE
calculation or on the GFM model for the relevant POIs, and they are established and labeled
as the “KDE-based locational and neighborhood variables” and the “GFM-based locational
and neighborhood variables”, respectively. In our experiments, rental housing price models
with “synthetic spatial density-based”, “distance-based”, “KDE-based” and “GFM-based”
locational and neighborhood variables are applied and compared to determine which type
is best for improving the model. The total POI numbers around the rental houses within
the bandwidth of KDE or within the influence distance of GFM are also included in each
kind of locational and neighborhood variables, respectively.

The calculation related to KDE is adopted as: λj(h) =
Nj

∑
k=1

1
b2 K(

Distance(h,pj,k)

b ), where h

represents a certain house, j is the type of the POI, and pj,k represents the kth POI in the j-type
POIs; for the j-type POIs, λj(h) is their density estimated value at the house h, Distance(h,
pj,k) is the distance between the house h and the POI pj,k, and Nj is the number of the j-type
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POIs; K(·) is the kernel function of KDE, and the Epanechnikov kernel is adopted as the
kernel function in this research; b is the bandwidth of the KDE, which means only points
within b are effective for calculating the KDE value. The bandwidth of each variable is
determined by the condition that the correlation coefficient of this KDE-generated variable
with the housing rental price is maximized.

For the calculation relevant with GFM, to take the scales of the influences of exter-
nalities into consideration, the intensity function should be constrained by limiting the
maximum influence distance [14,31]. The linear intensity function with a range constraint
is expressed as:

ϕ(x) = F× (1 – r(x))

r(x) =

{
d(x)/R, d(x) ≤ R
1, d(x) > R

where ϕ(x) is the field intensity (or effect score) at location x, and F is the original effect
score at a distance of 0 from the object o, which should be calculated according to the
object’s attributes and reflect the quality of the object. d(x) is the distance from x to object o,
R is the maximum influence distance of object o, and r(x) is the relative distance measure
given by dividing d(x) by R. The influence distance R of each variable is determined by the
condition that the correlation coefficient of the effect scores of this variable with the price
is maximized, which is similar with the process for KDE. Additionally, for each type of
POIs, the number of comments of each POI are classified into 5 types with the K-means
algorithm [61], and the result GroupID are listed as 0 (max) to 4 (min). Then, the original
effect score F of each POI can be determined as F = 1 − GroupID/5.0. Apparently, the GFM
effect score of a certain type of POIs related to a house is the sum effect scores of all POIs of
this type.

In addition, variables are excluded if their correlation coefficients with the rental
housing price are less than 0.01 (such as the gas station, the zoo, etc.).

3.6. The 2-Dimensional Housing Price Variables and the CNN Model
3.6.1. The CNN Deep-Learning Model for the Rental Housing Price

The housing price is a nonlinear and complex model, and with the advent of the
big data era, deep learning provides an appropriate way to deal with it. Deep learning
can address the nonlinear and complex relationships [17–19] in the input values, and the
multicollinearity is not a problem, which is crucial for the modeling of housing prices.
Therefore, all the 100+ kinds of geographic objects in the Baidu POIs can be processed
into locational and neighborhood variables for the rental housing price, and input into
the deep learning model together with the structural variables. Since the number of
variables is large, in this study we fold these one-dimensional housing price variables and
transform them into two-dimensional forms. In deep learning, two-dimensional inputs
have more intensive information than the one-dimensional form and are more convenient
for extracting characteristics and optimizing parameters. The values of the structural
variables, locational variables and neighborhood variables of the housing prices can be
filled into the cells in a 14 × 14 two-dimensional grid, which is discussed in Section 3.6.2.
The input form of the two-dimensional housing price variables is similar to that of remote
sensing images. Therefore, models similar to those utilized for image classification and
feature extraction can be adopted for modeling rental housing price variables after making
adaptive changes.

The structure of the CNN designed in our study is shown in Figure 4. Since previous
studies have also noted that it is essential to reduce the complexity of the CNN to avoid
overfitting [62], and a complex model may easily cause the overfitting phenomenon for
the housing price data [17], the CNN structure is tuned as demonstrated in the figure. The
proposed network includes an input layer, 2 or 3 convolutional layers, 2 fully connected
layers and an output layer. Since the pooling layers are usually used for classification
problems rather than regression problems, we would experiment on whether it is fine to
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remove pooling layers. For the convolutional layers, we would experiment which performs
better if 2 or 3 layers are included, and we would also experiment which is better if the size
of 3 or 5 is applied for the convolution kernel. The depths of the convolutional layers are
set as 8, 16 for the 2 layers, or 8, 16, 32 for the 3 layers based on our pre-experiments. For
the two fully connected layers, the sizes of them are 128 and 64, respectively. The activation
function used in the convolutional layers and the fully connected layers is the rectified linear
unit (ReLU) [63]. We also apply a dropout operation in the first fully connected layer that
randomly disables the weights of some neurons and prevents model overfitting [19]. Since
in recent studies the attention mechanism has been demonstrated effective for the deep
learning of housing prices [12,22,24,64], we are inspired to wrap the first fully connected
layer in our network with the attention block [22], which turns the raw features into
attended features. There are many characteristics extracted by the convolutional layers
before they come into the fully connected layers, and the attention mechanism helps the
network to distinguish the important features that contributes to the output layer (the price),
which are suitable for the gradient descent. The attention block should be used before
the channels are fused [22], and can be formulated as: hk = ∑i wkixi+bi, yk =

exp(h k)

∑k exp(hk)
xk.

where x is the input vector (raw features), y is the output vector (attended features), h is
the vector of neurons in the fully connected layer, and w is the weight. exp(h k)

∑k exp(hk)
is the

Softmax vector [65], distinguishing the importance of the features previously characterized
by the convolutional layers. After the attention block, the deviation of the features would
be significantly amplified; that is, y would have remarkably larger differences than x, which
means the major features for the rental housing prices are stressed. The input layer is the
2-dimensionlized structural, locational and neighborhood variables of the housing, which
is processed in the following way demonstrated in the next section. (The parameters of the
models in this paper can be viewed in the Supplementary file.)
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3.6.2. Transforming Rental Housing Price Variables into Two Dimensions

Before CNN deep learning, we need to map the housing rental price variables (includ-
ing the structural, locational and neighborhood variables) into a 2-dimensional space to
generate the input data for the neural networks in the form of “an image”. Furthermore,
it would be better if the variables with greater correlations are located at neighboring
positions in this “image”, which is effective for the networks to extract characteristics
from the 2-dimensional rental housing price variables. It takes 2 steps to transform the
price variables into two dimensions, as shown in Figure 5. The first step is dimensionality
reduction. A method should be used to transform each housing price variable into a
(raw) 2-dimensional position. The second step is dividing and rasterizing the positions;
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specifically, the raw 2-dimensional positions are converted to a quadrate raster that can
then be input into the CNN model.
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For dimensionality reduction, assuming that there are N rental houses in our experi-
ment, then for each rental housing price variable there would be N data, which means that
each variable can be regarded as an N-dimensional vector. To map these N-dimensional vec-
tors to a 2-dimensional space, a dimensionality reduction method for the high-dimensional
vectors can be adopted. Currently, the commonly used dimensionality reduction meth-
ods include the principal component analysis (PCA) [66], and the t-distributed stochastic
neighbor embedding (t-SNE) [67], etc. PCA uses a linear transformation to convert a set
of high-dimensional variables into linearly independent low-dimensional vectors, with
maximizing the variance of the projected data, and retaining the characteristics of the origi-
nal data points as much as possible [66]. The t-SNE method is a nonlinear dimensionality
reduction algorithm which is based on the probability distribution of random walks on the
neighborhood graph to find the internal structure of the data, and can map the massive
high-dimensional data into two or more dimensions [67]. In comparison, PCA cannot
explain the complex polynomial relationship between features, while the data reduced
by t-SNE algorithm can better maintain the characteristics of the original data; that is,
when the points with similar distances in high-dimensional data space are mapped to
low-dimensional space, the distances are still similar and can be expressed in relatively
neighboring positions [68,69].Therefore, in the research we use the t-SNE to transform the
rental housing price variables into 2 dimensions.

The t-SNE algorithm can be briefly described as follows: the high-dimensional points
(the housing rental price variables) X = x1, x2, . . . , xn are aimed to be mapped into a
low-dimensional space Y = y1, y2, . . . , yn (2-dimensional in this study). At first, t-SNE
calculates the similarity of high-dimensional values xi and xj, which is represented by pj|i.
The similarity pj|i is the conditional probability that xi picks xj as a neighbor in the case
that neighbors are picked in proportion to a Gaussian density centered at xi:

pj|i =
exp

(
−
∣∣∣∣xi − xj

∣∣∣∣2/2σ2
i

)
∑k 6=i exp

(
−||xi − xk||2/2σ2

i

)
where σi represents the variance of Gaussian function, which is centered at the high-
dimensional location xi. The similarity is defined in a symmetrized form, that is,
pi,j = (pj|i + pi|j)/2n, where n is the number of data points. For the target low-dimensional
Y, the definition is extended and the similarity of them is modeled as:

qi,j =
(1 +

∣∣∣∣yi − yj
∣∣∣∣2)−1

∑k 6=l (1 + ||yk − yl ||2)
−1
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Then, a heavy-tailed distribution algorithm is applied in the low-dimensional space
to overcome the crowding issue of data points [67]. After subsequent operations, the
dimensionality reduction in t-SNE can be completed and the data are mapped into the
low-dimensional space Y.

The dividing and rasterizing process can be generalized as follows: First, suppose
the data of each rental housing price variable have been reduced into 2 dimensions via
t-SNE, and their 2D “coordinates” (X, Y) are obtained. For these “coordinates”, their
median coordinate (Xme, Yme) can be calculated, which can represent the central point of
the “image” of the 2-dimensional variables. Second, according to the central point, the
4 directions around it (the upper left, lower left, upper right and lower right) compose
4 quadrants. For the “coordinates” of every variable, it is easy to know which direction
to the central point is, so as to know which quadrant they should be in. Third, the points
(variables) in each quadrant can be sorted by their “x-coordinates” and equally separated
by the quantiles of the “x-coordinates”; then, what row should be in the “image” can be
determined for each variable. Last, the points (variables) in each row can be sorted by their
“y-coordinates”, and what column should be in can be determined.

From the above steps, each rental housing price variable can be mapped to a “pixel” of
a raster. The values of the pixels can be filled with the values of the housing price variables,
and the pixels without filling of any variables (usually on the edge of the raster) can be
filled with the default zero values. In this way, in the two-dimensional space, variables with
greater correlations would be set in neighboring positions, which enhance ability of the
networks to extract characteristics from the raster form of rental housing price variables.

Five kinds of locational and neighborhood variables have been previously generated
for house prices, as follows: distance-based variables, KDE-based variables, GFM-based
variables, synthetic spatial density-based (KDE) variables and synthetic spatial density-
based (GFM) variables. They are separately filled into the grid and input into the 2-
dimensional CNN model. In addition, they can practically be juxtaposed and become the
parallel channels in the CNN, similar to the different bands of the images. Therefore, we
separately combine the two-dimensional channels composed of these kinds of housing
price variables and input them into the CNN for training. During the training process, the
initial size of the input data is 14 × 14 × N (where N depends on whether combinations
of different rental housing price variables are used; if we input only one kind of variables,
N = 1; N = 2 or 3 if we combine different kinds of variables). At the same time, our model
is compared with one-dimensional models and some recent models mentioned in other
studies [17,24,30].

4. Results and Discussion
4.1. Experimental Groups and Model Accuracy Assessment

In this paper there are four kinds of rental housing price framework models as follows:
OLS, GWR, a 1-dimensional fully connected neural network (FCNN) and a 2-dimensional
deep learning model (CNN); there are also five kinds of locational and neighborhood
variables as follows: distance-based variables, KDE-based variables, GFM-based variables,
synthetic spatial density-based (KDE) variables and synthetic spatial density-based (GFM)
variables. The above four framework models are generated and experimented with the
five kinds of variables, respectively, and the corresponding modeling results of them are
evaluated. Based on the results, the most accurate type of framework model is discussed,
and which kind of locational and neighborhood variables is better for price modeling can be
compared. Furthermore, different combinations of 2-dimensional locational and neighbor-
hood variables are input into the CNN model and to find what the best model for housing
rental price is. For every sample in the experimented models, the values of each variable
are normalized to 0.0~1.0 to prevent model divergence. The whole dataset was randomly
shuffled and split into training set (70%) and testing set (30%) for four independent times,
and the final indicators are averaged to make the result more representative. The models
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are trained on a computer configured with the Intel i7-9700K CPU and a single NVIDIA
Titan GPU.

In this research, the adjusted coefficient of determination (adj R2), the root mean
squared error (RMSE) and its percentage (%RMSE) are adopted as the indicators for
the accuracy evaluation of the models, which are commonly used indicators in existing
studies [20,40]:

R2 = 1−

n
∑

i=1
(yi,o−yi,s)

2

n
∑

i=1

(
yi,o−

−
yo

)2

adj R2 = 1− (1−R2)(n−1)
n−m−1

RMSE =

√
∑n

i=1 (yi,o−yi,s)
2

n

%RMSE =

√
∑n

i=1 (yi,o−yi,s)
2

n /
−
yo

where yi,o and yi,s are the observed and predicted value of the ith housing, n represents the

number of samples in the dataset, m represents the number of variables, and
−
yo represents

the mean observed value.

4.2. Results of 1-Dimensional and 2-Dimensional Models

To find a good architecture for the rental housing price model, experiments and
comparisons are conducted on different types of neural networks. The first model is
the 1-dimensional model, which is a five-layer FCNN: the input layer is a vector of one-
dimensional rental housing price variables, including the structural, locational and neigh-
borhood variables; the four hidden layers have 200, 120, 100 and 20 neurons, respectively;
the output layer has one dimension, which is the value of the housing rental price. The
next model is the two-dimensional CNN mentioned in Section 3.6.1. The depths of the
convolutional layers are set as 8 and 16 if there are two layers, or 8, 16, and 32 if there
are three layers based on our pre-experiments, and the sizes of the convolution kernel
are set to three or five. A total of 2 × 2 × 2 = 8 sets of experiments are conducted for
the CNN model. The backpropagation algorithm for the experiments in this study is the
gradient descent algorithm [70]. The general loss function of the deep learning models is
as follows: loss = ∑ (Y−Y∗)2, where Y represents the predicted value, and Y* represents
the true value. The learning parameters of the fully connected layers are set as follows:
the L2 regularization is used with a regularization weight of 0.00005; the batch size for
each training step is 32; the initial learning rate is 0.5; the decay rate of the learning rate is
0.99996; and the moving average decay is 0.99996. After the training process is completed,
the models are run on the test set to estimate the fitting accuracy and predictive power
for unknown samples. The locational and neighborhood variables adopted in this section
are kept the same, which are the synthetic spatial density-based (GFM) locational and
neighborhood variables obtained by combining the M function and the GFM approach.
We preferentially combine the M function with GFM rather than with KDE because GFM
usually performs better than KDE for the model in our research, which is demonstrated in
Section 4.3. The results of other kinds of variables are also discussed in Section 4.3.

By conducting the training process, as shown in Figure 6, the 1-dimensional model
(FCNN) becomes stable after approximately 300,000 training steps, and the 2-dimensional
(CNN) model (for an average group) achieves stability after approximately 150,000 training
steps. In addition, the HPM (OLS) and GWR model are used as the baseline groups, and
recent deep learning models of Yao [17], Yu [30] and Bin [24] are also used to compare the
results of the proposed models. (We do not consider the image part of these models since
there are no image data in this study.) The models reach the fitting accuracies shown in
Table 3 on the test sets.
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Table 3. Results of 1-dimensional and 2-dimensional models.

Adj R2 RMSE %RMSE

OLS 0.7498 5.4674 16.633%
GWR 0.7962 5.1121 15.574%
FCNN 0.8797 3.6983 11.262%

Yao 0.8513 4.1980 12.778%
Yu 0.8754 3.6765 11.191%
Bin 0.8847 3.6469 11.102%

CNN (5, 2, P) 1 0.8866 3.6176 11.010%
CNN (5, 2, N) 0.8969 3.5678 10.858%
CNN (5, 3, P) 0.8870 3.6156 11.006%
CNN (5, 3, N) 0.8958 3.5706 10.866%
CNN (3, 2, P) 0.8913 3.5918 10.930%
CNN (3, 2, N) 0.9018 3.5439 10.791%
CNN (3, 3, P) 0.8911 3.5967 10.949%
CNN (3, 3, N) 0.9001 3.5513 10.807%

1 CNN (5, 2, P) denotes that the size of the convolution kernel in the CNN model is 5, there are 2 convolutional
layers, and pooling layers are included in the neural network; CNN (3, 2, N) indicates that the size of the
convolution kernel in the CNN is 3, there are 2 convolutional layers, and there are NO pooling layers in the
network. The same form is also used in the following tables and text.

It can be seen that the fitting and prediction accuracies of the 2-dimensional models
are apparently better than that of the 1-dimensional model. Therefore, transforming the
rental housing price variables into two dimensions can effectively improve the fitting and
predictive capabilities of the deep learning model. Since associations are regarded as linear
relations in OLS and GWR, it is difficult for them to achieve increased accuracy in terms
of prediction on the test set. The structure of the FCNN is 1-dimensional and relatively
simple, which to some extent has difficulty extracting the complex relationships among
the massive variables. Figure 7 briefly depicts the basic framework of an FCNN model
and a CNN model. The input variables in an FCNN are vectorized and linear, while in
a CNN model, the input variables are rasterized and dense. Therefore, the architecture
and features of a CNN model are more focused and concentrated, making it easier for
the network to capture and characterize the complex and interactive relationships among
the multiple rental housing price variables. In the 1-dimensional FCNN, however, the
features of the linearly arranged input variables are relatively scattered, and many neurons
are needed to link them. When there are many input variables, the FCNN may have
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many redundant parameters which can decrease the performance, and more overfitting
problems may occur; thus, the 1-dimensional model may have limited capacity to capture
the complicated characteristics of massive variables. As a result, the 2-dimensional CNN
can improve the performance of rental housing price modeling.
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For the 2-dimensional CNN models, when the size of the convolution kernel is
three, and there are two convolutional layers without pooling layers (i.e., the CNN
(3, 2, N)), the accuracy is optimal. For each configuration of these CNN models, when
the pooling layers are removed from the framework, all of the results would be better
than that with the pooling layers. Therefore, the pooling layers of CNN are not suitable
or necessary for the rental housing price regression. Yu’s CNN model [30] includes the
pooling layers and does not apply the useful dropout technique, thus the accuracy is
lower compared with the CNNs proposed in this paper. Yao’s method [17] considers
fewer variables, and there may be heterogeneous characteristics in the distribution grids
of different kinds of geo-objects. Therefore, characteristics may not be extracted very
effectively if features are input as parallel channels in a CNN. It is also challenging to
model both the structural variables and the features extracted by Yao’s model since
they are not trained simultaneously, and as a result, the performance of that model
is relatively limited. Although the boosted regression trees adopted by Bin [24] can
effectively improve the performance of housing price estimations, the one-dimensional
neural network is utilized to extract the characteristics of the structural, locational
and neighborhood variables which are different from ours, so the accuracy can still be
improved in part of the nonimage data. No large discrepancy is observed between the
CNN models without pooling layers in Table 3. Therefore, the following analysis of the
2-dimensional models would use the CNN (3, 2, N) network by default.

4.3. Results Based on Different Kinds of Locational and Neighborhood Variables

This section compares the effects of the different kinds of locational and neighborhood
variables: distance-based, GFM-based, KDE-based, and synthetic spatial density-based (for
GFM and KDE) locational variables, in the rental housing price models. These kinds of
locational and neighborhood variables are applied in the framework models of OLS, GWR,
FCNN, and CNN (3, 2, N), and the results are shown in Table 4:
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Table 4. Results of different kinds of locational and neighborhood variables.

Adj R2 RMSE %RMSE

OLS

distance-based 0.7015 5.8527 17.822%
GFM-based 0.7370 5.5660 16.953%
KDE-based 0.7283 5.6325 17.156%

synthetic spatial density-based (GFM) 0.7498 5.4674 16.633%
synthetic spatial density-based (KDE) 0.7447 5.5135 16.786%

GWR

distance-based 0.7751 5.2572 16.003%
GFM-based 0.7867 5.1758 15.767%
KDE-based 0.7834 5.2138 15.878%

synthetic spatial density-based (GFM) 0.7962 5.1121 15.574%
synthetic spatial density-based (KDE) 0.7928 5.1408 15.644%

FCNN

distance-based 0.8673 3.8121 11.601%
GFM-based 0.8753 3.7594 11.450%
KDE-based 0.8727 3.7767 11.498%

synthetic spatial density-based (GFM) 0.8797 3.6983 11.262%
synthetic spatial density-based (KDE) 0.8763 3.7451 11.407%

CNN
(3, 2, N)

distance-based 0.8883 3.6102 10.995%
GFM-based 0.8978 3.5664 10.853%
KDE-based 0.8939 3.5783 10.893%

synthetic spatial density-based (GFM) 0.9018 3.5439 10.791%
synthetic spatial density-based (KDE) 0.9004 3.5548 10.819%

From this table, it is clear that the accuracies of synthetic spatial density-based loca-
tional and neighborhood variables are higher than others in all framework models. The
distance-based locational and neighborhood variables include only the distance charac-
teristics of the geographic objects relevant to the houses, without the consideration of the
quantitative characteristics; this incurs the loss of much geographic information, and the
models based on these variables cannot achieve very satisfactory accuracy. For the KDE-
based and GFM-based variables, although quantitative characteristics are included, they do
not consider the fact that the actual influence of a single geographic object gradually dimin-
ishes with the increase in the number of objects of the same type. However, in the synthetic
spatial density-based variables (for GFM and KDE), the form of the M function represents
the spatial aggregation characteristics of the relevant geographic objects and urban facilities,
including the diminishing effect of the single element with the increase in the number
of objects of the same type; and the statistical method of the embedded GFM/KDE can
reflect the First Law of Geography. Therefore, compared to the distance-based, GFM-based
and KDE-based variables, the synthetic spatial density-based locational and neighborhood
variables consider the information of geographic objects in a more comprehensive way,
and better reflect the locational characteristics of a housing unit, which helps improve the
fitting accuracy of the resulting price model.

In addition, in all experiments, the accuracies of the GFM experimental groups are
higher than that of the KDE groups for the same framework model. Since GFM specifi-
cally focuses on the concept of “influence”, which can be more detailed in evaluating
the impacts among the geographical objects than KDE, GFM may be more reasonable
for estimating the effects of the geo-objects on housing, thus resulting in higher rental
pricing models. Practically, GFM is more inclined to be applied to the studies related
to housing prices [14,31], and this research also supports the GFM. In the following
experiments, we are also more inclined to preferentially utilize the methods embedded
with GFM.

4.4. Results of Different Combinations of 2-Dimensional Rental Housing Price Variables

The different kinds of 2-dimensional rental housing price variables, including the
distance-based, GFM-based, KDE-based, and synthetic spatial density-based variables,
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can practically be juxtaposed and become the parallel channels in the CNN, similar to the
different bands of images. Therefore, we separately combine the two-dimensional “image
bands” composed of these kinds of rental housing price variables, and we input them into
the CNN for training. The results of the different combinations of 2-dimensional variables
are shown in Table 5. Since theoretically too many different combinations can be obtained,
and the GFM usually performs better than KDE in this research (which is presented in the
previous section), some combinations with the KDE are omitted.

Table 5. Results of combinations of 2-dimensional rental housing price variables.

Adj R2 RMSE %RMSE

OLS 0.7498 5.4674 16.633%
GWR 0.7962 5.1121 15.574%
FCNN 0.8797 3.6983 11.262%

the proposed
CNN with
different

combinations of
rental housing
price variables

distance-based 0.8883 3.6102 10.995%
GFM-based 0.8978 3.5664 10.853%
KDE-based 0.8939 3.5783 10.893%

synthetic spatial density based (GFM) 0.9018 3.5439 10.791%
distance-based + GFM-based 0.9068 3.5231 10.723%

distance-based + synthetic spatial
density-based (GFM) 0.9097 3.5126 10.692%

GFM-based + synthetic spatial
density-based (GFM) 0.9051 3.5311 10.754%

distance-based + GFM-based +
synthetic spatial density-based (GFM) 0.9042 3.5347 10.752%

Among the different combinations, “distance-based + synthetic spatial density-
based (GFM)” yields the best accuracy when inputted as two channels for the CNN
model. According to the characteristic of relevant models and data, the reasons can be
analyzed as follows:

Firstly, the distance-based locational and neighborhood variables reflect the distance
characteristics of the nearest geo-object of a certain type to the housing, while the GFM-
based and synthetic spatial density-based variables mainly consider the spatial density
of geo-objects. Therefore, the information contained in the distance-based variables is
significantly different from that contained in the other two kinds of variables. As shown
in Table 6, the average correlation coefficient between the synthetic spatial density-based
(GFM) and GFM-based variables is relatively high, while the (absolute values of) average
correlation coefficients between the distance-based variables and the other two kinds are
relatively low. Therefore, when the distance-based variables and the other two kinds
of variables (one kind of them or both) are combined in the model, the information in
the network is enriched, which helps improve the performance. Secondly, as seen from
the results in the previous section, the accuracy values with the synthetic spatial density-
based locational and neighborhood variables are clearly higher than those of the distance-
based and KDE-based variables. Therefore, among the experimental groups, all of the
combinations including the synthetic spatial density-based variables exhibit advantages.
Finally, when all three kinds of variables are used as parallel channels in the model, the
network adds more complexity but no considerable increase in information. Since the
channel of “GFM-based” and the channel of “synthetic spatial density-based (GFM)” are
relatively similar, the redundance is not beneficial for the model and instead causes a
decrease in accuracy.

In summary, the combination of the “distance-based + synthetic spatial density-based
(GFM)” locational and neighborhood variables as two channels in the proposed CNN
model is best for rental housing price modeling in this paper. This research is more focusing
on the nonimage geographic data and the structural, locational and neighborhood variables
of the housing units. The proposed neural network is very compatible for extending the
data of images. We are very eager for the future of the proposed method and plan to extend
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it with the utilization of street view pictures or indoor pictures, as soon as the relevant data
can be sufficiently available in the study area. In addition, the construction costs of houses
may have a meaningful influence on rental housing prices since newly constructed houses
influence the real estate industry [71,72]. The exploration of the effects of construction costs
on rental housing prices and the improvements to the pricing model should be considered
in future work.

Table 6. Average correlation indices of different kinds of locational and neighborhood variables.

Distance-Based GFM-Based Synthetic Spatial
Density-Based (GFM)

Distance-Based - −0.6087 −0.5732
GFM-Based −0.6087 - 0.8829

Synthetic Spatial
Density-based (GFM) −0.5732 0.8829 -

5. Conclusions

With Wuhan as the study area, this study uses the HPM, the GWR model, a one-
dimensional FCNN model, and a two-dimensional CNN model to estimate rental hous-
ing prices, and the accuracies of these models are compared. The results show that the
two-dimensional CNN with synthetic spatial density-based locational and neighborhood
variables achieves the highest price fitting and forecasting accuracies. When the size of the
convolution kernel is 3 and there are 2 convolutional layers and no pooling layers, the per-
formance of the proposed CNN is optimal. Our research indicates that the two-dimensional
CNN can efficiently model the rental housing price with the structural, locational and neigh-
borhood variables, which includes nonlinear and complex relationships, and pooling layers
are not necessary for the rental housing price regression problem; the synthetic spatial
density-based locational and neighborhood variables used in this research can better reflect
the impacts of facilities and geo-objects on the rental housing price, thereby improving
the accuracy of the final model; the combination of the “distance-based + synthetic spatial
density based (GFM)” locational and neighborhood variables as two input channels of the
CNN model yields the best accuracy (R2 = 0.9097, RMSE = 3.5126), since this combination
contains relatively massive information and not too much redundance. The proposed
model may provide individuals and enterprises with suitable decision-making information
for their rental housing transactions; it may also provide the government with a valuable
decision-support reference about the locations and prices of public rental housing.

Some of the discussion provided in this paper may aid in understanding rental housing
price models. First, compared with one-dimensional deep learning models [15,16], the
architecture and features of the proposed CNN are denser and concentrated; thus, the CNN
can better characterize the complexity of the relationships and interactions among structural,
locational and neighborhood variables and can perform better than the one-dimensional
FCNN in our experiment. Second, when generating the locational and neighborhood
variables, combining the M function [26] and GFM [14,31] (the synthetic spatial density-
based variables (GFM)) can better reflect the locational characteristics of a housing unit. The
form of the M function represents the spatial aggregation characteristics of the geographic
objects and urban facilities, and it considers the diminishing effect of a single geo-object
with the increase in the number of objects of the same type. Additionally, the embedded
GFM considers the law that the influence between objects decays with their distance.
Therefore, compared to the distance-based, GFM-based and KDE-based variables, the
synthetic spatial density-based locational and neighborhood variables enhance the accuracy
of the rental housing price model. Finally, when compared with other published models,
the proposed model generally performs better. In Yao’s model [17], the distribution grids of
different kinds of geo-objects (and the remote sensing images) may be heterogeneous, and
characteristics may not be extracted very effectively if they are inputted as parallel channels
in a CNN; besides this, how to combine the convolutional layers with structural variables in
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this model also needs to be further explored. Yu [30] did not remove the pooling layers from
the CNN, which are experimented to be unnecessary in rental housing price regression,
thus resulting in relatively limited model performance. Moreover, in half 1-dimensional
and half 2-dimensional models (such as Bin’s [24]), the one-dimensional neural network
is utilized to extract the characteristics of the structural, locational and neighborhood
variables, so the accuracy of these models may still have room for improvement in part
of the nonimage data. Certainly, the state-of-the-art aspects of these methods can provide
guidance for further studies in the future.

Some improvements can be made for this study in the future. This study mainly
focuses on the nonimage geographic data and the structural, locational and neighborhood
variables of the rental housing prices. Other characteristics such as natural topographic
features, vegetation characteristics and construction costs, are not directly reflected in the
distribution of the POIs. The impacts of those relevant factors on rental housing prices still
need to be explored. Since our model is very compatible for extending the images, remote
sensing images, street view images and indoor pictures can be practically applied to our
method in the future. In addition, more cities and more forms of attention mechanisms can
be further experimented for the neural networks of the housing rental/selling price model.
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