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Abstract: In order to achieve the United Nations 2030 Sustainable Development Goals (SDGs) related
to green spaces, monitoring dynamic urban green spaces (UGSs) in cities around the world is crucial.
Continuous dynamic UGS mapping is challenged by large computation, time consumption, and
energy consumption requirements. Therefore, a fast and automated workflow is needed to produce a
high-precision UGS map. In this study, we proposed an automatic workflow to produce up-to-date
UGS maps using Otsu’s algorithm, a Random Forest (RF) classifier, and the migrating training
samples method in the Google Earth Engine (GEE) platform. We took the central urban area of
Beijing, China, as the study area to validate this method, and we rapidly obtained an annual UGS map
of the central urban area of Beijing from 2016 to 2020. The accuracy assessment results showed that
the average overall accuracy (OA) and kappa coefficient (KC) were 96.47% and 94.25%, respectively.
Additionally, we used six indicators to measure quality and temporal changes in the UGS spatial
distribution between 2016 and 2020. In particular, we evaluated the quality of UGS using the urban
greenness index (UGI) and Shannon’s diversity index (SHDI) at the pixel level. The experimental
results indicate the following: (1) The UGSs in the center of Beijing increased by 48.62 km2 from 2016
to 2020, and the increase was mainly focused in Chaoyang, Fengtai, and Shijingshan Districts. (2) The
average proportion of relatively high and above levels (UGI > 0.5) in six districts increased by 2.71%
in the study area from 2016 to 2020, and this proportion peaked at 36.04% in 2018. However, our
result revealed that the increase was non-linear during this assessment period. (3) Although there
was no significant increase or decrease in SHDI values in the study area, the distribution of the SHDI
displayed a noticeable fluctuation in the northwest, southwest, and northeast regions of the study
area between 2016 and 2020. Furthermore, we discussed and analyzed the influence of population on
the spatial distribution of UGSs. We found that three of the five cold spots were located in the east
and southeast of Haidian District. Therefore, the proposed workflow could provide rapid mapping
and dynamic evaluation of the quality of UGS.

Keywords: urban green spaces; Google Earth Engine (GEE); Random Forest (RF); Sentinel-2; Beijing;
dynamic evaluation

1. Introduction

Urban green spaces (UGSs) provide a sustainable and high-quality living environment
for city dwellers. In recent years, UGSs have played an important role in urban planning
and policymaking [1]. UGS refers to all urban open spaces covered with vegetation by
design or default [2]. UGSs, including parks, gardens, street trees, urban forests, and
historical places, improve the quality of city life in several aspects [3]. UGSs also create a
healthy and comfortable natural environment; for example, UGSs can provide ecosystem
services (ES) [4] and rich biodiversity [5] and mitigate the urban heat island (UHI) [6].
Furthermore, a considerable body of literature has proven that UGS can influence both
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the physical and mental health of human beings [7–9]. Environmental justice occurs when
green space is equally distributed in a city, and this has been discussed worldwide [10]. For
city planners, up-to-date and dynamic vegetation distribution assessments will improve
the efficacy of their greening efforts [11].

However, previous studies analyzed the change in UGS distribution using two or
more Landsat images spaced five or ten years apart. Fan et al. [12] evaluated the spatial–
temporal patterns of public green space accessibility in 2000 and 2010 using multi-source
satellite imagery, including historical land-use maps, Landsat 5 Thematic Mapper (TM),
Landsat 7 Enhanced Thematic Mapper plus (ETM+), and SPOT5. However, they did not
provide important insights into the current patterns of urban green spaces in Shanghai,
China. Thus, they were unable to provide timely and effective information about UGSs
to decision makers. Sathya Kumar et al. [3] demonstrated a spatiotemporal analysis of
urban green space distribution at the neighborhood level; the study computed seven UGS
distribution indicators for 2001 and 2010 and revealed that UGS in Mumbai had generally
diminished, fragmented between 2001 and 2010, but it ignored the dynamic changes in the
distribution of UGS.

Annual analyses of green space cover dynamics in urban areas provide a thorough
understanding of dynamic changes in the natural environment around urban residences [13].
Monitoring the distribution of UGS at a relatively high spatial–temporal resolution contributes
to a further understanding of the quality and accessibility of UGS for urban residents.

However, the relevant literature analyzes the annual distribution and amount of
greenspace using the Normalized Difference Vegetation Index (NDVI) time series extracted
from the Moderate Resolution Imaging Spectroradiometer (MODIS) [14–16] over land cover
maps, particularly if the study area is large or the study is investigating the distribution
of UGS over time. NDVI is uniformly calculated from remotely sensed data, such that
measures are consistent across time and space. Land cover datasets, on the other hand,
capture greenspace at a single time point and are generally updated every few years rather
than seasonally or annually.

Although some studies have shown that long-term and multi-source satellite images
are helpful for detecting changes in vegetation, utilizing this information to map large
areas periodically poses challenges, such as high computation complexity and processing
costs [17]. These problems can now be solved by the use of cloud-based platforms for
remote sensing data, such as the Google Earth Engine (GEE) platform.

GEE is a free cloud platform that hosts massive free satellite images, such as Landsat
TM 7/8; MODIS; and Sentinel-1, -2, -3, and -5-P. GEE and its web-based integrated devel-
opment environment (IDE) enable rapid and easy prototyping, analysis, and visualization
of large-scale geospatial data through parallel processing, which reduces computational
time. Many scholars have used GEE in various applications regarding the environment
and natural resources, such as wetland inventory [18], land cover mapping [19,20], auto-
matic water detection [21], forest degradation [22], cropland classification [23], vegetation
conservation and sustainability [24], flood mapping [25], and other types of mapping and
detection applications. For example, Mahdianpari et al. [26] improved the method and
results of the first-generation Canadian wetland inventory map at a 10 m resolution using
the GEE platform. Ghorbanian et al. produced an improved Iranian land cover map with
a spatial resolution of 10 m using a multi-temporal synergy of Sentinel-1 and Sentinel-2
satellite datasets [27].

GEE has been used to map and analyze UGS on a global and national scale [28–30].
Furthermore, some studies evaluated changes in forest ecosystems, which can provide
valuable information about climate change adaptation, using the GEE platform. A method
proposed by Bullock et al. [22] extends previous research in spectral mixture analysis for the
identification of forest degradation to the temporal domain, and this approach was applied
using the GEE platform. Gilani et al. [30] identified changes in mangrove cover in Pakistan
using the Random Forest (RF) classifier available in the GEE geospatial cloud computing
platform. However, few studies have evaluated the quality of UGS dynamically using
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GEE. Open satellite datasets with high spatial and temporal resolution, cloud computing
platforms, and machine learning algorithms offer new possibilities for mapping changes
in urban vegetation. Some studies measured access to UGS by means of data-driven
geographical information system (GIS) modeling, which included a series of sub-indicators
relevant to the proximity and quality of UGS and its ecosystem services derived from
spatial and questionnaire data. Stessens et al. [31] proposed a GIS-based tool to evaluate
accessibility to—and the quality of—UGS to support decision making at the urban scale in
Brussels. The World Health Organization presented a suggested indicator of accessibility
to green space and applied it in three European cities using a geographical information
system (GIS)-based approach. However, the lack of sufficient and reliable geographic data
has limited the application of GIS in periodic assessments of UGS. A few studies presented
remote sensing-based approaches to assess the distribution of UGS at different levels, such
as region, city, and neighborhood; several methodological and practical issues hamper the
performance of regular and up-to-date assessments. For example, several studies only use
quantitative measures, such as the total green space area in a district or the proportion of
green area to total urban area. Recent studies highlight the importance of perceived quality
in addition to the amount of green space when examining the beneficial effects of green
space. Some studies [32] have also revealed that both higher vegetation quality (i.e., the
amount of vegetation) and diversity (i.e., different types of vegetation) visible from home
are related to health.

The simplest and most commonly used objective measure of natural space is the
Normalized Difference Vegetation Index (NDVI), which represents “greenness” rather than
“greenspace” due to its method of calculation. Atasoy [33] used NDVI to estimate the
most current urban green space density and distribution in Osmaniye city and represented
different types of vegetation using an NDVI threshold instead of a classification method.
It was proven that using NDVI alone to identify the quality and accessibility of a specific
area will produce conflicting results. Recent studies showed that some configurational
aspects also influence the quality as perceived by residents, such as size, shape, and
fragmentation. Large and well-connected green spaces support greater biodiversity and
aesthetic quality. Therefore, configurational aspects extracted from remote sensing data
can serve as indicators of green space quality beyond the NDVI. Prior studies measured
the quality of UGS merely using indicators of the same category: vegetation indices or
configurational indicators. For example, Xie et al. [9] used two vegetation indices, the
Normalized Difference Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI), to
assess the level of residential greenness and defined long-term greenness exposure as the
average of NDVI and EVI during a particular period. Sathya Kumar [3] adopted seven UGS
configuration indicators to assess its distribution change between 2001 and 2011. These
studies have not comprehensively quantified residents’ perceived green space quality, as
the remote sensing information has not been fully extracted.

Given the above, we attempt to propose a remote sensing-based approach to analyze
the spatiotemporal distribution of UGS annually in GEE. Our research objectives are
the following:

• Propose a novel and rapid workflow based on Sentinel-2 images to produce UGS
maps with a 10 m spatial resolution and high accuracy and use the sample migrating
method to produce up-to-date UGS maps annually.

• Evaluate the spatiotemporal distribution and quality of UGS at the pixel level from
2016 to 2020 by using six landscape pattern indicators.

2. Materials and Methods
2.1. Study Area and Data

Beijing is located in the north of China with a central location at 39◦56′ N and 116◦20′ E,
occupying 16,410 km2. By the end of 2019 and the beginning of 2020, the city’s permanent
resident population was 21.57 million. The study area covers 1385.35 km2 and is located
in the center of Beijing, including six districts: Chaoyang, Dongcheng, Fengtai, Haidian,
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Shijingshan, and Xicheng (Figure 1). The western part comprises mountainous regions, and
the east is a plain. These districts have the most prosperous politics, economy, and culture and
the densest population. By the end of 2019, approximately 48% of the total population lived
in this highly urbanized region. According to the latest Beijing Master Plan (2016–2035) and
Afforestation project (2018–2022), the government has increased the size of green recreation
spaces, such as parks, small and microgreen spaces, and activity squares, in order to provide
urban residents with more convenient recreational and relaxation spaces.

Figure 1. Study area. (a) the study area is located in the center of Beijing; (b) the background image is a Sentinel-2
image captured on 10 August of 2020, projected in WGS84, in true color (R = band 4, G = band 3, and B = B2), with a
spatial resolution of 10 m; (c) the digital elevation model (DEM) at 30 m spatial resolution and the distribution of the six
districts—the small enclave located in the northeast of the research area is Beijing Capital International Airport, managed by
Chaoyang District.

Google Earth Engine’s public data archive includes a large amount of historical
imagery and scientific datasets, and most of these datasets are image collections, such as
Landsat, MODIS, and Sentinel [34]. The concept of ImageCollection proposed by GEE
means that an ImageCollection is a stack or sequence of images and can be loaded by
pasting an Earth Engine asset ID into the ImageCollection constructor. This concept makes
it more convenient for users to search for the images that they need. The high-resolution
multispectral images from Sentinel-2 can be used to monitor vegetation, soil and water
cover, and land cover change, as well as humanitarian and disaster risk. The level-2A
product provided by GEE was computed by running Sen2Cor, which means that this
imagery product has been preprocessed for radiation and atmospheric correction. In the
GEE code editor environment, the Sentinel-2 level 2A data were imported as an image
collection, and then a filtering process was executed to obtain the appropriate seasonal
data. In our study, this image collection was filtered by three variables: covered location,
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date, and cloud percentage. The covered location was the polygon of our study area, which
we imported into the GEE environment. The date range was from June 21 to September 21,
representing the period of the highest growth of plants in summer. Finally, we filtered
out the images with cloud cover greater than 7% by querying the cloudy pixel percentage
value stored as metadata for each image. After the data filtering process was completed,
we obtained a new image collection of low cloud cover in summer in the study area. To
detect and mask out the remaining clouds, the QA60′ bitmask band (a quality flag band)
available in the metadata of Sentinel-2 imagery was employed. In this study, three bands
(B5, B6, and B7, 20 m) of Sentinel-2 were resampled to a resolution of 10 m. We used seven
multispectral bands (B2–B8) to produce a high-resolution (10 m) UGS map.

2.2. Methodology

This section introduces the automatic mapping and dynamic evaluation of the quality
of UGS using GEE. The procedures of the automatic mapping of UGS include two parts:
multi-feature extraction and machine learning classification (Figure 2) and training sample
migration (Figure 3).

Figure 2. Flowchart of the proposed methodology for UGS classification in GEE.
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Figure 3. Flowchart to produce up-to-date UGS maps for any target year.

2.2.1. Extraction and Classification of UGS

For trees and low plants, such as grasslands, there are different spectral and textural
features in multispectral images [35,36]. Therefore, we extracted three types of features
from the Sentinel-2 images to distinguish between different vegetation types. Considering
that forests in mountainous areas cover higher altitudes than the plain areas where urban
trees are usually located, we added the elevation band and slope band provided by the
30 m spatial digital elevation model (DEM) available in GEE.

i. Spectral features and vegetation indices

Typical spectral reflection characteristics of vegetation can be described as the fol-
lowing: in the visible waves, there are two absorption valleys and one reflection peak;
in the near-infrared band, there is strong reflectivity in the 0.74–1.3 µm range spectrum.
The spectral reflectance of different plant species is different in the near-infrared band;
the sensitive spectral reflectance changes in vegetation in different growth states in the
near-infrared and visible bands are crucial for identifying vegetation types and monitoring
the growth of vegetation (Appendix A, Table A1).

Another type of feature that enables the identification and monitoring of vegetation is
vegetation indices, which are calculated by multispectral remote sensing data. In general,
various vegetation indices can signify the reflection characteristics of vegetation in visible
and near-infrared wavelengths. However, different vegetation indices reflect different
vegetation growth conditions. We selected six vegetation indices for feature extraction of
UGS (Appendix A, Table A2).
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ii. Textural features

The relevant literature shows that texture is one of the most important characteristics in
the classification of objects of interest in a satellite image or an aerial photograph [37,38]. The
concept of texture refers to the regularity and features formed by the repeated appearance
of a large number of small objects in an image. A set of features has been developed for
classifying images, and the gray-level co-occurrence matrix is a widely used method for
texture feature extraction. The texture metrics can be computed by GEE from the gray-level
co-occurrence matrix (GLCM) around each pixel of every band, and this implementation
computes the 14 GLCM metrics proposed by Haralick and 4 additional metrics from
Conners (Appendix A, Table A3). In our study, we selected the NIR band as the input band
to compute the textural features.

iii. Image reduction

All computed features can be added as a separate band for each image in the summer
image collection. An image collection had to be reduced to a single image, containing each
selected image’s information, to perform the extraction and classification. We obtained a
single image by performing a process of reduction. The pixel value of the new image was
calculated by a statistical calculation of the pixel value of the same position in the image
collection. We used the median, mean, and values of pixels to perform the reduction.

iv. Otsu’s algorithm

In order to differentiate vegetation and non-vegetation categories automatically, Otsu’s
optimal method [39] was implemented and applied to the NDVI band of the seasonal
Sentinel-2 image in our study on the GEE platform. Otsu’s method is an automatic,
unsupervised image segmentation method based on threshold values. The threshold
values were calculated from the grayscale histogram of single-band images by maximizing
the between-class variance of the target and background dynamically. Furthermore, Otsu’s
method is widely used in digital image processing due to its flexibility for different data
with different spatial resolutions, and it has been used to extract tidal flats [40] and land
surface water [41].

v. Machine learning classification

Machine learning classification is one of the four main analytic categories of machine
learning algorithms adopted for remote sensing data processing [42]. Non-parametric
algorithms, such as CART, non-linear SVM, and RF, have been widely used to process a
large amount of data with no prior knowledge in a flexible way.

The CART algorithm is a very popular classification method used in remote sensing
classification for its efficiency and simplicity in decision making [43]. The distinguishing
characteristic of CART is that it makes the final decision by maximizing the value of
information gain.

The support vector machine (SVM) is developed based on statistical learning the-
ory, and it improves the generalization capability of the model by reducing the model
generalization error while minimizing the sampling error [44].

The characteristics of SVM can be summarized as the following three points: firstly,
this approach realizes a non-linear map from the input data into high dimensional feature
space, and an optimal classification hyperplane is constructed at the same time. Secondly,
SVM is especially suitable for limited sample problems, and the advantage of using SVM
is that it has largely solved the problems in traditional algorithms of model selection,
overlearning, non-linearity, local minimum point, etc. Finally, this approach improves the
efficiency of decision making by automatically choosing the important data points and
reducing the number of decision points. The SVM algorithm is a popular classification
method used in remote sensing classification for its efficiency and simplicity in decision
making [45].

A Random Forest (RF) classifier is a non-parametric classifier that has been used
in most classification problems [46,47]. The RF classifier is an ensemble classifier that
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combines a set of CARTs to make better classification decisions [48]. Each decision tree is
created by randomly selecting a subset of training samples from the original dataset; on
this basis, the feature subspace is structured, and the final class decision is made by these
decision trees.

The RF classifiers are the most commonly selected in the GEE platform and have
obtained a wide range of overall accuracy [34]. There are several important characteristics
of RF in the GEE platform. First, the RF algorithm in GEE allows different parameters to
be set in order to obtain higher accuracy: the number of decision trees and the number of
variables per split, the minimum leaf population, the bag fraction, the maximum number
of nodes in each tree, and the randomization seed. Second, a significant advantage of the
RF classifier is its capability of determining the importance of input features [49]. The
RF variable ranking has been recently added to GEE as an output of the Random Forest
classifier [26]. The variable importance (VI) measurement provided by the RF classifier
allows for selecting the best combination of features to achieve higher accuracy. In addition,
RF does not need to know or assume the distribution of the data in advance and is less
sensitive to the quality of training data.

2.2.2. Accuracy Assessment of UGS Maps

In order to better represent the acquired classification maps, a statistical measure of
accuracy for validation is essential. In this study, we used the confusion matrix of the
classification results to assess the statistical accuracy by four indicators computed from the
confusion matrix, including the overall accuracy (OA), the producer’s accuracy (PA), the
user’s accuracy (UA), and the kappa coefficient (KC). The confusion matrix is a table that
contains the number of pixels in each class that were classified correctly or incorrectly, and
the computation of the indicators mentioned above is allowed [50].

The OA is calculated by the ratio of the number of correctly classified pixels to the total
number of pixels, which indicates the total percentage of classification [51]. The UA is the
ratio of the total number of pixels that are correctly assigned to a class to the total number
of pixels from the entire image that the classifier places into this class, while PA refers to the
ratio of the number of pixels of a single class correctly classified by the classifier into the
total number of pixels of this class. The KC measures the agreement between the classified
and reference samples [52,53].

2.2.3. Time Series Rapid Mapping by Training Sample Migration

Despite great progress in land cover mapping and urban green space mapping, insuffi-
cient and unreliable reference samples to train machine learning algorithms directly impact
the accuracy of the supervised classification [54]. It is important to collect consistent, timely,
and accurate training samples in order to produce up-to-date green space mapping for
urban planning [17]. Therefore, it is necessary to develop a method to migrate the training
samples collected in a reference year to other periods for accurate classification. Some
studies have employed training samples derived from previous land cover maps for the
classification of current images [55]. Inspired by some studies mapping global or immense
land cover for any target year using migrated training samples in GEE [19,27], an efficient
and easy to perform method was developed to transfer a combination of (1) ground truth
samples collected in a reference year and (2) high-quality training samples generated for
the target year in order to produce up-to-date UGS maps for any given year without the
manual collection of training samples.

In the proposed method (Figure 3), in order to ensure that the migrated training
samples are of high quality, both an accurate green space map and a high-quality set of
training samples are integrated. In previous studies, since only training samples from
reference land cover products were collected [56], the quality of the training samples could
be affected by the inherent classification errors from the previous map. Additionally, the
use of only ground truth training samples from the reference year leads to the drawback
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that the ground truth dataset for a reference year is unbalanced due to constant land cover
change, leading to unreliable classification results [17].

The procedure for the method of migration of training samples includes, (1) generating
candidate training samples from a reference green space map, (2) calculating the spectral
angle distance (SAD) and Euclidean distance (ED) between reference spectra and target
spectra, and (3) eliminating pixels with a high probability of changes in images from
different years by a given threshold, thus providing unchanged and high-quality training
samples for the target year. SAD and ED measure the change in spectra between the
reference year and target year in both the candidate and ground truth training samples,
which are considered to be the best magnitude and similarity measures for the detection of
bi-temporal changes [57].

By measuring the direction of change between the two temporal vectors, SAD normalizes
for the influence of shading and can accentuate the target spectral shape characteristics [58]:

θ = cos−1 ∑i=N
i=1 X

t1
i Xt2

i√
∑i=N

i=1

(
X

t1
i

)2
∑i=N

i=1

(
Xt2

i

)2

SAD = cos(θ)

(1)

where θ is the spectral angle expressed in radians (0–π). The variable i corresponds to
the spectral band and ranges from one to the number of bands (N). Here, i represents
14 spectral features for the Sentinel-2 images. Xt1

i is the reference spectra when both the
candidate and ground truth training samples are collected at time t1, and Xt2

i is the target
spectra to be measured at time t2.

ED is the Euclidean distance between two temporal spectra (Xt1
i and Xt2

i ), expressed
as the square root of the band-wise sum of the squares of the differences [19]:

ED =

√√√√ N

∑
i=1

(
Xt1

i − Xt2
i=1

)2
(2)

In this study, to determine a reasonable threshold for judging the spectral change, a
tail-and-error procedure was conducted. In addition, the remaining training sample pixels
were detected by SAD, ED, and an intersection criterion (SAD ≥ 0.88 and ED ≤ 0.2).

2.2.4. Dynamic Evaluation of UGS by Quality Indicators

Recent studies have highlighted the importance of perceived quality in addition to
the amount of green space when examining the beneficial effects of green space [59,60].
Some studies have assessed greenness using the Normalized Difference Vegetation Index
(NDVI), which shows the most current urban green space density and distribution; studies
that rely solely on NDVI reduce the complexity of nature to mere “greenness”, which
may misclassify exposures and lead to limited assessment results [61]. In addition to
greenness, the quality of green spaces is intricately linked to their configurational aspects, as
elongated and well-distributed green space patches attract and benefit residents better [62].
Accordingly, we used six UGS quality indicators (Table 1) to assess the quality of UGS
distribution. Among these, four metrics were used, including UGS patch density (PD),
mean area of UGS (AREA_MN), and aggregation index (AI), which describe the objective
quality of UGSs, since small, fragmented, and simple-shaped patches provide poorer
service than large, contiguous, and complex-shaped patches. The four metrics of green
spaces were computed from 2016 to 2020 from the respective green space maps and assessed
for each district. Furthermore, two indicators, the urban green index (UGI) and Shannon’s
diversity index (SHDI), represent the vegetation coverage and green patch diversity around
pixels (in 300 m liner distance). The surrounding greening quality assessment based on a
moving window method was to build a circular window with a radius of 300 m, calculate
the ratio of the number of green pixels to the total number of pixels in the window, define
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the ratio as the UGI of the central pixel of the window, and traverse each pixel of the study
area to obtain the UGI within the whole area.

Table 1. Description of urban green space landscape metrics used in the study.

Metrics Formula Description Units and Range

PD PD = n
AD
× 106 where n is the number of UGS patches in the

district, and AD is the area of the district number per km2; PD ≥ 0

AREA_MN AreaMN = AUGS
n × 10−4

where AUGS is the area of UGS (in m2) in the
district, and n is the number of UGS patches
in the district

ha; Area_MN ≥ 0

FRAC_AM
FRACAM =

i=n
∑

i=1

(
ai

AUGS

)
·
(

2ln0.25pi
lnai

) where ai and pi denote the area (in m2) and
perimeter (in m) of a UGS patch i, n is the
number of UGS patches in the district, and
AUGS is the area (in m2) of UGS in the district

1 ≤ FRAC_AM ≤ 2
FRAC_AM =1 if the patches are
square-shaped
FRAC_AM =2 if the patches are
highly convoluted

AI AI =
(

J
maxJ

)
× 100

where J is the number of connections
between pixels of UGS patches in the district
based on the single-count method, and max J
is the maximum possible value of J

Percent; 0 ≤ AI ≤ 100
AI = 0 if the patches are
maximally
disaggregated
AI = 100 if the patches are
maximally
compact

UGI UGI = NUGS
NTNN

× 100%

the UGI of a pixel is defined as the ratio of
the number of green pixels near the pixel (in
300 m linear distance) (NUGS) to the number
of all pixels nearby (NTNN)

Represents the vegetation
coverage around the pixel

SHDI SHDI = −
m
∑

i=1
pi× ln(pi)

where m represents the total number of
vegetation-type patches nearby (in 300 m
liner distance), and pi represents the area
proportion of the patch i

Represents the diversity around
the pixel

An additional two indicators, the area of UGS (AUGS, km2) and the percentage of the
UGS area (PUGS, %) assess the quantity of UGS in each district. The latter indicator is defined
as the ratio of the AUGS to the total area (km2) of the district and ranges from 0 to 100.

3. Results
3.1. UGS Classification Maps and the Accuracy Assessment Results

In this section, the classification accuracy of the different numbers of input features
are compared using the RF classifier for the classification of different vegetation types; then,
we analyze the importance of different input features, and the best combinations of input
features are utilized to produce the urban green space map. Finally, the accuracy of the
migration of reference samples for automatic green space mapping is discussed.

3.1.1. Comparative Classification Accuracy of Different Input Feature Configurations

In this study, a total of 39 types of features were calculated, including 14 spectral
features, 5 vegetation indices,18 texture features, and the elevation band and slope band.
One of the significant advantages of the RF classifier is that the importance of each feature
can be evaluated. This is beneficial when many input features are incorporated into
the classifier. In GEE, it recently became possible to output the analysis of the feature
importance. Based on the training samples collected from all six districts, we evaluated the
importance of each feature using the RF algorithm. Figure 4 demonstrates the importance
factor of each feature.



ISPRS Int. J. Geo-Inf. 2021, 10, 670 11 of 29

Figure 4. Importance value of image features.

Overall, spectral features show higher importance than other kinds of features except
for elevation features and the slope band. The most important spectral features are the Red
Edge band 1 and Green band, followed by the Red Edge band 2 and Intensity band. Textural
features, such as Inertia and Correlation, also show great importance for achieving higher
accuracies. GI and GCVI are important vegetation indices features for the classification of
different vegetation types.

We compared the classification accuracy of different configurations of input features,
as validated by the test samples, which are listed in Table 2.

Table 2. Accuracy assessment of different input features configurations.

Numbers of Input Features
RF Classifier

OA(%) KC(%)

12 93.06 88.98
20 96.60 94.40
25 94.49 94.16
39 92.60 88.00

That shows that with an increase in the number of features, the classification accuracy
is continuously improved. When the number of features exceeds 20, the classification
accuracy is reduced. Too many feature variables resulted in a low calculation efficiency
and a low classification accuracy. The 20 features with the highest importance values
were selected as input feature combinations for classification. With the exception of the
number of feature variables, the number of trees is the most critical parameter for RF-based
classification. In our study, an automatic suitable parameter selection based on a statistical
accuracy assessment for the number of trees was edited on the GEE JavaScript editor.
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3.1.2. Accuracy Assessment for Differentiating Vegetation Type Using Different
Supervised Classifiers

In the proposed method (Figure 3), the number of migrated training samples generated
from the reference UGS map is variable, and a low quantity of training data affects the
performance of classification. The GEE environment integrates several different classifiers.
Non-parametric algorithms, such as CART, non-linear SVM, and RF, were implemented to
produce the UGS map for 2016. The performance of the classifiers with the best combination
of parameters was analyzed and compared using a confusion matrix, and the corresponding
user accuracy (UA), producer accuracy (PA), and overall accuracy (OA), along with the
kappa coefficient (KC), were estimated (Table 3).

Table 3. Accuracy assessment of different machine learning classifiers.

Classifier RF SVM CART

Accuracy UA(%) PA(%) UA(%) PA(%) UA(%) PA(%)
Urban trees 90.40 98.80 92.10 95.30 91.00 94.20
Low plants 95.70 71.00 85.70 77.40 85.20 74.20

Forest 100 100 100 100 98.00 100
OA (%) 94.00 93.04 92.20
KC (%) 89.90 89.00 87.00

The best accuracy values were achieved when performing classification with RF,
obtaining an OA of 94.00% and a KC of 89.90%. SVM produced results with slightly
lower accuracy than that of RF, and the estimated KC and OA were 93.04% and 89.00%,
respectively. CART provided a lower accuracy than that of RF and SVM.

We also analyzed the influence of different numbers of training samples on the classi-
fication results, and the results of the different classifiers are shown in Figure 5.

Figure 5. Accuracy of the different number of training samples for three machine learning classifiers.

As seen in Figure 5, compared with other classifiers, the RF classifier is insensitive to the
number of training samples, and its classification accuracy is stable. When the number of
training samples was 212 and 247, the OA of the SVM classifier was higher than that of RF,
but the change in the number of training samples had a significant impact on the classification
accuracy of SVM. The OA of the CART classifier was lower than that of RF and SVM for
different training sample sizes. Since the training sample migration method adopted in this
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paper causes the number of training samples to fluctuate annually, in order to obtain a stable
classification accuracy, this paper uses an RF classifier instead of an SVM classifier.

3.1.3. Time Series Classification Result Using Migrated Training Samples

Figure 6 shows the UGS classification result in the study area using the 20 optimal
features with the RF algorithm. Since the RF classifier has shown a high accuracy and
execution speed, it can be beneficial to produce up-to-date maps of green spaces in city
areas. An automatic method was proposed in Section 2.2.3. to obtain a green infrastructure
map for any target year by migrating training samples. In our study, 2016 was selected as
the reference year; both the 2016 ground truth training samples and numerous unchanged
candidate training samples randomly generated from the 2016 UGS map were considered
as reference training samples for the target years 2017–2020. The unchanged training
samples were detected by SAD and ED.

Figure 6. Cont.
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Figure 6. Extraction result (a,c,e,g,i) and classification result (b,d,f,h,j) of UGS in the center of Beijing from 2016 to 2020.
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The average OA and KC from 2016 to 2020 of the produced green space maps using
migrated training samples and the RF classifier were 96.47% and 94.25%, respectively,
suggesting the high efficiency of the proposed workflow for automatic UGS mapping
(Table 4).

Table 4. Accuracy of annual UGS maps from 2016 to 2020.

Year 2016 2017 2018 2019 2020

Accuracy UA(%) PA(%) UA(%) PA(%) UA(%) PA(%) UA(%) PA(%) UA(%) PA(%)
Urban
trees 93.18 97.62 97.70 96.59 95.73 94.12 97.94 98.96 97.73 94.51

Low
plants 97.50 95.12 94.28 91.67 92.31 94.74 100 95.24 85.71 93.75

Forest 100 98.04 100 96.08 92.42 63.85 98.31 100 100 100
OA(%) 97.01 96.53 94.40 98.47 95.93
KC(%) 95.50 94.39 90.48 97.55 93.31

3.2. Temporal Changes in the Spatial Distribution of UGS from 2016 to 2020

By comparing the UGS maps for 2016 to those for 2020 (Figure 6), we found that the
green spaces in the center of Beijing had a similar distribution. Furthermore, to qualitatively
assess the temporal changes in UGSs in the study area from 2016 to 2020, the four landscape
pattern metrics derived from 2016 to 2020 are listed in Table 4.

The results (Table 5) show that the UGS in the center of Beijing increased by 48.62 km2

from 2016 to 2020. Subsequently, the PUGS in the city increased by 7.24% during this
period. Furthermore, the green space patch density (PD) values decreased by 5.88%, and
the mean area of the UGS patches (Area_MN) increased by 0.03 ha, indicating that the
fragmentation of the UGS was reduced in this period. The changes in the aggregation index
(AI) and area-weighted mean fractal dimension index (FRAC_AM) values suggest that the
UGS was relatively compact and regular during this period. Thus, the green space in the
center of Beijing increased and became more integrated and compact during 2016–2020.

Table 5. Temporal changes in four types of urban green space distribution indicators.

Year
UGS Distribution Indicators

AUGS (km2) PUGS (%) Area_MN FRAC_AM AI PD

2016 671.59 48.48 0.24 1.29 77.117 193.99
2020 720.21 51.99 0.27 1.27 77.82 182.58

The AUGS and PUGS in Chaoyang, Fengtai, Shijingshan, and Xicheng increased from
2016 to 2020 (Table 6). The UGS in Chaoyang District became larger and more aggregated;
at the same time, vegetation fragmentation in Chaoyang District was reduced during
this period. Haidian District had the largest AUGS and PUGS, and fragmentation was
reduced from 2016 to 2020. The PUGS and AUGS of Dongcheng and Xicheng Districts
were relatively small, and the mean area of the UGS patches increased during this period.
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Table 6. Descriptive statistics of urban green space distribution indicators for six districts in 2016 and 2020.

District
UGS Distribution Indicators

AUGS (km2) PUGS (%) Area_MN FRAC_AM AI PD

2016 2020 2016 2020 2016 2020 2016 2020 2016 2020 2016 2020
Chaoyang 207.30 234.13 44.03 49.73 0.22 0.26 1.28 1.27 74.56 76.43 198.64 184.72

Dongcheng 15.88 15.60 37.96 37.29 0.20 0.20 1.27 1.26 73.45 72.17 187.75 176.49
Fengtai 136.23 156.59 44.52 51.17 0.23 0.26 1.28 1.27 77.11 75.84 190.75 189.26
Haidian 251.18 247.28 58.31 57.4 0.29 0.31 1.30 1.28 79.20 80.81 199.37 179.71

Shijingshan 41.8 46.33 48.75 54.03 0.29 0.27 1.28 1.27 81.29 80.51 168.48 195.62
Xicheng 19.2 20.28 37.86 40.00 0.20 0.25 1.28 1.28 72.05 71.62 185.78 146.65

3.3. Annual Dynamic Evaluation of the Quality of UGS by Using UGI and SHDI at Pixel Level
3.3.1. Urban Green Index (UGI)

The UGI index represents the vegetation coverage rate of 300 m around the central
pixel. In order to distinguish the difference in the pixel’s UGI values, by referring to the
principle of equal spacing and combining it with the samples collected from Google Earth
high-resolution images, the UGI values from the center of Beijing are divided into the
following six grades: lowest (0.00–0.17), low (0.17–0.34), medium (0.34–0.50), relatively
high (0.50–0.67), high (0.67–0.84), and highest (0.84–1.00). The proportion of the six UGI
levels in the six districts by spatial statistics from 2016 to 2020 is shown in Figure 7.

Figure 7. Percentage of different levels of UGI in six districts.

Overall, the average proportion of relatively high and above levels (UGI > 0.5) in the
six districts was 32.45% in 2016 and 35.16% in 2020, and the maximum was 36.04% in 2018;
the proportion of the high-level UGI in each district remained unchanged, while that of
the highest level UGI changed slightly from 2016 to 2020. The area with the highest level
of UGI in the Chaoyang, Fengtai, Haidian Districts increased from 2016 to 2017 and then
deceased from 2017 to 2020, showing an overall increase. The proportions of the lowest and
low levels of UGI fluctuated significantly in all districts from 2016 to 2020; among them, the
proportion of the lowest level in Chaoyang District, Fengtai District, Dongcheng District,
and Shijingshan District increased and then decreased, and the proportion of the lowest
level in Haidian District and Xicheng District decreased and then increased. The proportion
of the low-level UGI in Xicheng District decreased from 2016 to 2018 and then increased
slightly from 2018 to 2020; overall, the proportion of the low-level UGI in Xicheng District
decreased, and the poor vegetation cover was improved from 2016 to 2020. The UGI level
in Xicheng and Dongcheng Districts was mainly at the medium level and below medium
levels, accounting for more than 80%. Fengtai, Shijingshan, and Chaoyang Districts had
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similar rates of medium and below medium levels, at approximately 60%. The UGI levels
in Haidian District were mainly relatively high and above relatively high, accounting for
more than 50%; the lowest percentage was 52% in 2016 and the highest was 58% in 2018.

Figure 8 shows the spatial–temporal changes in UGI in the center of Beijing, with bottle
green, green, light green, yellow, orange, and red representing the lowest, low, medium,
relatively high, high, and highest levels, respectively. Overall, the periphery of the study
area had a higher UGI compared with the center of the study area. High values of UGI
were distributed in the north of the study area. Poor vegetation cover levels, including the
lowest and low levels, were mainly distributed in the south of the study area. The most
significant changes occurred in Fengtai, where the UGI increased from 2016 to 2020.

Figure 8. UGI distribution maps of the study area from 2016 to 2020.
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Figure 8f shows the rate of change in UGI values between 2016 and 2020. It shows
that intensive vegetation cover changes took place in all directions in the 2020s but were
concentrated in the periphery of the study area. A significant increase in the UGI value
was observed in the south of the study area, especially in the southeast of Fengtai District
and the south of Chaoyang District. The eastern part of the study area experienced both
an increase and a decrease in vegetation cover. The change in vegetation coverage in the
southwest of the study area was dominated by an increase in vegetation coverage. Figure 9
shows the annual dynamic changes of the UGI in five sampling areas.

Figure 9. UGI distribution in the five sample regions (a, b, c, d, e in Figure 8f) from 2016 to 2020.

3.3.2. Shannon’s Diversity Index (SHDI)

The SHDI in the study area is shown in Figure 10. In general, the SHDI values around
the study area were higher than those in the center, and the SHDI values in the north of the
study area were higher than those in the south.

The most distinguished spatial changes appeared in the south of the study area,
particularly in Fengtai District at the southwest corner. The SHDI showed a significant
improvement in many places, especially in the center of Beijing; thus, the distribution of
Shannon‘s diversity around the city residents tended to be more even from 2016 to 2020.
We calculated the standard deviation of each pixel’s SHDI value between 2016 and 2020
(Figure 10f), which showed that the distribution of SHDI had a noticeable fluctuation in
the northwest, southwest, and northeast of the study area. This was due to the increase or
decrease in low plants areas (Figure 6), which in turn affected the SHDI of these regions.
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Figure 10. SHDI distribution maps for study area from 2016–2020.
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4. Discussion
4.1. Spatial Correlation between UGS and Population Density

The UGI represents proportional green cover near each pixel within the whole study
area. Taking spatial variations in population density into account in the descriptive statistics
of the UGI value allows the indicators to represent the perspectives of citizens, which may
be more meaningful for government administration.

We connected the UGI map with the population density map for 2020 to identify the
population sizes according to the different levels of surrounding greenness, especially in
conditions of poor vegetation cover (Figure 11). Hot spot analysis was used to identify the
spatial clustering that had high values (hot spots) and low values (cold spots) [63].

Figure 11. (a) Spatial distribution of UGI mapand (b) population density map for 2020.

Based on the hot spot analysis with rendering (Getis-Ord Gi*) offered by ArcGIS, we
calculated the Getis-Ord Gi* statistics for the input layer, the 2020 UGI value, and the popula-
tion density grid for this study. We identified statistically significant spatial clusters with hot
spots (high UGI value and high population density) and cold spots (low UGI value and low
population density). Then, we identified five UGI cold spots in the area of high population
density. Three of the five cold spots were located in the east and southeast of Haidian District
(Figure 12). The hot spots of the population and UGI were spatially inconsistent.

Therefore, it is necessary to understand the vegetation cover around a density popu-
lation pixel. To distinguish the difference in a population pixel’s UGI value, according to
the ratio of the UGI value of each population pixel to the average UGI value of the entire
population, the average UGI value of the entire population pixel was determined to be
0.34 in 2020. The UGI values of the population pixel were divided into five grades: lowest
(0.00–0.17), low (0.17–0.25), medium (0.25–0.34), high (0.34–0.42), and highest (0.42–1.00)
(Table 7). Figure 13 shows the proportion density of residents with different UGI levels in
the six districts.
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Figure 12. (a) Spatial distribution of the hot and cold spots of UGI and (b) population density in the center of Beijing in 2020.

Table 7. Population statistics of different districts with different UGI values.

UGI Lowest Low Medium High Highest

Chaoyang 369,478 599,888 664,165 524,885 1,275,174

Dongcheng 49,036 186,980 264,324 152,743 195,402

Fengtai 265,572 383,028 418,559 306,491 706,531

Haidian 451,659 675,769 600,579 414,273 929,945

Shijingshan 79,478 125,627 120,443 97,853 181,602

Xicheng 30,399 132,756 362,650 346,407 324,878

As can be seen from Figure 13, the proportion of residents of Chaoyang and Xicheng
in the high and highest levels was more than 50% (52% and 56%, respectively), while
residents in the lowest or low levels accounted for 28% and 13%, respectively. It can be
seen that most residents were situated in areas with good vegetation coverage in these
two districts. Up to 57% and 54% of residents were situated in areas with medium and
below vegetation coverage in Haidian and Shijingshan, while the area ratio for these two
levels was only 29% and 34%, respectively. Therefore, considering the factor of population
density, the layout of green space in these two districts should be optimized.
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Figure 13. The proportion of the population with different UGI levels in six districts.

4.2. Distinction between Private and Public Green Spaces

The United Nations Sustainable Development Goal (SDG) indicator 11.7.1 requires
the following: “by 2030, provide universal access to safe, inclusive and accessible, green
and public spaces, particularly for women and children, older persons and persons with
disabilities”. It calls on city managers to pay attention to the amount of land designated for
public spaces. For cities in the developing world, some of the proposed SDG indicators
are currently on hold due to a lack of data. It is critical for these cities to monitor public
green spaces using free data sources. Without distinguishing between public and private
green spaces, we assessed the quality of UGS as perceived by residents on a 4 min walk
(300 m) (Section 3.3). We assessed the accessibility of urban public green spaces in order to
determine whether they comply with the SDG11.7.1. Firstly, we used crowdsourced data
from OpenStreetMap (OSM) and adapted the methodology proposed by Ludwig et al. [64]
to capture public areas. Then, the layer of public areas was intersected together with the
UGS map to identify green areas that were open to the public. Therefore, the total public
green spaces were estimated (Figure 14).

Figure 14. Distribution of public and private green spaces in 2020.
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We used the improved gravity model [65] to measure the accessibility to public green
spaces. The improved gravity model is shown:

Ai = ∑
j

Sj

Vjd
β
ij

Vj = ∑
k

Pk

dβ
kj

(3)

where Ai is the spatial accessibility from population point i; Sj is the service capacity at
provider location j; d is the travel impedance, e.g., distance or travel time between points i
and j; β is a gravity decay coefficient; Vj is the population demand adjustment factor; and
Pk is the population size at point k.

Another commonly used method for evaluating accessibility is the two-step floating
catchment area method (2SFCA). The two models consider the scale of both the supply and
demand of facilities. However, the 2SFCA cannot take into account the decreasing service
capability of facilities over a distance [66]. The urban public green spaces are classified
based on their sizes and are assigned with different service radii accordingly: a municipal
park, with an area exceeding 10 hm2, serves the entire city and the adjacent area at a radius
of 3000 m; a district park, with an area of 5–10 hm2, has a service radius of 1500 m; and
a residential area park, with an area of 0.5–5 hm2, has a service radius of 750 m. The
commonly used improved gravity model does not set a limit on the effective search radius
of a facility. We improved this model by adding the influence coefficient Mij of the park
grade scale. The formula is as follows:

Ai = ∑
j

MijSj

Vjd
β
ij

Vj = ∑
k

MkjPk

dβ
kj

(4)

where Ai is the spatial accessibility from population point i, Sj is the area size of the park
green space j, dij is the travel distance between points i and j, and β is a gravity decay
coefficient. In our study, β is equal to 1 and Mij is equal to 1 when dij is less than the service
radius of the park j; otherwise, Mij is equal to 0. Vj is the population demand adjustment
factor, Pk is the population size at point k, and Mkj is equal to 1 when dkj is less than the
service radius of the park j; otherwise, Mij is equal to 0.

Then, we mapped the accessibility of central Beijing according to the improved gravity
model for 2020 (Figure 15). The population accessibility to public green spaces considering
both the service capacity of the park and the demand of the population shows important
differences in spatial distribution. In general, the accessibility of Dongcheng and Xicheng
was lower than that of the other four districts, and the lowest accessibility was located in
the southeast of Haidian District and the north of Fengtai District. In order to achieve green
equity, it is necessary to increase some public green spaces in areas with poor accessibility,
such as street corner parks and community parks.
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Figure 15. Public green spaces accessibility map for the center of Beijing in 2020.

5. Conclusions

In this study, annual UGS maps with a 10 m spatial resolution were produced for
the center of Beijing. To this end, seasonal Sentinel-2 data from 21 June to 21 September,
collected from 2016 to 2020, were employed. The GEE platform was used to rapidly and
automatically update the UGS map for any target year. Multiple features extracted from
Sentinel-2 images were input into the RF classifier for the differentiation of vegetation
types. The obtained average OA of 96.47% demonstrated the high potential of the pro-
posed GEE-based automatic mapping method for the production of up-to-date UGS maps,
enabling users, such as relevant governmental administrative departments, to investigate
the dynamics of UGS over longer periods.

We evaluated the distribution of UGS in the center of Beijing from 2016 to 2020.
Six landscape pattern metrics were adopted to assess the quality of UGSdistribution in
order to provide a thorough understanding of the dynamics of UGS distribution. We found
that most of the districts in the center of Beijing improved their vegetation cover condition
and diversity in a fluctuating way. However, the distribution of UGS and population was
not consistent; for example, in Haidian District in 2020, the area where the UGI was value
below 0.34 accounted for 29%, but its population accounted for 56%. We revealed that the
diversity of green spaces tended to be more balanced. Furthermore, the public green spaces
accessibility map of central Beijing in 2020 showed that the lowest accessibility was located
in the southeast of Haidian District and the north of Fengtai District.

The proposed workflow combines multiple approaches, time series Sentinel-2 images,
and the GEE platform is proved to be effective in the dynamic mapping and evaluation of UGS.
The workflow has great potential to be applied to the detection of vegetation cover dynamics
for other cities in a cost-effective manner. This would be particularly useful in the case of
cities in developing countries that exhibit high urban dynamism spatially and temporally.
However, to track the long-term dynamics of UGSs, it is necessary to integrate other satellite
data, such as the Landsat imagery, because the multispectral images from Sentinel-2A have
been available since 2015 when the Sentinel-2A satellite was initially launched. In addition,
to monitor UGS for cloud-rich areas, microwave images from Sentinel-1 can be combined
with optical images. Further, our work shows that the proposed workflow can be further
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combined with other free geospatial data and accessibility models to support evidence-based
decision making for sustainable urban development.
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Appendix A

Table A1. Spectral features list.

Name Abbreviation Description

Spectral value B2 Blue band
B3 Green band
B4 Red band
B5 Red Edge band 1
B6 Red Edge band 2
B7 Red Edge band 3
B8 NIR band

Hue Hue HSI color space Hue
Intensity Int Brightness of HSI color space

Brightness Bri The spectral mean of 4 bands

Contribution rate Rat1 Blue band contribution (ratio of Blue band spectral values to
the sum of all band spectral values)

Rat2 Red band contribution (ratio of Red band spectral values to
the sum of all band spectral values)

Rat3 Green band contribution (ratio of Green band spectral
values to the sum of all band spectral values)

Rat4 NIR band contribution (ratio of NIR band spectral values to
the sum of all band spectral values)
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Table A2. Vegetation indices list.

Vegetation Indices Formula

Normalized Difference Vegetation Index
(NDVI) NDVI = NIR−R

NIR+R

Greenness index (GI) GI = G
R

Ratio vegetation index (RVI) RVI = NIR
R

Difference vegetation index (DVI) DVI = NIR− R

Soil-adjusted vegetation index (SAVI) SAVI = (NIR−R)(L+1)
NIR+R+L

Note: NIR is the reflectance of the near-infrared band (band 8, central wavelength: 842 nm), R is the reflectance
of the Red band (band 4, central wavelength: 665 nm), G is the reflectance of the Green band (band 3, central
wavelength: 560 nm), L is the soil-adjusted parameter, and L = 0.5 in our study area.

Table A3. GLCM indices list.

Number Features Formula

1 Angular Second Moment (ASM) P1 = ∑
i

∑
j
( f (i, j))2

2 CONTRAST (Contrast) P2 =
Ng−1

∑
n=0

n2

 ∑
Ng

i=1 ∑
Ng

j=1 f (i, j)

|i− j| = n


3 Correlation (CORR) P3 =

∑i ∑j(ij) f (ij)−µxµy

σxσy

4 Variance (VAR) P4 = ∑
i

∑
j
(i− u)2 f (i, j)

5 Difference Moment (IDM) P5 = ∑
i

∑
j

1
1+(i−j)2 f (i, j)

6 Sum Average (SAVG) P6 =
2Ng

∑
i=2

i fx+y(i)

7 Sum Variance (SVAR) P7 =
2Ng

∑
i=2

(i− P8)
2 fx+y(i)

8 Sum Entropy (SENT) P8 = −
2Ng

∑
i=2

log
(

fx+y(i)
)

fx+y(i)

9 Entropy (ENT) P9 = −∑
i

∑
j

f (i, j) log( f (i, j))

10 DVAR, Difference variance (DVAR) P10 = variance o f fx−y

11 Difference entropy
(DENT) P11 = −

Ng−1
∑
i

fx−y(i)log
{

fx−y(i)
}

12 Information Measure of Corr. 1
(IMCORR1) P12 = HXY−HXY1

max{HX,HY}

13 Information Measure of Corr. 2
(IMORR2) P13 = (1− exp[−2.0(HXY2− HXY)]

1
2

14 Maximal Correlation Coefficient
P14 = (Second largest eigenvalue o f Q)

1
2

Q(i,j) = ∑
k

f (i,k) f (j,k)
fx(i) fy(i)

15 Dissimilarity
(DISS) L(δ, T) =

L−1
∑

i=0

L−1
∑

j=0

1
1+(i−j)2 s(i, j, δ, T)
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Table A3. Cont.

Number Features Formula

16 Inertia
(INERTIA) I(δ, T) =

L−1
∑

i=0

L−1
∑

J=0
(i− j)2s(i, j, δ, T)

17 Cluster Shade (SHADE)
A(δ, T) =

L−1
∑

i=0

L−1
∑

j=0

(
i + j− µi − µj

)3
s(i, j, δ, T)

18 Cluster prominence (PROM)
B(δ, T) =

L−1
∑

i=0

L−1
∑

j=0

(
i + j− µi − µj

)4
s(i, j, δ, T)

Note: f (ij) (i, j)th entry in a normalized gray-tone spatial-dependence matrix. fx(i) ith entry in the marginal probability

matrix obtained by summing the rows of f (ij),=∑
Ng
j=1 f (i, j). Ng Number of distinct gray levels in the quantized image.

µx , µy, σx and σy are the means and standard deviations of fx and fy. fy(j) = ∑
Ng
i=1 f (i, j). fx+y(k) = ∑

Ng
i=1 ∑

Ng
j=1 f (i, j),

i + j = k, k = 2, 3, · · · , 2Ng. fx−y(k) = ∑
Ng
i=1 ∑

Ng
j=1 f (i, j), |i− j| = k, k = 0, 1, · · · , Ng − 1.

For more details, see [37,67].
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