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Abstract: In recent years, Embodied AI has become one of the main topics in robotics. For the agent
to operate in human-centric environments, it needs the ability to explore previously unseen areas and
to navigate to objects that humans want the agent to interact with. This task, which can be formulated
as ObjectGoal Navigation (ObjectNav), is the main focus of this work. To solve this challenging
problem, we suggest a hybrid framework consisting of both not-learnable and learnable modules
and a switcher between them—SkillFusion. The former are more accurate, while the latter are more
robust to sensors’ noise. To mitigate the sim-to-real gap, which often arises with learnable methods,
we suggest training them in such a way that they are less environment-dependent. As a result, our
method showed top results in both the Habitat simulator and during the evaluations on a real robot.

Keywords: navigation; robotics; reinforcement learning; frontier-based exploration

1. Introduction

In this paper, we address the problem of object navigation in indoor environments,
a task in Embodied AI that involves guiding an agent to an object of a target class. This
ObjectNav task can be decomposed into several classical autonomous navigation skills,
such as point navigation [1], exploration [2], flee [3], and semantic goal-reaching [4] that
have a long history of research in robotics and computer vision [5].

Classical approaches to solving navigation problems typically involve a modular
pipeline consisting of perception, mapping, localization, planning, and motion control
modules. The effectiveness of these approaches depends on numerous factors, such as the
quality of sensor data, environment complexity, and the amount of engineering patches
(also known as hacks). Various navigation problems can be solved with the classical
approaches in both simulation and on different robotic platforms [6,7].

In recent years, an orthogonal approach, based on end-to-end machine learning,
became widespread. State-of-the-Art learnable methods are not only capable of navigating
freely through complex scenes without explicit map reconstruction [1,8,9], but also have
abilities for manipulation [10], long-horizon planning [11], building world models [12],
and communicating with humans through natural languages [13]. The success of these
methods comes mainly from the high amount of data used for training. In the context of
robotic applications, various simulators are typically used to generate the data. This leads
to a degrading performance in the real-world conditions that may differ from the ones on
which the system was trained. Another disadvantage of such methods is that, typically,
learnable methods rely only on the implicit memory representation of the environment.
In practice, these representations are not well-suited for long-horizon tasks. In contrast,
classical, non-learnable methods exploit the explicit representation of the environment
through simultaneous localization and mapping (SLAM), and these representations allow
the agent to conduct effective long-horizon planning in complex scenes.
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In this work, we aim to bridge the gap between classical and learnable approaches
by proposing a hybrid control architecture called SkillFusion, tailored to the ObjectNav
problem (see Figure 1). We are not the first to rely on the hybridization of learnable and
non-learnable methods. However, unlike common fusion methods that rely on modular
pipelines [14], our approach takes into account the specific strengths of both paradigms
and dynamically selects which navigational skill to execute based on the self-assessment of
its usefulness. We implement these skills using both classical and learning-based methods,
allowing the agent to adaptively choose the most appropriate paradigm on the fly.
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Figure 1. A scheme of our object navigation pipeline used on a real robot. The pipeline consists of
classical and RL-based parts, and each part has exploration and GoalReacher skills. To choose the
appropriate skill at each moment, we implement the skill fusion decider, which selects an action from
the skill with the highest score.

Overall, our contributions are as follows:

• We decomposed the ObjectNav problem into two distinct skills: Exploration, where
the agent must search the area for the goal object, and GoalReacher, where the agent
must navigate to the detected goal object and stop near it. We then built a modular
architecture that incorporates both classical and learning-based implementations of
each skill. During episodes, our agent manages all skills, depending on their internal
reward estimation and external conditions.

• To increase the robustness of our learning-based policy to external conditions, we used
a pre-trained visual observation encoder and selected navigation tasks that require
different behavior from the agent but have the same input. We trained these tasks
together using an early fusion architecture [15] allowing our policy to use a single
neural network with a shared recurrent embedding for all tasks and a separate head
for each task.

• To address the problem of semantic noise (i.e., false detection of the goal objects,
outliers, etc.), we incorporated a range of techniques for both non-learnable and
learnable modules. For non-learnable modules, we utilized map-based erosion and
fading. For learnable modules, we introduced a special “not sure” action that prevents
a learnable policy from heading toward a falsely detected object by switching to
exploration behavior.

As a result, we were able to transfer our SkillFusion method from the simulator to
the real world with no additional training by only implementing more appropriate motion
execution at the actuator level.
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2. Related Work

Learning-based navigation. Learning-based approaches typically involve the use of
reinforcement learning (RL) algorithms to learn a value function or to directly map the
state into action using policy gradient algorithms [16]. These algorithms extract a feature
representation relevant to the specific task using approximation functions.

One approach to obtaining a more robust and transferable representation of the envi-
ronment is through multitasking. This approach is well-suited for our multiple navigation
skills setup, as it allows the agent to track and memorize different information from the
same observational state [17]. Recent successes in multitasking have demonstrated the
ability of a single network to perform a wide range of tasks [18]. Our experiments show
that training multiple skills together in an early fusion manner [15] yields better results
compared to end-to-end baselines [1].

Another approach to enhancing the representation is by disentangling the visual
encoding of the state from the task policy. This can be achieved by training encoders on
larger and more diverse datasets, resulting in less domain-specific encoders. These encoder
parameters can then be frozen, allowing the RL algorithm to train fewer parameters and
converge faster [19,20]. The use of pre-trained models, such as CLIP [21], as image encoders
in navigation tasks has also been shown to be effective [22,23].

Classical navigation. A classical approach to navigation in previously unseen envi-
ronments assumes the decomposition of the navigation task into the following subtasks:
localization, mapping, path planning, and path following. Localization and mapping
tasks are often solved in pair, using the simultaneous localization and mapping (SLAM)
approach. Most of the SLAM methods [24–26] extract features from the camera’s images
or lidar clouds and track robot motion using feature matching. One of the most popular
methods is RTAB-MAP [27]. It is able to work with different sensors (RGB-D camera, stereo
camera, lidar) and builds both a 2D occupancy map and a 3D point cloud map.

For path planning, the most popular approach is using graph path search algorithms
like A* [28] or Theta* [29] on an occupancy grid map built by SLAM. For path following,
many control methods exist that are typically tailored to a specific robotic platform [30–32].

Another important task related to navigation is the exploration of an unknown en-
vironment. The mainstream in classical exploration methods is using frontiers [33,34].
Frontier-based methods search for frontiers between the free and the unexplored cells on an
occupancy grid map and choose one of these frontiers as a goal. A convenient and effective
implementation of a frontier-based exploration algorithm is provided in [35].

Fusion of classical and learning-based navigation. Numerous works showed that
learning-based agents have inferior collision avoidance and memory management but are
superior in handling ambiguity and noise [36,37]. One line of fusing learnable and non-
learnable approaches is developing learning-based navigation modules, which can be
integrated into the final pipeline. SLAM and planner can be formulated in a differential
form and trained as one system [38]. For exploration and ObjectGoal tasks, some recent
works [2,14,39] show the supremacy of modular approaches over end-to-end learning-
based ones and pure classical ones. The authors implemented an RL-based global policy
module that predicts frontiers and a classical planner local policy for navigation to those
frontiers. In our approach, we do not specify each skill as being classical or learning-based,
but instead implement each skill with both approaches without any additional information
as in [40]. This allows the agent to determine which type of approach should be executed
at each moment based on their cost function.

Another hybrid control strategy is Bayesian Controller Fusion (BCF) [41], which com-
bines an uncertainty-aware stochastic RL policy with a hand-crafted controller. The Bayesian
formulation allows the method exhibiting the least uncertainty to dominate control. In states
of high policy uncertainty, BCF biases the composite action distribution towards the risk-
averse prior, reducing the chances of catastrophic failure. However, we found that this
approach is more suited for manipulation tasks with large action spaces where collision



Robotics 2023, 12, 104 4 of 14

risk is more important than task metrics. Our approach, on the other hand, relies more on
reward estimation rather than uncertainty.

3. ObjectGoal Navigation Task

The indoor object navigation task (ObjectGoal) is generally defined as the task of navigat-
ing to an instance of the object category C ∈ {c1, c2, ..., cn} (e.g., a couch) in a previously unseen
environment [4]. At each step, the agent obtains observation S = (SRGBD, SGPS+Compass, C).
The action space is discrete and consists of four types of actions: callstop (to end the
episode), forward by 0.25 m , turnleft, and turnright by angle α = 30◦.

After the end of the episode, the agent is evaluated via three primary metrics: (1) Suc-
cess, where an episode is considered successful if the agent executes the callstop command
within 1.0 m of any goal-type object; (2) Success weighted by (the inverse normalized) Path
Length (SPL), where success is weighted by the efficiency of the agent’s path to the closest
object from the starting point; (3) SoftSPL, where binary success is replaced by progress
toward the goal.

ObjectGoal is a complex task that requires different behaviors from the agent. These
behaviors can be treated as agent skills. We have distinguished two main skills that directly
solve the ObjectGoal task: Explore skill and GoalReacher skill, and two additional ones: a
PointNav skill and a Flee skill. For each of the main skills, we implemented both classical
and learning-based ways (see Figure 2 for an example). The additional skills are used for
the generalization effect of the learning-based policy.

• Explore skill has the objective to observe as many areas as possible in a limited amount
of time.

• GoalReacher skill has an objective to navigate the agent to the given object that was
observed somehow and execute the callstop action within 1.0 m from it.

• PointNav skill has an objective to navigate the agent to a given point and execute
callstop action within a 1.0 m distance from it.

• Flee skill has an objective to execute the callstop action at the furthest point from the
starting one.

Embodiment. The simulator embodiment has the LoCoBot’s (a low-cost mobile robot)
parameters. The base radius is 0.18 m. The ground-truth localization was provided via
GPS+Compass sensor (SGPS+Compass), and the action execution was also noise-free, but the
coordinates of the goal objects or ground-truth semantic segmentation were unavailable to
the agent.

The real-world embodiment is the four-wheel differential drive Clearpath Husky
platform that has dimensions of 990 mm × 670 mm × 390 mm. As it significantly differs
from the simulation embodiment, we showcase that our pipeline is able to easily adapt to a
specific robotic platform without learning-based policy fine-tuning and module changes.

Perception. In a simulator, the agent has a noise-free monocular RGB-D camera
mounted at a height of 0.88 m. The camera’s resolution is 480 × 640 pixels with a 90◦

horizontal field of view. Its depth range is 5 m.
To match those inputs in the real world, Husky has a Velodyne VLP-16 lidar and RGB-

D camera sensors. The range of all the perception sensors is restricted by 5 m. The lidar
is used for accurate localization and mapping in order to compensate for the absence of a
GPS+Compass sensor on the robot.
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Figure 2. Examples of skill fusion work in a simulator. The red line is a trajectory that was attained
by the classical pipeline, the light blue line was by RL exploration skill, and the dark blue was by RL
GoalReacher skill.

4. Classical Pipeline
4.1. Exploration Skill

Our implementation of classical exploration skills consists of the following parts: goal
setting, localization, mapping, path planning, and motion control.

Goal-setting module. The goal-setting module takes a current estimated robot posi-
tion and a SLAM-built map and chooses the goal where the robot should go. If the target
object is mapped by SLAM, exploration chooses the point nearest to it.

As a goal-setting module, we used our implementation of the frontier-based explo-
ration approach, which was proposed in [35]. The algorithm looks for frontiers between the
free and the unknown space on a 2D SLAM-built map. To find these frontiers, the breadth-
first search (BFS) is used.

All the frontiers are assigned cost functions, and the centroid of the frontier with
the lowest cost function is marked as the goal for the robot. The frontier’s cost function
considers the distance between the agent and the frontier’s centroid, the size of the frontier,
and the angle the agent has to turn before it starts moving to the frontier. We describe it
formally below.

Let q ∈ R2 be the robot orientation vector, and π = (p0, p1, . . . , pk) be a path from the
robot to the centroid of i-th frontier of size ni. In path π, p0 is the robot position, and pk is
the centroid of the i− th frontier. Our cost function is

costi = α
k

∑
j=0
||pj+1 − pj||2 − βni + γ|∠(q, p1 − p0)| (1)

where α is the coefficient for path length, β is the coefficient for frontier size, and γ is the
coefficient for the turn angle between the robot orientation and direction to the frontier.

Localizer module. In a simulation, we use ground-truth position data, so the localizer
is not needed. On the real robot, to maximize the localization accuracy and avoid error
accumulation, we use the LOL-odom lidar odometry algorithm [42] with an additional
pose correction via a pre-built 3D map (this map is used for pose correction only).

Mapper module. The mapper module builds an occupancy grid map for navigation
at the exploration stage and a semantic map for navigation to a goal object. In a simulation
where the ground-truth data is available, we use the back projection of the depth map
to build the occupancy grid. To build the semantic map, we use the back projection of
the predicted semantic mask. All objects with a height of less than 0.2 m are mapped as
ground cells, and all objects higher than 0.2 m are marked as obstacles. On the real robot,
we use the RTAB-MAP SLAM algorithm [27] with a lidar as a perception source. Semantic
information is added to the RTAB-MAP map from the semantic masks predicted from the
onboard RGBD camera.

In both simulation and the real robot, we build a map with a resolution of 5 cm.
To cover small “holes” in the map and reduce the number of redundant frontiers appearing
due to the map gaps, we increase the cell size twice using the max pooling method with
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cell value order “unknown < free < obstacle”; the map is decomposed into 2 × 2 squares,
and each square forms a single cell in the resized map. This cell is marked as an obstacle if
the square contains an obstacle cell. If the 2 × 2 square contains a free space cell and no
obstacle cell, the resulting cell in the resized map is marked as a free space cell. And if the
2 × 2 square contains only unknown cells, the resulting cell of the resized map is marked
as unknown. An example of such max pooling is shown in Figure 3.

Figure 3. An example of max pooling of the built map. Gray denotes an unknown area, black denotes
obstacle cells, and white denotes free space cells.

To prevent mapping outliers in predicted semantic masks, we implement semantic
map erosion and semantic information accumulation. We erode goal objects on the semantic
map by two cells. Also, we use continuous values of semantic map cells instead of binary
ones. If a semantic object is projected onto a map cell, we increase the value in this cell by 1;
otherwise, we multiply the value by a coefficient α < 1. A cell is marked as a cell of the
target object if its value increases the threshold T. In our experiments, we used α = 0.9 and
T = 2.

Planner module. For path planning, we used Theta* algorithm [29]. This is an
algorithm for pathfinding on grids that support any-angle paths. By default, Theta* plans a
path for a zero-size agent, so we modified this algorithm to handle the robot size. In our
modification, a robot is modeled as a disk of radius r. In practice, we set the size of the disk
to be larger than the actual robot’s footprint to accommodate the (extra) safety margin. If a
path was not found, we decreased the safety radius to 0.8r and repeat the path planning.
We set r = 0.15 for the simulation and r = 0.6 for the robot.

Controller module. For path following in simulation, we use a simple and straightfor-
ward algorithm. We compare the robot’s orientation and the direction from the robot’s pose
to the next point of the path. If the angle between the robot orientation and the direction
to the path point is under some threshold (e.g., less than 5 degrees in absolute value), we
move the robot forward. If it is above the threshold and is negative, we turn the robot left.
If it is above the threshold and is positive, we turn the robot right.

On the real robot, we use our implementation of the partial trajectory tracking method,
which receives the path and the robot’s position and outputs velocity commands for the
robot. This partial trajectory tracking is like our simulation control approach, but it is
adapted for continuous motion and has some heuristics to compensate for odometry errors.

4.2. GoalReacher Skill

For goal-reaching we use the same localization, planning, mapping, and controller
modules as described above. For goal-setting, we again utilize a frontier-based approach,
but instead of frontiers between free and unexplored map space, frontiers of the target
objects are used.

5. Learning-Based Pipeline

We will define a learning-based policy through a Markov decision process (MDP)
< S, A, T, R, γ >, where S is a set of states, A is a set of available actions, T(st+1|st, at) is
a transition function, R is a reward function, and γ is a discount factor. In our setting,
the states st are not fully observable. Only incomplete information about the state is
available to the agent at each time step—the observation ot. We will assume that the agent
obtains an approximator f of the state st from the observation history st ≈ f (ot, ot−1, . . . )
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(in practice, this is implemented as a part of the agent’s neural network, which is in charge
of decision making).

Same as the classical one, our learning-based pipeline consists of two components:
an Exploration policy and a GoalReacher policy. To train those skills, we have leveraged
Decentralized Distributed Proximal Policy Optimization (DD-PPO) as it shows promising
results in similar visual navigation tasks [1]. The architecture to train the proposed RL
pipeline is shown in Figure 4. Crucial to that result was a vast amount of training steps.
That requires a fast-performing simulator that should also be photo-realistic to be able
to transfer the resulting policy to the real world. To this end, we used the fastest photo-
realistic simulator BPS [3] with the largest 1000-scene dataset, HM3D [43]. To train the RL
Exploration skill, we take the train part of HM3D (800 scenes) and 145 scenes for the RL
GoalReacher skill, as HM3D has only that number with available ground truth semantics.
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Figure 4. The proposed neural net architecture for fusing navigation tasks at the RL training phase.

5.1. Exploration Skill

Exploration is a challenging task, requiring precision, the ability to memorize past
experiences, and future planning. In real-world scenes and photorealistic environments,
this task is complicated by the significant variation in indoor environments’ size, layout,
furnishing, color, and other parameters. To generalize these peculiarities, an agent needs a
highly capable encoder to extract all necessary information from a noisy RGB sensor. We
addressed this problem by dividing it into two sections: obtaining a visually robust image
encoder and developing a dynamic robust RNN encoder.

As an image encoder, we employed a pre-trained CLIP model [21] and froze it during
the training phase. This approach has been used in previous works [22,23], and our
experiments also demonstrate the ability to navigate solely based on an RGB sensor with a
frozen CLIP encoder.

To address the dynamic robust RNN encoder problem, we fused all navigational skills
and trained them with one neural network (Figure 4) with shared visual encoders and RNN
layers and multiple heads in an early fusion manner [15]. The exploration skill needs to be
aware of the area’s spatial structure to avoid exploring already explored areas, while the
flee skill focuses on distance measurements and orientation, and the pointnav skill mainly
focuses on finding the shortest possible path to a point. The reward function of each task
motivates these behaviors.

• The Exploration skill reward is set as +1 when the agent visited a previously unex-
plored 1 m2 cell; otherwise, it was 0.

• The Flee skill reward is proportional to the distance from the starting point.
• The PointNav skill reward is proportional to the shortened distance to the goal, plus a

reward if the agent executes a stop action within 1m of the goal point.
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5.2. GoalReacher Skill

A crucial aspect of mastering the GoalReacher skill is the ability to differentiate
between goal objects and non-goal objects. To convey information about the object, we
opted to pass a binary segmentation mask of the object rather than its ID. This approach
enabled us to train the semantic segmentation model independently. The downside of it is
that we need to train the policy with the ground-truth semantic sensor to be able to give
proper rewards. But in validation episodes, the semantic segmentation model will give a
lot of noises and false positive objects that at some frame will appear and at some not.

During validation episodes, the semantic segmentation model may produce noise and
false positive objects that appear intermittently. The GoalReacher skill is trained with a
large positive reward for successful episode completion and a small negative reward for
each step taken. As a result, noise objects may cause the agent to terminate the episode
in a location where a noise object appears in the hope that it is the real one, resulting in a
large negative reward if it is not. Alternatively, the agent may attempt to locate another
more distant object and accumulate a large sum of small negative rewards by executing too
many actions.

To enable the agent to distinguish between noisy and real objects and avoid being
trapped in unfavorable decision-making situations, we propose a novel “not sure" action.
When the agent is uncertain about the validity of the segmentation mask, it can execute this
action to switch back to the Exploration skill rather than pursuing a perceived noise object.

During the learning-based GoalReacher skill training phase, we sample episodes with
noise object semantic segmentation with a probability of 0.2; the remaining episodes contain
valid ground truth segmentation. In noisy episodes, the agent can receive an intermediate
negative reward if it chooses the “not sure" action when ending the episode and a large
negative reward if it executes the “stop" action elsewhere. The agent’s goal is to quickly
recognize if semantic segmentation is valid and terminate the episode with the “not sure”
action or pursue the goal, verify its validity, and execute the “stop” action near its position.

6. Skill Fusion Decider

To bring together the advantages of the classical and learning-based approaches, we
propose a SkillFusion method as being separate; those approaches have several limitations.

Classical exploration methods based on frontiers on a 2D map are reliable and robust in
the face of scene and camera changes; they require only precise odometry and map sources.
However, learning-based approaches may be more effective in solving specific tasks on
specific types of scenes because they can be trained to solve these tasks directly, e.g., using
different RL strategies. In object navigation, RL-based approaches show great effectiveness
in scenes where the goal can be found in a short time, but at long distances, recurrent neural
networks start forgetting the information from the initial stages and making rounds in
previously visited places. On the contrary, classical pipelines store entire information from
the start as a 2D map and can explore new places for the whole operation time. Also, RL
approaches are good at goal-finding and aiming, but they struggle to stop in the vicinity of
the object.

To effectively leverage the advantages of each approach, the SkillFusion module must
be aware of the benefits that each skill can provide at any given time. We already have
cost functions for this purpose: the critic value function for RL learning-based skills and
the frontier cost function for classical skills (Figure 5). We normalize these functions to the
same order based on collected experience, and at each step, the agent executes the skill
with the maximum value. Since the goal of the ObjectNav task is to execute a stop action
when the agent is near the goal, we assign to the classical GoalReacher skill the highest
constant value when the goal appears on the map after all filtering, as this skill is more
relevant than any exploration.
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Figure 5. Example of skill management during the episode. The blue color of the trajectory is denoted
RL Explore skill execution, dark blue denotes an RL GoalReacher skill, and a red color denotes
classical skills.

As a result, the agent starts the exploration with the RL approach to efficiently cover
large areas around the start position. After some time, RL forgets the information in its
recurrent layers and starts to explore the already-explored areas. When it occurs, the RL
Explore skill score gets lower than the classical score and the agent switches to the Classical
skill. At this moment, the Classical exploration skill based on a current map navigates the
agent to the highest value frontier, and after that, RL exploration score becomes larger than
the classical, and the policy switches back to RL (Figure 2 left). We should note that we
update the RL RNN layers at each step even when the agent executes classical skills.

If the goal object gets seen by semantic segmentation, the RL GoalReacher score rushes
up and takes control until the object does not appear on the semantic map. Under RL
GoalReacher skill, the agent has two options: to finish the episode by itself by executing
the “stop" action (Figure 2 right), or to give back control to the Exploration skills by
executing “not sure" if it decides that a goal object is a noise. When the goal object is on the
segmentation map, we set the classical GoalReacher score to a constant high value, and the
agent switches to that (Figure 2 middle).

7. Experiments
7.1. Simulator Experiments

Table 1 shows the results of our method compared to current state-of-the-art solutions
in the Habitat simulator [44]. For validation episodes, we used 20 scenes from the Val
part of the HM3D dataset [43] that the agent had never seen during its training phase.
The resulting number of episodes was 120, with an equal distribution of goal categories
(chair, bed, plant, toilet, monitor, sofa) and an average minimum distance to the closest
object of 8 m. As a baseline for comparison, we chose three methods. DDPPO [1] is an end-
to-end RL method provided by the Habitat simulator authors. SemExp [14] is a modular
approach that incorporates the fusion of a learning-based global planner and a classical
local planner. Auxiliary RL [8] is an RL approach augmented with auxiliary loss functions.
For all baselines, we tested available open-source implementations and weights, but to
make these methods applicable to the HM3D dataset and our goal type of objects, we used
a ground truth semantic segmentation module instead of the baseline ones.

Table 1. Performance of SkillFusion as compared to the baselines on the HM3D dataset (right).

Method Success SPL SoftSPL

DDPPO [1] 0.18 0.10 0.35
SemExp [14] 0.24 0.14 0.26

Auxiliary RL [8] 0.51 0.29 0.34
SkillFusion 0.64 0.36 0.38
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The RGB encoder constitutes a large portion of the neural network’s parameters, which
slows down the training phase. Additionally, we have a limited number of scenes in the
dataset, but we want the agent to navigate beyond them. Therefore, the robustness of the
RGB encoder in novel scenes is a challenging problem. A solution to this problem could be
to use an already-pretrained RGB encoder that will be frozen during the training phase.
For this encoder, we chose a CLIP model [21]. To demonstrate that reducing learnable
parameters still allows the agent to perform navigation tasks, we compared the Goal-
Reacher task performance with a frozen CLIP versus a learnable ResNet model Figure 6.
As our experiment shows, the performance of the agent even improved. To analyze the
performance aid from depth sensors and show that the neural network relies on CLIP
embeddings not only for object recognition but also for solving navigation tasks, we trained
the GoalReacher skill exclusively on RGB input. Our architecture with this ablation still
performed with a high score.

Figure 6. Comparison of GoalReacher skill training using a frozen CLIP encoder versus an unfrozen
ResNet encoder.

To prove the need for the fusion of classical and RL approaches, we tested different
combinations of classical and RL skills. The comparison results show that the pure RL is
better than the pure classical approach at the SPL metric in a simulator but has a comparable
success rate (see Table 2). This happened because the classical pipeline only relies on a map,
is “blind” beyond Depth range limitations, and spends a lot of time exploring corners or
dead-ends, while RL can see those by extracting information from RGB. The comparable
success rate is due to the fact that, for a classical pipeline, it is easier to decide when the
agent needs to stop the episode once the goal object is seen, as it can calculate a distance to
it with a metric map.

Table 2. Ablation of the different available sets of skills during the episode.

Skill Metrics
Explore GoalReacher Success SPL SoftSPL

Classical Classical 0.410 0.182 0.263
RL RL 0.403 0.224 0.321

RL+Classical Classical 0.511 0.299 0.309
RL+Classical RL+Classical 0.547 0.316 0.365

The fusion of classical and learning-based methods for an exploration skill improves
the exploration ability of the agent; thus, it finds more goal objects and increases both SPL
and success metrics. And, the final addition of the GoalReacher RL increases the number of
successful episodes in the final steps of trajectories, which also reflects positively on metrics.

As shown in Table 3, the SkillFusion model’s performance is sensitive to the quality of
a semantic sensor. With a ground truth (GT) semantic, the results almost doubly outperform
the SegFormer ones, but with the implementation of semantic map filtering for the classical
pipeline and the addition of the “not sure" action to the RL pipeline, we mostly compensate
for that gap.
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Table 3. Semantic segmentation module ablations.

Method Success SPL SoftSPL

SkillFusion (with no semantic filtering) 0.324 0.207 0.327
SkillFusion (with semantic filtering) 0.547 0.316 0.365
SkillFusion (ground truth semantic) 0.647 0.363 0.384

7.2. Robot Experiments

Besides simulation experiments, we carried out a range of tests on the Clearpath
Husky robot (Figure 7). The robot was asked to find different objects (like a chair or a sofa)
in an unknown indoor environment (a university building). It performed the tasks without
any network fine-tuning.

To detect the strengths and weaknesses of the classical and RL pipelines in the case of
a real robot, we first tested them separately and then compared both pipelines with our
SkillFusion pipeline. We ran all the pipelines on seven scenes with three different goal
objects: a blue chair, a red chair, and a blue sofa. The blue chair was located in the corner
of the hallway. In the test with the sofa, two large blue sofas were located in different
corners of the hallway. The red chair was located behind a narrow passage in the hallway,
and the robot had to explore the entire hallway before entering this narrow passage to reach
the goal. For the blue chair and sofas, we ran the pipelines from three different starting
locations, while for the red chair, we used only one starting location.

The trajectories for all the pipelines are shown in Figure 8, and the metric values are
shown in Table 4. We measured five metrics: success rate, SPL, SoftSPL, the length of the
path traveled by the robot, and the traveling time. With a pure RL approach, the robot failed
to reach the goal object twice. In the test with a blue chair, the robot reached a sofa instead
of a chair. This happened due to semantic mapping errors and a straightforward goal-
reaching approach without semantic data filtering. In the test with a red chair, the robot
ignored the narrow passage with the chair because RL was trained with a reward function
proportional to the explored area. As a result, the reward function for entering a narrow
passage was too low.

In one test out of three, the robot failed to find the blue chair using the classical
pipeline (Figure 8). This was due to the restricted range of 5 m for semantic mapping
and semantic prediction noises, which caused the target chair to be ignored. As a result,
the robot explored the entire hallway without marking the chair as a goal.

Using our SkillFusion pipeline, the robot succeeded in all tests, achieving an average
SPL and SoftSPL of 0.65. The average traveling distance was reduced to 23 m, compared to
27 m with the classical approach and 31 m with the RL approach. This demonstrates the
successful transfer of the strengths of both classical and learning-based approaches to a
real robot.

Figure 7. Robot platform based on the Clearpath Husky chassis with a ZED camera (left). We used it
to evaluate our results in a real-world scene (right).
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Figure 8. Robot trajectories: RL (top), classical pipeline (middle), and SkillFusion (bottom). The red
box denotes the target object, the red circle denotes the start point, and the white circle with a blue
arrow denotes the robot’s termination point and direction.

Table 4. Results of separate tests of classical and learning-based approaches on the real robot,
in comparison with the SkillFusion method.

Method Scene Success SPL SoftSPL Path
Length, m Time, s

RL

Chair 1 0.67 0.53 0.42 22 170
Chair 2 0 0 0.42 36 300

Sofa 1 0.39 0.39 38 190

Average 0.71 0.39 0.41 31 200

Classic

Chair 1 0.67 0.35 0.41 28 180
Chair 2 1 0.40 0.40 33 220

Sofa 1 0.75 0.75 24 110

Average 0.86 0.53 0.56 27 170

SkillFusion

Chair 1 1 0.61 0.61 25 150
Chair 2 1 0.61 0.61 22 140

Sofa 1 0.77 0.77 22 110

Average 1 0.65 0.65 23 130

8. Conclusions

In this work, we have considered a challenging problem of visual navigation. In
this problem, an embodied agent (either virtual or real robot) is asked to reach an object
belonging to a predefined class (e.g., a table, a chair etc.) in an unknown environment,
which can be locally observed by the vision sensor(s) of the agent. We have examined both
the non-learnable (classical) and learnable methods needed to solve this problem efficiently.
Our work provides clear evidence that classical and learning-based approaches to robot
navigation do not contradict but complement each other. We have implemented them both
in the simulator and in real-world conditions at a high level and identified their strengths
and weaknesses.

To increase the classical pipeline’s performance, we have tuned and improved Frontier-
based Exploration. To adopt classical skills in real-world conditions, where ground-truth
depth and GPS sensors are unavailable, we used lidar localization and mapping modules
that allowed us to achieve similar performance. To increase the performance of the RL
skills, we have introduced a fusion training scheme and a novel “not sure” action, which
not only increases the metrics, but makes the model more robust to external conditions.
These improvements also have made RL transferable into the real world without any
scene adaptation.

We have implemented each part of the classical and learning-based algorithms as
an agent’s skills and propose a skill decider module that, based on each skill’s intrinsic
reward model, switches between classical and learning-based skills during an episode. Our
proposed fusion mechanism relies on fundamental differences between the classical and
learning-based pipelines. In our experiments, RL is good for quickly exploring large areas
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and is able to extract more information from the sensors for more intelligent exploration,
but it is not so precise, and its memorization abilities are far behind the classical method.
So, whenever those abilities are needed to accomplish a goal in the most effective way,
the agent can execute an appropriate skill. In the future, we will investigate semantic
map reconstruction with interaction segmentation and planning beyond the current map
through 3D scene reconstruction and make an extended version of it.
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