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#### Abstract

This article is focused on the problematics of path planning, which means finding the optimal path between two points in a known environment with obstacles. The proposed pathplanning method uses the wavefront algorithm, and two modifications are implemented and verified. The first modification is the removal of redundant waypoints. The first modification is applied because the wavefront algorithm generates redundant waypoints. These waypoints cause unnecessary changes in the direction of movement. The second one is smoothing the generated trajectory using B-spline curves. The reason for applying the second modification is that trajectory generated by the wavefront algorithm is in the form of the polyline, which is inadequate in terms of the smoothness of the robot's motion. The verification of the proposed method is performed in environments with different densities of obstacles compared with standard Dijkstra's and A* algorithms.
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## 1. Introduction

For the safe movement of a mobile robot in the environment, it is necessary to perform two basic activities-localization and navigation. Localization is performed using an environment map and suitable sensors, and SLAM [1,2] is primarily concerned with this issue. The localization, therefore, determines the robot's position in the environment.

For the collision-free movement of the robot, the so-called reactive navigation is used. This navigation must react fast enough concerning objects in the environment and the robot's activity. Reactive navigation usually uses only current measurements from sensors and is also called local navigation [3]. The robot's path planning (i.e., global navigation) is implemented in a known or partially known environment with a predetermined goal. This article focuses on the issue of path planning.

The optimality of the planned path cannot be determined in general [4]. The type of robot chassis used, dimensions, dynamic limitations, etc., are essential. It is also because mobile robots occur in various applications and environments. It depends on these facts and application requirements which path characteristics are crucial and to what extent. The following features are often considered essential in path-planning algorithms:

1. The computational complexity also depends on the computational power available to the robot. Currently, some mobile devices are already performing such computing power that in smaller environments and with slower motion, the need for both levels of navigation (global and local) disappear.
2. In some cases, the shortest possible path may be preferred, while in other cases, a slightly longer path may be suitable because it has better properties according to another criterion.
3. The distance of the path from the obstacles usually expresses the safety of movement. For example, the Voronoi diagram [5] used in path planning ensures the maximum possible distance from all obstacles.
4. Physical constraints need to be taken into account. It mainly depends on whether the robot is holonomic. If it is non-holonomic, its radius of rotation must be considered when planning the path.
Moreover, path planning is an optimization problem where different criteria can be applied. According to the [6], four criteria must be considered in a path planning algorithm—optimization (best paths in terms of distance, terrain traversability, energy consumption, or other costs), completeness (all possible solutions for the path), accuracy/precision, and execution time.

Model-based path planning for mobile robots may include knowledge of kinematics (or dynamics), the environment, the planning objective, and available resources [7]. A key aspect in every path-planning method is modeling the environment, its representation (map), and the model of the controlled system itself, i.e., the robot. In general, the following three conditions must be met when creating a map [8]:

1. The accuracy of the map must be chosen appropriately given the required accuracy when reaching the target.
2. The accuracy of the map and the type of recorded environment properties must correspond to the sensors' accuracy and ability to capture those properties.
3. The complexity of the environment representation is directly proportional to the required computing power or the required computing time.
There are several maps [9-11], but it is generally impossible to say which one is the most convenient. The choice depends on the environment and the specific application of the mobile robot. It is also possible to use the advantages of several maps and suppress their disadvantages by creating the so-called hybrid map. The output of path planning is the points on the map where the robot's direction changes. Reaching these points is the task of reactive navigation, which ensures safe movement or modifies the path to make the movement smoother.

In our research, metric maps were used for robot navigation. In our research, we focus on using metric maps for robot navigation. A metric representation of the environment can use two approaches to cell proximity. In 4-neighbors, we consider only cells in the up, down, right, and left directions adjacent to the current cell. In 8-neighbors, we consider four other cells in diagonal directions as adjacent cells.

The basic algorithms for finding a path in a metric map include the wavefront algorithm, Dijkstra, and A*. The wavefront algorithm [12] considers free space a thermally conductive material with obstacles not being thermally conductive. The individual cells in the metric map are evaluated by spreading the heat between the start and the goal. The optimal path is found by proceeding in the direction of the gradient, respectively against the gradient's direction.

Dijkstra's algorithm [13] is typically used on graph structures (topological maps) but can also be used on a metric map (the graph's vertices create map cells). This algorithm counts all the shortest paths from the specified starting vertex. The points in space represent the graph's vertices, and the distance between the given points evaluates the edges.
$A^{*}[13,14]$ is a heuristic algorithm that calculates the path from a specified starting point to a defined goal with minimum costs. In path planning in mobile robotics, minimal costs are most commonly used as the shortest path. The points in space also represent the graph's nodes, and the distance between the given points evaluates the edges. Each point is also assigned a value representing the distance to the goal (e.g., Manhattan distance).
$D^{*}$ (Dynamic $A^{*}$ ) [15] is a modification of the $A^{*}$ algorithm used in partially known or dynamically changing environments. It provides a much faster path rescheduling process but at the cost of using a large amount of memory.

One of the characteristic algorithms used on the metric map is the brushfire algorithm [16]. This algorithm assigns values to all map cells depending on the distance to
obstacles. It evaluates the cells adjacent to the obstacles and proceeds toward the free space. The values of the map cells express the distance to the nearest obstacle. Based on this evaluation, we can create an array of repulsive forces from obstacles. We can then find the path between the two points by combining repulsive forces from obstacles and attractive forces from the target. The brushfire algorithm is similar to a wavefront algorithm, but its disadvantages are evaluating all free space cells and the local minima problem [16]. The advantage of these algorithms is the possibility of considering the terrain. It can be done by modifying the cost function that evaluates the map cells or using the 3D model of the environment. Our research does not deal with terrain analysis, but the purpose is primarily for indoor mobile robots. Therefore, we assume a flat terrain with the same properties throughout the environment and do not model it. If it is necessary to use the terrain model as well, this issue is discussed, for example, in refs. [17,18].

There are also methods for solving path-planning tasks that use random space searches. The first one is probabilistic roadmaps [19], which consists of two steps forming a graph structure. It consists of vertices and edges. The first step is the learning phase. It generates points (vertices) in free space to cover the free area reasonably. Subsequently, the individual vertices join with the vertices located from them at a specified distance. They can only be connected by edges that ensure a collision-free transition. The second step is the demand phase. This step uses classic graph methods to find the shortest path between the start and the goal. There must be a path from the start and goal to other points in the roadmap to find a path.

The second one is rapidly-exploring random trees (RRT) [20]. The trajectory is the rapidly-exploring random tree, which extends from the starting point. The procedure is iterative, while the RRT can be expanded by a fixed distance or a path corresponding to a specified time interval. In each iteration, a vertex in free space is randomly generated. This vertex is then connected to the nearest vertex, providing a collision-free connection. A path (sequence of vertices) connecting the start and goal is selected when one vertex gets close enough to the goal. The advantage of this method is the ability to directly include the kinematic and dynamic constraints of the robot when searching space.

As with probabilistic roadmaps, the genetic algorithm [21] can search the space. Genetic algorithm solutions represent the sequence of visited transition points, starting at the start and ending at the goal. The solution's success is expressed by the value of the fitness function, which can include the total length of the path, the distance from obstacles, and more. The sequences, commonly named chromosomes, are initialized randomly. They are modified using the so-called genetic operations (crossover, mutation), and better solutions are selected for the next generation. When finished, the solution is the best sequence found.

The advantage of random space searching methods is the ability to achieve good (suboptimal) results with low computational complexity. The main disadvantage is that they usually do not generate an optimal path in terms of path length, and the smoothness of the path is also reduced.

In general, the topic of global path planning is pretty extensive, and it is not possible to provide and analyze all aspects in the introduction of this article. More details can be found in [22].

The article is divided as follows. Section 2 describes the prerequisites we used in our research and development of the path-planning method. It also describes this proposed approach. Section 3 describes different simulation results and presents different comparison criteria of three path-planning methods with three criteria and their multi-criteria combination. At the end of the article, there is a summary and proof that the proposed path-planning method is usable and comparable to state-of-the-art methods.

## 2. Materials and Methods

Global navigation algorithms on a metric map commonly produce trajectories containing breakpoints. The direction of movement changes sharply at this point, which is
inadequate in terms of the smoothness of the robot's movement (e.g., the sum of changes in rotation during the path execution). Therefore, it is appropriate to create a curve based on the breakpoints, which will compromise the exact achievement of the given points and the ideal curve shape from the dynamics point of view of the mobile robot. It can be achieved, for example, by using B-spline curves [23].

B-spline curves are approximation curves that result from polynomial interpolation. Unlike Bézier curves, which are defined as point interpolation, B-spline curves are defined as interpolation of so-called basis functions. The degree of basic functions is predetermined and does not depend on the total number of interpolated points. This degree determines from how many points the curves of the basic functions are constructed. B-spline curves are suitable for creating (adjusting) the path of a mobile robot because they are continuous. The degree of their continuity (differentiability) or shape can be easily modified by changing the degree of basic functions or adding control points. Let $U=\left\{u_{0}, \ldots, u_{m}\right\}$ be a non-decreasing sequence of real numbers. The elements $u_{i}$ are called knots, and $U$ is a knot vector. Then the $i$-th basic function of the B-spline curve of zero degree and degree $p$ is defined as [24]:

$$
\begin{gather*}
N_{i, 0}(u)=\left\{\begin{array}{cc}
1 & u_{i} \leq u<u_{i+1} \\
0 & \text { otherwise }
\end{array}\right.  \tag{1}\\
N_{i, p}(u)=\frac{u-u_{i}}{u_{i+p}-u_{i}} N_{i, p-1}(u)+\frac{u_{i+p+1}-u}{u_{i+p+1}-u_{i+1}} N_{i+1, p-1}(u) \tag{2}
\end{gather*}
$$

The basic functions of the zero degree are thus step functions with a value of 1 on a given interval and a value of 0 outside it. The basic functions of degree $p$, for $p>0$, are a linear combination of two basic functions of degree $p-1$. The B-spline curve of degree $p$ can then be expressed as:

$$
\begin{equation*}
C(u)=\sum_{i=0}^{n} N_{i, p}(u) \boldsymbol{P}_{i} \quad a \leq u \leq b \tag{3}
\end{equation*}
$$

where $\boldsymbol{P}_{\boldsymbol{i}}$ are the control points and $N_{i, p}(u)$ are the basic functions of degree $p$ defined on the node vector:

$$
\begin{equation*}
\boldsymbol{U}=\left\{a, \ldots, a, u_{p+1}, \ldots, u_{m-p-1}, b, \ldots, b\right\} \tag{4}
\end{equation*}
$$

It contains the first and last node $(p+1)$-times. It is so that the curve starts at the first point and ends at the last point. Otherwise, there would be a gap between the first control point and the beginning of the curve and between the end of the curve and the last control point. The number of nodes in the vector $\boldsymbol{U}$ is $m+1$, and the number of control points is $n+1$, where $m=n+p+1$ [25].

Coordinates of the points on the B-spline curve can then be expressed from (3) as:

$$
\begin{align*}
& x=\sum_{i=0}^{n} N_{i, p}(u) P_{i, x}  \tag{5a}\\
& y=\sum_{i=0}^{n} N_{i, p}(u) P_{i, y} \tag{5b}
\end{align*}
$$

$P_{i, x}$, and $P_{i, y}$ are the coordinates of the control point $P_{i}$. A number of the computed points on the curve can be affected by vector $u$. This vector contains values from the interval $(0,1)$ iterated by the inverse number of desired generated points.

Path planning with A* and Dijkstra algorithms is commonly used in ROS [26]. This research proposes the modification of wavefront path planning to be suitable for robot navigation and, in some aspects, better than these commonly used algorithms. The path found by the wavefront algorithm is as close as possible to the obstacles, which follows from the essence of the algorithm. It is also formed by waypoints, in which the robot's direction changes significantly, which is not very suitable from the point of view of robot position control. Combined with getting too close to the environmental obstacles, this could
lead to collisions. Therefore, this modifies the algorithm by providing a greater distance of the generated path from obstacles and smoothens the found path using B-spline curves.

In the first step, obstacles were inflated to ensure sufficient distance to maneuver the robot. This distance can be changed parametrically and set differently for each type of robot. An example of obstacle inflation in the ROS environment can be seen in Figure 1.


Figure 1. Inflation of obstacles in the ROS environment by a safe distance and impact on the planned path of the robot.

The result of the wavefront algorithm is a polyline connecting the start and goal cells on the map, respectively, waypoints on this line, where the robot rotation changes. The centers of the found map cells were determined as waypoints. The path found this way may contain redundant waypoints, which causes more frequent changes of direction. It is due to the wavefront algorithm's nature and is usually due to the shape or location of the obstacles. Another reason is the searching of neighboring cells, performed in an 8-adjacent, which creates lines at multiples of an angle of $45^{\circ}$. If the robot follows the exact path, then the polyline is unsuitable for robot dynamics. Its direction changes significantly at individual waypoints, which cannot be achieved when moving at a certain speed at a given point. The first step in modifying the original algorithm is to remove redundant waypoints.

Removing redundant waypoints works on searching all waypoints, and determining the minimum set of these points ensures a collision-free transition through the environment. After removing one of the points, a new line is created on the polyline. The beginning and end of this line are adjacent waypoints to the deleted point. Thus, a given point can only be removed if the adjacent waypoints can be joined by a new line that passes only through the free cells of the map (Figure 2).

An algorithm based on the parametric expression of the line can determine all the map cells through which the generated path passes [27]. Let the two points (beginning and end of the line) be denoted as $\boldsymbol{A}=\left[a_{1} ; a_{2}\right]$ and $\boldsymbol{B}=\left[b_{1} ; b_{2}\right]$, the directional vector of the line $\boldsymbol{u}=$ $\left(u_{1} ; u_{2}\right)=\boldsymbol{B}-\boldsymbol{A}$ and the parametric expression of the line:

$$
\begin{gather*}
x=a_{1}+t u_{1}  \tag{6a}\\
y=a_{2}+t u_{2} \quad t \in R \tag{6b}
\end{gather*}
$$

Using goniometry, we can calculate the increments for $x$ and $y$, by which we need to increase the parameter $t$ to move in the given direction by the cell's dimensions ( $\Delta t_{x}$, $\Delta t_{y}$ ). The variables $t_{x_{-} \max }$ and $t_{y_{-} \max }$ express the value of the parameter $t$, in which the line intersects the edge of the cell in the given direction $(x, y)$. These two variables are initialized to the values corresponding to the first intersection of the line with the cell edges in the
given direction $(x, y)$, which can be calculated using the parametric equations of the line (6). It is necessary to express the directions in which we move as $\operatorname{step} x_{x}=\operatorname{sgn}\left(u_{1}\right)$ and $\operatorname{step}_{y}=\operatorname{sgn}$ $\left(u_{2}\right)$. The signs of the components of the direction vector $\boldsymbol{u}$ give these. In this way, it is possible to traverse all the map cells through which the line passes. After each iteration, the current cell is checked, and if we can get to point $B$, it is clear that all the transition cells are free. In this manner, waypoints and their adjacent waypoints are checked.


Figure 2. Example of removing two redundant points (right) at the top left and bottom right on the original path (left).

For smoothening, the path B-spline curves were used. The shape of the B-spline curve can be influenced in two ways. The first is the addition of control points, and the second is the use of weights to determine the effect of individual points on the shape of the resulting curve. Control points are considered waypoints, but not all waypoints are control points (Figure 3). For smoothing the path, it is appropriate to use the first option and thus modify the shape of the B-spline curve by adding control points.


Figure 3. Example of adding control points around a waypoint (original curve on the (left), two control points added on the (right)).

In this way, it is possible to limit the maximum distance of the curve from the waypoints. It is essential because we do not know what the distribution of the waypoints will be. If only points generated using the wavefront algorithm were used, it could happen that the modified path would pass through obstacles, which is, of course, not desirable. For the
case of path planning, the basic functions of the second degree were used. It means that three waypoints define each function. The algorithm uses the $c p_{\text {thold }}$ parameter, specified as the maximum distance at which another control point must be located from the waypoint. This distance determines the resulting curve's maximum distance from the waypoints. All lines of the polyline formed by the waypoints are verified, and the following cases may occur:

1. The distance between two waypoints (line length) is less than or equal to $c p_{\text {thold }}$. It means there is no need to add additional control points.
2. The distance between two waypoints is greater than $c p_{\text {thold }}$ but less than or equal to $2 \times c p_{\text {thold }}$. In this case, one control point is added to the center of the two waypoints.
3. The distance between two waypoints is greater than $2 \times c p_{\text {thold }}$ but less than or equal to $3 \times c p_{\text {thold }}$. Then two control points are added, dividing the line into thirds.
4. The distance between the two waypoints is greater than $3 \times c p_{\text {thold }}$. In this case, two control points are added at a distance of $c p_{\text {thold }}$ from one and the other end of the line inwards.
In this way, the maximum distance of the B-spline curve from the waypoints is limited, its continuity is ensured, and an unnecessarily high number of control points is not used. Figure 4 shows the entire algorithm procedure. Figure 5 then shows the results of the individual steps of the algorithm for a simple example of a path.


Figure 4. The proposed algorithm.
Two parameters can influence the behavior of the algorithm. The first parameter is $c_{\text {thold }}$, which determines the distance of the path from obstacles. With this parameter, the search space for the wavefront algorithm is limited (Figure 6). This parameter is the threshold value for cells from the map, the evaluation of which decreases with increasing distance from obstacles as follows: 0-free space; 1-127, there is no collision with an obstacle; 128-252, there may be a collision with an obstacle depending on the robot's orientation; 253-254, there is a collision with an obstacle.

The second optional parameter is the already mentioned $c p_{\text {thold }}$, which expresses the maximum distance of the waypoint from the neighboring control point in the B-spline curve. The change of this parameter mainly affects the distance of the B-spline curve from the waypoints, its smoothness, and the number and distribution of control points. Figure 7 shows the impact of the value of $c p_{\text {thold }}$ on the trajectory.


Figure 5. (Top left)—path found by wavefront algorithm, (top right)—path without redundant points, (bottom left)—addition of control points, (bottom right)—result path.


Figure 6. Influence of the parameter cthold-on the (left) with the value 200 and on the (right) with the value 128 .


Figure 7. Influence of the $c p_{\text {thold }}$ parameter on the shape of the B-spline curve (value 0.25 on the (left) and value 0.5 on the (right)).

## 3. Results

The proposed algorithm was implemented as a global planner in ROS in C++ language so it could be used in the move_base package to navigate a robot. Simulations were made with the help of Gazebo and RViz environments. The results of the proposed algorithm (later denoted as FlFill) were compared with currently commonly used methods in the path planning of mobile robots-A* and Dijkstra. The first criterion for comparing the algorithms was execution time. It also includes the time to call the service in ROS and to get the answer. It is, therefore, slightly higher than the real execution time. The second criterion was the length of the path. The third criterion is the total change in the orientation angle around axis z required to complete a given path. This criterion is computed based on two direction vectors created from three consecutive curve points. The first direction vector is from the first point to the second. The second direction vector is from the second point to the third. Let them denote $\boldsymbol{a}=\left(a_{x}, a_{y}\right), \boldsymbol{b}=\left(b_{x}, b_{y}\right)$. Their scalar product can be expressed in two ways:

$$
\begin{align*}
\boldsymbol{a} \cdot \boldsymbol{b} & =|\boldsymbol{a}| \cdot|\boldsymbol{b}| \cdot \cos \theta  \tag{7a}\\
\boldsymbol{a} \cdot \boldsymbol{b} & =a_{x} \cdot b_{x}+a_{y} \cdot b_{y} \tag{7b}
\end{align*}
$$

From this system of equations then follows:

$$
\begin{equation*}
\theta=\arccos \left(\frac{a_{x} \cdot b_{x}+a_{y} \cdot b_{y}}{\left(\sqrt{a_{x}^{2}+a_{x}^{2}}\right) \cdot\left(\sqrt{b_{x}^{2}+b_{x}^{2}}\right)}\right) \tag{8}
\end{equation*}
$$

If the vectors are unit vectors, the equation can be simplified:

$$
\begin{equation*}
\theta=\arccos \left(a_{x} \cdot b_{x}+a_{y} \cdot b_{y}\right) \tag{9}
\end{equation*}
$$

The total rotation change is then obtained by counting all partial angles. Figure 8 shows some partial angles marked in green on the example of a simple curve.


Figure 8. Rotational angles are derived from points on the robot's path.
In the case of the Dijkstra and A* algorithms, only some points were used to calculate the overall change in the rotation angle. Generally, only every fifth point was used, and every tenth point was used for the last two environments. The reduction of the analyzed points was proposed because the points generated by these algorithms were close to each other and were not lying on the lines, which was observable, especially in the case of algorithm $\mathrm{A}^{*}$ (Figure 9). This fact caused a high value of the sum of changes in the rotation angle. In the case of the proposed algorithm (based on wavefront), such a problem did not occur because the points from the generated path are located on lines. In the case of the proposed algorithm, even a tenfold increase in the number of generated points caused only a tiny change in the sum of angles.


Figure 9. Oscillation of the path generated by the $\mathrm{A}^{*}$ algorithm.
Five pairs of starting and goal points were tested in each modeled environment. The algorithms were run five times for each point pair to determine the average execution time. That means 25 times for every environment. The real execution times and the duration of its parts are also stated for the proposed (wavefront-based) algorithm. For this purpose, in most cases, the time representing the median of the five runs was selected, and the average was calculated from them. The path length and the sum of the rotation angle changes were also calculated as the average result of five pairs of points for a given environment. The map resolution used was 0.05 m . The $\mathrm{ct}_{\text {hold }}$ parameter was set to 3 for all algorithms so that all three algorithms maintain a similar distance from obstacles. First, a smaller environment was tested for three different obstacle densities. The low-density environment can be seen in Figure 10. The size of the map is approximately $200 \times 95$ cells.


Figure 10. An environment with low obstacle density.
The execution time was the lowest for the proposed method (Table 1). Although the proposed approach did not reach the shortest path, it was characterized by a relatively low sum of changes in rotation.

Table 1. Comparison of results of individual algorithms for the environment with low obstacle density.

| Algorithm | Execution Time [ms] | Path Length [m] | $\sum \theta i[\mathrm{rad}]$ |
| :---: | :---: | :---: | :---: |
| FlFill | 5.0684 | 9.3293 | 1.2678 |
| Dijkstra | 5.2612 | 9.1902 | 2.6219 |
| A $^{*}$ | 6.2873 | 9.7801 | 5.3037 |

Four additional obstacles were added to the medium obstacle density environment (Figure 11). The results show (Table 2) that the proposed algorithm is again the best
concerning the robot's sum of rotations. However, at the time of the computation, it is only second behind $\mathrm{A}^{*}$, and in terms of path length, it is also second after Dijkstra's algorithm.


Figure 11. An environment with medium obstacle density.
Table 2. Comparison of results of individual algorithms for the environment with medium obstacle density.

| Algorithm | Execution Time [ms] | Path Length $[\mathrm{m}]$ | $\sum \boldsymbol{\theta i}$ [rad] |
| :---: | :---: | :---: | :---: |
| FlFill | 5.5888 | 9.4812 | 2.3788 |
| Dijkstra | 6.9644 | 9.2192 | 3.7174 |
| A $^{*}$ | 3.9387 | 9.8144 | 7.7095 |

Thirteen obstacles were placed to make the high-density environment (Figure 12). In this environment, the advantages of the proposed algorithm have already manifested themselves significantly (Table 3). Its calculation time is the best, the path length is the second best, and it is the best to minimize the robot's rotation along the path. This tested environment is relatively small, so the calculation of all algorithms is very fast. It means a relatively large portion of the execution time is communicating with the service. Therefore, the average values of the calculation time may not be considered a significant characteristic. The average time it took to call for service was 3.336 ms for the proposed algorithm and this environment. The following table (Table 4) shows the average execution times for the individual phases of the proposed algorithm. These are averages for all three obstacle densities because the calculation times were comparable. The most computationally demanding part was filling the matrix (map) with values, which took more than half of the execution time.


Figure 12. An environment with a high density of obstacles.

Table 3. Comparison of results of individual algorithms for the environment with high obstacle density.

| Algorithm | Execution Time [ms] | Path Length [m] | $\sum \boldsymbol{\theta} \boldsymbol{i}$ [rad] |
| :---: | :---: | :---: | :---: |
| FlFill | 4.4656 | 9.7948 | 4.9412 |
| Dijkstra | 7.2702 | 9.4945 | 5.0040 |
| A* $^{*}$ | 6.5048 | 9.8728 | 9.0146 |

Table 4. Execution times of individual phases of the FlFill algorithm.

| Phase of Algorithm | Execution Time [ms] | Portion [\%] |
| :---: | :---: | :---: |
| Initialization | 0.3345 | 19.86 |
| Filling the map | 0.8711 | 51.72 |
| Finding a path | 0.3101 | 18.42 |
| Removing redundant points | 0.0503 | 2.98 |
| Creating control points | 0.0111 | 0.66 |
| Generating curve points | 0.1071 | 6.36 |
| $\sum$ | 1.6841 | 100 |

The other environments tested were two larger environments. The size of the first one is approximately $290 \times 180$ cells; for example, it can represent one floor of the house (Figure 13).


Figure 13. Medium-sized environment (house).
In this environment (Table 5), the proposed algorithm also reached the lowest sum of the rotation angle. As in previous environments, Dijkstra's algorithm found the shortest average path. Algorithm A* achieved the shortest average execution time.

Table 5. Comparison of results of individual algorithms for medium-sized environments.

| Algorithm | Execution Time [ms] | Path Length $[\mathrm{m}]$ | $\sum \boldsymbol{\theta i}[\mathrm{rad}]$ |
| :---: | :---: | :---: | :---: |
| FlFill | 10.5711 | 19.2237 | 5.5476 |
| Dijkstra | 9.6750 | 19.0329 | 6.5439 |
| A $^{*}$ | 7.3334 | 19.5487 | 11.5688 |

The largest portion of the execution time, in this case, more than 80 percent, was again taken up by the evaluation of the map cells, as can be seen in Table 6. The second largest
portion was taken by finding the path on the evaluated matrix. The other phases needed significantly less time to be completed. The last environment is the largest, with a size of approximately $1100 \times 900$ cells. It is a mapped Willow Garage robotic laboratory (Figure 14) containing many interconnected rooms of various sizes.

Table 6. Execution times of individual phases of the FlFill algorithm for a medium-sized environment.

| Phase of Algorithm | Execution Time [ms] | Portion [\%] |
| :---: | :---: | :---: |
| Initialization | 0.1868 | 2.46 |
| Filling the map | 6.1534 | 80.98 |
| Finding a path | 0.8188 | 10.78 |
| Removing redundant points | 0.1672 | 2.20 |
| Creating control points | 0.0208 | 0.27 |
| Generating curve points | 0.2516 | 3.31 |
| $\Sigma$ | 7.5986 | 100 |



Figure 14. Large environment-Willow Garage.
As in the previous environment, the shortest execution time was achieved by the A* algorithm. Dijkstra's algorithm found the shortest average path, and the proposed algorithm again achieved the lowest overall change in the rotation angle (Table 7). As we can observe, the portion of time (Table 8) required to evaluate the cells of the map grows with the increasing size of the map. It is also because several phases of the algorithm do not depend directly on the size of the environment. In the case of the largest environment, the filling of the map represented over 95 percent of the total execution time.

Table 7. Comparison of results of individual algorithms for the large environment (Willow Garage).

| Algorithm | Execution Time [ms] | Path Length [m] | $\sum \boldsymbol{\theta} \boldsymbol{i}$ [rad] |
| :---: | :---: | :---: | :---: |
| FlFill | 99.6838 | 59.5385 | 7.7551 |
| Dijkstra | 107.0439 | 57.7588 | 10.2174 |
| A $^{*}$ | 41.6553 | 60.2191 | 26.9868 |

Table 8. Execution times of individual phases of the FlFill algorithm for a large environment.

| Phase of Algorithm | Execution Time [ms] | Portion [\%] |
| :---: | :---: | :---: |
| Initialization | 1.0310 | 1.09 |
| Filling the map | 90.1950 | 95.44 |
| Finding a path | 2.2764 | 2.41 |
| Removing redundant points | 0.1698 | 0.18 |
| Creating control points | 0.0308 | 0.03 |
| Generating curve points | 0.7972 | 0.84 |
| $\Sigma$ | 94.5002 | 100 |

Since all three algorithms provide a specific advantage (Dijkstra's, the shortest path; $\mathrm{A}^{*}$, the fastest calculation; FlFill, the smallest sum of rotational changes), a comparison of the algorithms' multi-criteria was made. Let the execution time be denoted by $t$, the length of the path $l$, and the total change of the angle of rotation $\theta$. First, these parameters are multiplied by the constants $k_{t}, k_{1}$, and $k_{\theta}$ (Table 9) so that their effect on the resulting value is balanced on average. They are then multiplied by the weights $w_{t}, w_{1}$, and $w_{\theta}$, which express the selected preference of the properties of individual algorithms. The criterion function for the evaluation of algorithms can be formulated as follows:

$$
\begin{equation*}
f=w_{t} \cdot k_{t} \cdot t+w_{l} \cdot k_{l} \cdot l+w_{\theta} \cdot k_{\theta} \cdot \theta \tag{10}
\end{equation*}
$$

Table 9. Parameters for individual environments.

| Parameter | Value | Parameter | Value |
| :---: | :---: | :---: | :---: |
| $k_{t h}$ | 1.0878 | $k_{t w}$ | 0.1208 |
| $k_{l h}$ | 0.519 | $k_{l w}$ | 0.169 |
| $k_{\theta h}$ | 0.9787 | $k_{\theta w}$ | 0.6673 |

Two larger environments were evaluated in this way. Constants with indices containing $h$ belong to the house environment, and if they have the index $w$, they belong to the Willow Garage environment.

Due to the fact mentioned above, with the evaluation of the total rotation angle in the Dijkstra and A* algorithms, the weight of the parameter $\theta$ was chosen to be 0.6 . The path length was first preferred for the remaining two parameters, so the parameters $w_{t}=1$ and $w_{l}=1.2$ were chosen. Results can be seen in Table 10 In the second part, the execution time was preferred over the path length, and therefore the parameters $w_{t}=1.2$ and $w_{l}=1$ were chosen (Table 11). In the results, both types of environments are compared. The value of the function for the house environment is denoted as $f_{h}$, for the Willow Garage environment as $f_{w}$, and for their sum as $f$.

Table 10. Comparison results for $w_{t}=1$ and $w_{l}=1.2$.

| Algorithm | wtktht | wlklhl | Wekthe | wtktwt | wlklwl | $w \theta k \theta w \theta$ | fh | $f w$ | $f$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FlFill | 11.5 | 11.97 | 3.26 | 12.04 | 12.07 | 3.11 | 26.73 | 27.22 | 53.951 |
| Dijkstra | 10.52 | 11.85 | 3.84 | 12.93 | 11.71 | 4.09 | 26.22 | 28.74 | 54.956 |
| $\mathrm{A}^{*}$ | 7.98 | 12.17 | 6.79 | 5.03 | 12.21 | 10.81 | 26.95 | 28.05 | 54.995 |

Table 11. Comparison results for $w_{t}=1.2$ and $w_{l}=1$.

| Algorithm | wtktht | wlklhl | $w \theta k \theta h \theta$ | wtktwt | wlklwl | $w \theta k \theta w \theta$ | fh | fw | $f$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FlFill | 13.80 | 9.98 | 3.26 | 14.45 | 10.06 | 3.10 | 27.03 | 27.62 | 54.651 |
| Dijkstra | 12.63 | 9.88 | 3.84 | 15.52 | 9.76 | 4.09 | 26.35 | 29.37 | 55.719 |
| A* | 9.57 | 10.15 | 6.79 | 6.04 | 10.18 | 10.80 | 26.51 | 27.02 | 53.532 |

## 4. Discussion

We can conclude that all three algorithms achieved similar overall results, but each excelled in a different area. The $A^{*}$ algorithm achieved the lowest execution time in many scenarios. Still, its path length was higher, and it needed a higher sum of changes in rotation angle to execute the resulting path. Dijkstra's algorithm was computationally more expensive. It achieved the shortest path length and needed a higher sum of changes in the robot's rotation angle. The proposed algorithm FlFill achieved low execution time in smaller environments (higher in more complex environments); the resulting path length was in the middle of the three algorithms, but the sum of changes in the rotation angle was the lowest in all scenarios.

One interesting area where the proposed algorithm could be useful is the navigation of visually impaired people, mainly because of its property of keeping low total change in the orientation angle around the z-axis. It would be beneficial in all cases, emphasizing the smoothness of the generated trajectory or low changes in the rotation angle.

## 5. Conclusions

This research presents the proposed algorithm using the wavefront algorithm and modifying its generated path using B-spline curves. This algorithm was compared with the $A^{*}$ and Dijkstra algorithms and achieved similar results. However, it excels in smaller action interventions and the execution of a given path, which can be very important for some mobile robot applications. The algorithm can be further improved using dual wavefront propagation during the map-filling phase. This phase took up most of the computational time. The result should be a shorter computational time and, thus, an improvement in this feature of the algorithm. In future work, we would also like to conduct experiments with a robot in a real environment. That should verify the dynamic properties of the presented algorithm and could lead to some adjustments and improvements.

Moreover, the generated path can be easily modified according to the real kinematics (or dynamics) of the robot. It is possible by the designed and proven way of reducing redundant waypoints in the path as well as by using B-spline curves for smoothing the path. By simple parameterization, it is possible to modify the generated path concerning the limitations of the robot and, at the same time, minimize costs according to the required criteria.
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