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Abstract: We consider the Dirac equation and Maxwell’s electrodynamics in R x S® spacetime, where
a three-dimensional sphere is the Hopf bundle S3 — S2. In both cases, discrete spectra of classical
solutions are obtained. Based on the solutions obtained, the quantization of free, noninteracting
Dirac and Maxwell fields is carried out. The method of nonperturbative quantization of interacting
Dirac and Maxwell fields is suggested. The corresponding operator equations and the infinite set
of the Schwinger-Dyson equations for Green’s functions is written down. We write a simplified
set of equations describing some physical situations to illustrate the suggested scheme of nonper-
turbative quantization. Additionally, we discuss the properties of quantum states and operators of
interacting fields.

Keywords: dirac equation; maxwell’s electrodynamics; hopf bundle; classical solutions; discrete
spectrum; nonperturbative quantization

1. Introduction

Quantum electrodynamics (QED) and the electroweak theory are very successful in
explaining quantum phenomena for electromagnetic and weak interactions. Their pre-
dictions agree with experimental data to great precision. This progress was achieved,
despite the fact that the calculations are perturbative and one needs to involve, for example,
a renormalization procedure. R. Feynman called this procedure “sweeping the garbage
under the rug”. L. Landau et al. [1] wrote on this subject: “Although at present there exist
methods to remove these singularities (regularization), which clearly lead to correct results,
such method of action has the artificial nature. The singularities arise in the theory due to
the pointlike interaction described by delta functions (operators of interacting fields are
taken at one point)”. In References [2—4], he and his co-authors study this question trying
to remove such singularities in QED.

Attempts to use this technique for strong interactions do not lead to a full success
and, in gravity, they are unsuccessful. This suggests that, at present, we do not clearly
understand the nature of quantization. It is reasonable to assume that there should exist
some well-defined mathematical procedure of quantization that can be applied to any
field theory. This cannot be a perturbative technique used, for instance, in QED, since it
leads to nonrenormalizable theories. This suggests that the aforementioned procedure of
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quantization, applicable to any field theory, must be nonperturbative. It should be pointed
out here that the nonperturbative quantization technique was perhaps first suggested
by W. Heisenberg in Reference [5], where he proposed an idea that an electron can be
described by a nonperturbatively quantized nonlinear spinor field.

Taking all of this into account, it is of great interest to construct nonperturbative
QED for some simple case in order to compare perturbative and nonperturbative QED.
It would allow for one to understand the physical essence of such phenomena, like the
renormalization, convergence of the Feynman integral, etc. One can assume that such a
possibility may arise in constructing QED on some compact manifold, since, in this case,
the spectra of eigenvalues of the Dirac and Maxwell equations will presumably be discrete.
This would permit one to replace the Fourier integral in a general solution by a summation
over quantum numbers that give the number of the eigenvalues. In doing so, Dirac
delta functions would be replaced by the Kronecker symbols, and all of the calculations
would be simplified; this would presumably permit one to construct nonperturbative
QED. Simultaneously, it would be possible to construct perturbative QED according to
conventional methods, but taking into account the compactness of three-dimensional
space. After that, there would appear the possibility of comparison of perturbative and
nonperturbative quantum theories.

In the present paper, we find a discrete spectrum of classical solutions describing
noninteracting Dirac and Maxwell fields in a spacetime with a spatial cross-section in the
form of the Hopf bundle. Subsequently, we use the spectra obtained to quantize the Dirac
equation and Maxwell’s electrodynamics. Finally, we suggest a scheme of nonperturbative
quantization of coupled Dirac and Maxwell fields.

The paper is organized, as follows. In Section 2, we give the Lagrangian, field equa-
tions, and Ansatze for the Dirac and Maxwell equations on the Hopf bundle. Using them,
we obtain classical solutions to the Dirac (Section 3) and Maxwell (Section 4) equations
separately. In Section 5, we quantize free, noninteracting fields and obtain expressions for
the corresponding propagators. In Section 6, we carry out the nonperturbative quantization
on the Hopf bundle. Finally, in Section 7, we discuss the results that were obtained and list
the important problems in nonperturbative quantum field theory.

2. Classical Electrodynamics Plus the Dirac Equation

In this section, we consider classical electrodynamics coupled to spinors obeying the
Dirac equation in R x S3 spacetime with a spatial cross-section in the form of the Hopf
bundle S*> — S2. One can say that a relativistic quantum theory of an electron interacting
with an electromagnetic field and living on the the Hopf bundle is under consideration.

Here, we closely follow Reference [6]. Consider Dirac-Maxwell theory with the source
of electromagnetic field taken in the form of a massless Dirac field. The corresponding
Lagrangian can be chosen in the form (hereafter, we work in units where i = ¢ = 1)

. _ 1
L= %(IP'YVIP;V - IP;V'YHIP) - ZFWFW 1)

with the covariant derivative ¥, = {BV +1/8wapy (’y“’yb — b 'y”) — ieA#] 1, where 4" are
the Dirac matrices in flat space (below, we use the spinor representation of the matrices);
a,b and y,v are tetrad and spacetime indices, respectively; F,, = d,A, — dyAy is the
electromagnetic field tensor; A, are four-potentials of the electromagnetic field; and, e is
a charge in Maxwell theory. In turn, the Dirac matrices in curved space, 7 = e,"'7*, are
derived while using the tetrad e,', and wWypy 18 the spin connection [for its definition, see
Reference [7], formula (7.135)].

Varying the corresponding action with the Lagrangian (1), one can derive the following
set of equations:

i =0, @
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1 9 .
\/i_—g@(\/jglw) = — 4mj, ®)

where g is the determinant of the metric tensor and j# = ey is the four-current.
The above equations will be solved in R x S® spacetime with the Hopf coordinates
X, 0, ¢ on a sphere S® with the metric

2
ds? = di? — % [(d)( — cos0dg)? + d6* + sin’ Gd(pz} = df? — r24s?, )

where dS% is the Hopf metric on the unit s3 sphere; r is a constant; amd. 0 < x, ¢ < 27t and
0<o<m.

To solve Equations (2) and (3), we employ the following Ansatze for the spinor and
electromagnetic fields:

©1(0)
Yum = o~ 1O piny pime ®20(9) , 5)
0
Ay ={9(6),70(0),0,7A(6)}, ©6)

where m and 7 are integers. The spinor can transform under a rotation through an angle
27T as

Y (X + 27,6, ¢ +270) = Prun (. 0, )-
Subsequently, because of the presence of the factors ¢X and ¢? in Equation (5), the

spinors ¢, and ¢, with different pairs of indices (1, 1) and (p, q) are orthogonal.
To solve the equations, we use the tetrad

1 0 0 0
o 0 5 0 —5cosf
1o 0oz o
0 0 0 gsinf

coming from the metric (4).
On substitution of the /Ansatze (5) and (6) in Equations (2) and (3), we have

to
’1+®1<C02+n+erp>+
1 rQ m erA er
2P hcote - to— 7 1T = 7
®2<4 2 MO T Ging PO sin9+2(p> 0. @
to
®§+®2<C02—n—erp>+
1 rQ m erA  er
®1<4+2nCOtesineerpcotesineng)—o, (8)
1 2
= (sin0¢!) = ¢ + cotoy’ = — (7 + ©3), ©)
/ 1 /
Pl n _ P _COtgl "o A _
(sin@) + (coto’) = sind  sing” "ot sin20
2
er? > @2) 425
o |cos (0% - ©3) +25in00,0,, (10)

A n_ A" cotf R R L P
(Sme) + (cotp) = S — oA Feotfp” — L 7§<®1_@2), (11)
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where the prime denotes differentiation with respect to 6. Notice that the set of Equa-
tions (7)—(11) must be solved as an eigenvalue problem for () with the eigenfunctions ®; ,.

3. Classical Vacuum Solutions to the Dirac Equation

In this section we consider the case of "frozen” electric and magnetic fields with
zero scalar and vector potentials, ¢ = p = A = 0. In this case, the parent Dirac
Equations (7) and (8) take the form

p cotd ~ oomoy
@) +0, (2 n n) O, (Q 1ot —Sine) —0, (12)
, cotd _a- L
®2+®2< . n>+®1( O~ ncotd sine) —0, (13)
where Q) = | — § These equations are symmetric under the replacements ®; —

0,0, -+ —01,n = —n,m — —m. Introducing new functions

R (14)
2 2
Equations (12) and (13) can be rewritten as
T+ 1(:o’cQ—rlco’fG—l + X (n—0Q) = (15)
1 2 sin6 ’
1 m -
/ 2 =
ZZ+ZZ<2cot9+ncot9+Sin6>+Z1(n—|—0) 0, (16)

which are, in turn, symmetric under the replacements >y — —%,%1 = Xp,n = —n,m —
—m. Upon finding X from Equation (15),

) —l—Zl(%cotG— ncoth — #)

Yo = = , 17
2 — (17)

and substituting it in (16), we get a second-order differential equation for the function %4,

1 2 2 1-402 _. 2
++n+m=—n+ 2mn —m)cos + ~—= sin“ 0
¥/ +cotor] — 2,2 ( 7 ) 4 =0. (18)
s

Similarly, for the function X5, one can obtain the following equation:

}I—f—nz—i—mz—i—n—f—(2mn+m)cos()+#sin20 B

T + cot %5 — Xp g
sim

0. (19

Here, it should be noted that Equation (19) can be obtained from Equation (18) on
simply replacing m,n — —m, —n.

Equation (18) must be regarded as an eigenvalue problem for the parameter (). This
equation has the following general solution containing two linearly independent solutions:

272
+c3(1 = cos8) " *2(1 + cos 0)P/? (20)

~ 1 ~ 1 3 1—cosf
2F1<—m—Q—|—2,—m—|—Q—|—2,—n—m+2,2)

S e 11— cosf
1 :Cl(l_COSG)m(l+C059)ﬁ/22F1(”_Q/n+0;n+m+ COS)

with
x=n+m-—-,p=n—m-—-. (21)
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Substituting Equation (20) in Equation (17), we have

B n+0 B (at1)/2 (B+1)/2
6172714—21714—1(1 cosf) (14 cosf)
31— c050>

27 2

T, =

2F1<n+1—(),n+1+();n+m+

+c (m =5 - 02 —(1— cosG)(lf"‘)/z(l —1—cos€)(5+l)/2
(2m+2n —3)(n — Q)

(22)

~ 3 ~ 3 51— 0
><2P1<m0+2,m+0+2;mn+ COS)

27 2

—-1/2 _
W(l—cos@) “/2(1 + cos )1 TF/2
n_
~ 1 ~ 1 3 1—cosf
2F1<—m—0+2,—m+Q+2,—m—n+2,2)}

It is known that the hypergeometric function F;(a,b; c; x) is regular at the points
x = 0,1 if either a or b is a negative integer. In our case, this has the result that, for the first
independent solution in Equations (20) and (22), we have the quantization condition for
the parameter (),

Q= +(n+1), wherel =0,1,... (23)
In this case, the hypergeometric function »F; (4, b; c; x) = 2F; (b, a; c; x) is equal to the
Jacobi polynomials
+1 1—
Pl(%é)(x) — (’)’ T )l »Fy (—l,l +9+ o+ l’,), +1; 2x>l (24)

where (7 + 1), is the Pochhammer symbol. In our case, this gives the following values of
the parameters -, § and the variable x:

1 1 -
x:cosﬁ,')/:uc:n—l—m—E,(S:,B:n—m—ﬁ,l:—n:FQ.

Thus, the first independent solution can be recast in the form

!
1 ml =C1 ((Xil)l(l — cos 9)“/2(1 + cos G)ﬁ/zPl(“’ﬁ) (cosB), (25)
Y5 yml = — €1 n+0 : (1*COSG)(W-H)/Z(l+COSG)([3+1)/2
A 2n +2m+1 (a + 1),
Pl(flﬂ’ﬁﬂ) (cosB), (26)

where the parameters « and B are given by the expressions Equation (21). In order to
ensure the regularity of the factors (1 — cos 9)“/ 2 and (14 cos0)P/?, it is necessary that
x = 0,8 = 0; this results in the following restrictions being imposed upon the integers n

and m: .
n}l,\m|<n—§. (27)

The functions % ,,,p with different p and the functions X ), are orthogonal:

2
2l 1 24P T(pt+at DI(p+B+1) |
He+1),2p+a+p+1  T(p+at+p+1) P

7T
/ S 0 Xy g @0 = —
0

= Anmpépq/ (28)
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T

/sin@ 20 nmpE2,nmgdt = —c%
0

1 20483 T(p+a+2)T(p+B+2) 25
(+2),2p+a+p+3 T(p+a+p+3) P

Their orthogonality follows from the orthogonality condition for the Jacobi polynomials,
1
/ (1= x)P(1+ x)7 P (1) PP (x)dx = b,
-1

where p = B,0 = « for Equation (28) or p = (B +1),0 = (a + 1) for Equation (29) and
x = — cos . The functions X1 p and X ;;np are not orthogonal to each other.
Using the solutions (25) and (26), one can obtain the functions

Al

Orm =01 7 gy (1= €050)"/*(1 +cos0)"/2
I
Q)
{Pl(a'ﬁ) (cosf) — J_Lim”il sin Gpl(ﬁrl'ﬁﬁ) (cos 9)} , (30)
Il
@t =¢1 ——— (1 — cos 0)*/2(1 + cos 0) /2
st =61 g (1 €08 2(1+ cost)
Q)
{Pl(a'ﬁ) (cos @) + 211’1_’_—'_27”1”_]‘_1 sin GPI(ﬁrllﬁH) (cos 9)} (31)

Consider the orthogonality of the corresponding spinors,

—i0 . . @1 I
Ypmy =€ ”’telnxelm(’)( o ) = Yi1/20m + V_1/2,nmis (32)

2,nml

where ¢, are:

Vi umi 25167"0"”(3"”7‘6"7”“”(1 — cos 9)“/2(1 + cos G)ﬁ/zPl(“’ﬁ) (cosB) G), (33)
. n+Qy —iQut jinx ime 1 (a+1)/2 (B+1)/2
Y 1 =C1 ot om a1t e""Xe!? (1 — cos0) (14 cosb)
Pl(fi‘rl,ﬁ-‘rl) (cos 6) <1l>‘ 34)

According to the remarks made after Equations (13) and (16), the following spinor is

also the solution:
lpnml _ eiQ,,lteinxeim(p< ®2,nml ) (35)
7®1,nml

Notice that, in Reference [8], the solutions to the Dirac equation have also been found,
but using the standard coordinates on a three-dimensional sphere. The results obtained
here correspond to the results of Reference [8] in the sense that, in both cases, the energy
levels are discrete; correspondingly, the solutions form a discrete spectrum.

Hereafter, we drop for brevity the zeroth components of the spinor, i.e., we consider
Weyl spinors. The orthogonality condition is

s
<1/Jnml’ ¢pqr> = / \ﬁ ¢Zml¢Pq7dV = 47T2571p‘5mq / Sin9(®l,nml®1,pqr + ®2,pqr®2,pqr)d9
0

= 870 (At + Byt )OnpOmgbiy = 1,
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where dV = sin 8d0dxd¢ and we took the orthogonality of both the functions ¢ with
different integers  and of the functions ¢X with different integers m into account; the
normalization constant ¢ is chosen from this condition using the values of A,,,;;; and B,;;,;;
from Equations (28) and (29).

Thus, the spinors (32) and (35) form the complete basis set on a three-dimensional
sphere in the Hopf coordinates. It is important that this basis is numbered by integers,
in contrast to Minkowski space, where the complete basis set is created by plain waves
and it is numbered by real numbers. This essential distinction follows directly from the
fact that a three-dimensional sphere S® is a compact space, in contrast to Minkowski space,
which, in turn, is a noncompact space.

4. Classical Vacuum Solutions to the Maxwell Equations

In this section, we consider classical solutions with the "frozen” spinor field ¢ = 0.
The four-potential A, for the Maxwell Equations (3) can be written in the form

A, = &(FEPXTI9) £6(0), 70(6),0,7A(6) }, (36)

where we have chosen the gauge Ay = 0, and p, g are integers. Using this potential,
the Maxwell equations yield

- pz+q2+2pqcose¢+/\wpcose+q n prquOSG _

1 /
+ cotf 0, 37
¢t cotod sin 6 sin’ 6 sin’ 6 (37)
" — cotf ’+cosl9/\”—A—/+ @ _ +A 1cuzc:059+ - w—o (38)
%lwsin20 ¢ — A (pcos®+q) —p' (p+qcosf) =0, (39)
/ 2

" / n_ P w~ 9 1 2 _ w(g+pcost)

A" —cotfA” + cos bp sing +)\< 7P ) +p<4w cos(9+pq) ¢ 1 =0. (40)

This set of equations must be regarded as an eigenvalue problem with the eigenfunc-
tions ¢pgn, Opgn, Apgn and the eigenvalue wpq,, where the integer n numbers the eigenvalues
of w for the fixed values of the integers p and g.

This set of equations has the following discrete symmetries:

Ppgn = Papn,  Apgn = Papns Ppan = Agpn, (41)
p—-p, 49— -4 w— —w. (42)

Below, we consider regular solutions, as well as singular solutions that are supported
by a pointlike charge and a current located at the points 8 = 0, 7.

4.1. Regular Solutions

Deriving an analytic solution to the set of Equations (37)—(40) runs into great difficulty.
Therefore, in this subsection, we first find numerical solutions and then show that there are
analytic solutions for some particular values of the numbers p, g and of the functions ¢, p,
and A.
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4.1.1. Numerical Solutions

It is necessary to assign the values of the functions and their derivatives at the point
§ < 1in order to perform numerical computations. To do this, let us seek a solution in
the form
¢:¢09“+...,A:A095+...,p0:p095+..._

Subsequently, Equation (39) yields the following restriction on the parameters ¢, Ao,
and pg:
$o = M()\o + o)
w
witha =p+gand fp=2+a.

Figures 1 and 2 show the results of numerical calculations of Equations (37)—(40) for
the case of p = 0 and g = 1. These solutions are of interest, because they are vacuum, since
Equations (37)-(40) do not contain the electric charge and current densities. Nevertheless,
nontrivial (i.e., nonzero) solutions are present. This is because, in the case under considera-
tion, the electric and magnetic fields live on a compact space, which enables the nontrivial
fields to exist in vacuum.

¢_|"|||||||||||||||||||||||"||_’ ib__l"l||||||||||||||||||'|||"||_I. p:_lll|||||||||||||||||||||||||||_:
- 0=4 i = . = _ E
8 1 3 El 3 > E
oF 1 2 1% o \ 3
4F =6 1 ERN- N\
o3 =S 3 of . E E
AP I IR AT TP PRI P iy S I I I B I B 1B T 1
0 1 2 3e 0 1 2 39 0 1 2 0
Figure 1. The profiles of A; = ¢(8), Ap = A(f),and Ay = p(8) for A\g = pg = 1.
E6‘AE'"I'"'I""I""I""I""IE HX__- LI B I I I H¢:""I'"'I""I""I""I""I:
3 ERN 1= 3 = ;
4 =4 ER- 3 E
1 4 ot 44 o ;
2E 3 - »=6 E / @=6 E
3 ER: 1 OF :
0F = I E €
o SRS IR AR R arari i W ST T PN R PR S AN A I I A A
0 1 2 3e 0 1 2 0 0 1 2 3e
Figure 2. The profiles of the electric field Ey = ¢'(0) and magnetic fields H, = 2N+Sicr?599p " and Hy = 2f IJrngSQGN. For all

graphs Ag = pp = 1.

The numerical solutions that were obtained for different p and g permit us to assume
that solutions also apparently exist for all pairs of p and g, and they are regular for p 4+ 4 > 0.
Thus, we can conclude that the set of Equations (37)-(40) apparently has a discrete spectrum
of solutions

. Wpqn ( Wpan -
(A4) pgn = t+px+q¢){Gbpqnfrppanor”‘pqn} = /(Fetrcia) (Ap) pgu (43)

According to the property of symmetry (42), there also exists the solution

Wpqn

(Ay) o = ¢ CFEEEPER0) ()

pan’
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412 . TheCaseofp=q=¢=0,p=A
Here, it is possible to find an analytic solution. In this case, the Maxwell Equations (37)—(40)

reduce to one equation

A w?
" 7/\ — 0,
sin 6 + 4

whose solution is

_a _ L w w 1—cost
A= 2(C089 1)2F1<1 2,1+2,2,72 ),

where »F) is the hypergeometric function. This solution is regular for the following eigen-

values of w:
wy, = +2n,

where 1 is integer.

4.1.3. TheCaseof p =g

Making use of the substitution (p, A) — Sﬂ (9, 1), Equations (37)—(40) can be rewrit-
ten as

aﬂcos@—{—% w21+ 1cos

FA——F+ —7:0,
¢ 8 sinZ6 P 8 sinZ0

p? + q* + 2pq cos 0
sin? 6

¢" + cotf¢’ —

< A w? 1
N ~/ n_ ~ _ _ 2
P —cotfp + cosOA Snd p< q ) (4w cosf + pq>

—2¢p? <1 + % cos 9) =0,

B c059+q 1+ 1 C059
sin?0 ¢’ — A/ 5 2

—0 =0,
2
A —cotOA + cos0p” — £19+7t<61—p2> p(lw cos@—i—pq)

—2¢p? <cos€ + Z) =0.

Consider the particular case of g = p. In this case A(6) = p(6), and the Maxwell
equations take the form

¢" + cotO¢’ — p 4 b ——o (44)
(Q) s ()
2 2
plr——— ‘izp 2p*¢ =0 (45)
sin 4 ’
0+ (cosd —1)¢' =0. (46)
Expressing from Equation (45)
” )
_ p” — si€19 + %ﬁ
»="—355 47)

and substituting it in Equation (46), we have

W2
sin® 0" — sin0p” + { sin 6+( 2p2) cosH—sz} =
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Its solution for ¢’ gives

1-— 0
P =c1(1— cosG)“%(l + COSG)i% »F (p — %,p + %;1 +2p; cos)

2
—ptl —1 w w 1—cosf
+ (1 —cos0) PT2(1+4cosb) 2 ,F | —p— S bt E;l —2p;f .
Thus, we have two linearly independent solutions, and the second solution can be
obtained from the first one on simply replacing p — —p. Therefore, it is sufficient to only

consider the first solution.
According to Equation (46), we have the expression

2
1—cos@
— )

1 cosf
¢ = c1(1—cos6)" 2 (14 cos) 2 2F, <P - %r}“L %;1 +2P;COS>

(48)
-l—Cz(l—COSG)iPi%(l-FCOSG)i% <—p—(§,—p+i;1—2p;

As was already pointed out above, the hypergeometric function in (48) is regular when
w==x2(p+1),

where [ is an integer. In this case,

w w 1—cos0) I (2p,—1)

Thus, for the first independent solution, we have the following expressions:

!
0 :61(1_:% (1—cos 9)’”% (1+cos 9)7%Pl(2p’_1) (cos®), (49)
!
¢ =c (1+12p)1 (1—cos 9)”7% (1+ cos 9)*%Pl(2p/71) (cos®), (50)
!
p =c1 (1"‘12P) /(1 —cos 9)7"+% (14 cos 9)_%Pl(2p’71) (cos@)de, (51)
1
!
¢ :Cl(l—:ém /(1 — cos 9)”_% (14 cos 9)_%Pl(2p’_1)(cos 0)de. (52)
l P

Taking into account that the Jacobi polynomials can be recast in the form

(@) F(a+n+1) i (a+B+n+m+1) x—1\"
P (x)_n'r(oc+[3+n+1 Z() T(la+m+1) 2 ’

we may integrate the expression in Equation (51):

< I —1p(2p,1)
pppl :—Clm/(l—x>p(1+x) Pl P (x)dx
o TEptl+1) i l I(2p+1+m) 1
Y1 +2p), IT2p+1) =, k)T2p+m+1) 2" (14 m + p)

1_
x (1—x)'PHm,F (1 1+m+p;2+m+p; x>,
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where p,q = p, [ are quantum numbers. When substituting ¢’ from Equations (49) in (45),
one can find a relation between p,,,; and ¢,,,1,

w? I

bl 2 _ ,\ptl
4 Ppp —2p Ppp1 = (1+2P) (1-x)

(2p+1+1) 2p+10) p B 2p,-1)
{2 T @ + | T+ g~ (0 [P

which does not already involve derivatives.

4.1.4. Another 2nsatj

The parent Maxwell equations can be simplified by choosing another 2(nsat; for the
electromagnetic field potentials (which is distinct from that given by Equation (36)):

A, _e—iﬂteinxeim(p{(l),r[p_ACOSQ+¢COSG(pC059+q) —I—P—l—qcos@],or

w sin’® f
cosB(pcosb+q) —i—p—i—qcos@]}
wsin? @

r{p—)&cos@—ktp

This 2Ansatj is chosen, so as to maximally simplify the contravariant electromagnetic
field tensor F*V. In this case, the Maxwell equations will be

¢" + cot ¢’ + pwp + gwA =0, (53)
p+qcos€ n pcosbtq ,+/\7/+2 00 — 7*+pqcosf— < w? >s1n 6
p » i_uqs&}s g ¢ wsin 0 ¢ sinf cottp p sin? @ (54)
+gr—=—"- =0,
sin? 0
2 2 w? 2
p~+q°+2pgcost — “-sin“ 6 , , / p+qgcosf pcosf+q
A+ A =
Py ¢ +po +gA + P + <im0 0, (55)
wz i.2
1 pcosf9+q 1 p+qcosb / p?+pq cos 6— (T_ )sm 6
AT+ bn 4) wsin® 0 4) +2cotfA" + smG —A sin? 0 (56)
+pppcos ;—q 0.
sin?

One can find ¢” from Equation (53) and substitute it into Equations (54) and (56)
to yield
11 4pcosbf+q(cos26+3)

/
p 2w sin® 6 ¢ + sm9 +2cot Qp
p?+2pq cos 9+‘72_(T_1) sin? 0 (57)
sin? 0 ’
A — 44 cos 9-‘1—;7.((:05 20+3) (P 4+ 2cotON +
2wsin’ 0 sm9
w? (58)
Y p?+2pq cos 6+4%— (T —1) sin? § o
sin 0 -

where ¢’ is determined from Equation (55) as

sinf(pp’ +gA") + A(p+qgcosb) + p(p cos 6 +q)

¢ = —wsin6
(P? + q2) + 2pq cos 6 — < sin®

Equations (57) and (58) can be approximately solved for the case of large p and g while
assuming that the eigenvalue w has the same order as that of the quantum numbers p
and g:

w=(pq), (pgw)>1 (59)
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We also assume that
o~ (pawlp, NP0 ¢~ (0, N), and (0", 1) = (0% @) (0, A).

In this case, it is possible to neglect the second, third, and fourth terms in the left-hand
sides of Equations (57) and (58). As a result, we have the same equation for A and p,

g PP +2pqcos€+q — @ sin 9
PP
sin? @

This equation can be approximately solved, subject to the conditions (59), to yield

ptq

(o, A) =c1(1 —cosf) 2

1— 0
(14 cos®) 5! 2F1(p— — P+ ,P-l-q,icos >

+cz(1—c059) (1+cos€) = zFl( q-— w,—q—i—j;—p—q;l_;osg>.
Here, we have two linearly independent solutions, and the second solution can be
obtained from the first one using the replacements p — —gq,q — —p; for this reason, we
further consider only the first independent solution.
As in the cases considered above, the hypergeometric function will be regular at the
points 8 = 0, T if
w==x2(p+1).

In this case, the hypergeometric function is the Jacobi polynomial that is defined
according to (24):

(qul,)\pql> ~ ¢1(1 — cos 9)’7T (1+ cos 9)’7T (pa-Lp- qul)(cos 9).

4.1.5. Singular Solutions

Singular solutions are supported by a pointlike charge and a pointlike current and, for
them, p = g = w = 0. In this case, the Maxwell Equations (37)—(40) take the form

(sm 0¢') =

) cot 9/\

> cot@p =0

with the solutions

0 6
¢ = a; — azarctanh(cos ) = a; +axIn sin(2> — apIncos <2), (60)

vt tnfsn(2)] - e eomfes(2)]. @
p=cs+(c1—c2)In {sin(i)} —(c1+c2)In [cos(i)], (62)

where 4; and ¢; are integration constants. In the above expressions, the terms with

In [sm(zﬂ describe the electric and magnetic fields that are created by the pointlike
charge and current located at the point € = 0 where the potentials diverge. Similarly, one
can regard the terms with In [cos (%)} as describing the electric and magnetic fields that

are created by the pointlike charge and current located at the point 8 = 7.
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The components of the electric, Eg = —dg¢, and magnetic, Hy, o, fields are

q 0\ _ 1 4

Eg = —= = —5 5
9 2tan<2) 2c0t<2), (63)

/ /
Hy = 22800 o, (64)
sin 6
P 4cosbA

Hy = 27Sin 2 =2c1. (65)

The first term in the right-hand side of Equation (63) describes the electric field that is
created by the pointlike charge g located at the point 8 = 7, and the second term—the field
created by the pointlike charge g located at the point 8 = 0. Thus, the solutions (60)-(62)
and (63)—(65) describe the scalar/vector potentials and electric/magnetic fields that were
created by two pointlike charges and currents located at the points 8 = 0, 7.

Summarizing the results obtained in this section, we have studied some particular
cases for Equations (37)—(40), and have shown that, in these cases, regular classical solutions
to the Maxwell equations on the Hopf bundle are determined by three quantum numbers.
This enables us to suppose that a general solution to the Maxwell equations on a three-
dimensional sphere is also determined by three quantum numbers. The fact that the
spectrum of the solutions on a three-dimensional sphere is discrete and it is numbered by
three integers has the natural explanation that the sphere is a compact space (this gives
rise to the discreteness of the spectrum), and the dimension of the sphere equal to three
gives rise to three numbers that are related to the spectrum of the solutions. Note that
Reference [9] also considers solutions in Maxwell electrodynamics that contain “knotted”
structures for the electric and magnetic fields characterized by Hopf or winding number
invariants of the field structures. Reference [10] considers a similar problem of finding
solutions to the Maxwell equations on a three-dimensional sphere S3, but using a cyclic
time coordinate S! and the standard coordinates on a three-dimensional sphere. As a
result, it is shown that the solutions obtained form a discrete spectrum; this agrees with the
assertion that the solutions must have a discrete spectrum on a compact space.

5. Quantization of Linear Fields

In this section, we consider the quantization of the Dirac field and Maxwell’s electro-
dynamics in R x S® spacetime where a spatial cross-section S is the Hopf bundle S* — S2.

The distinctive feature of the field theories under consideration on the Hopf bundle
is that a three-dimensional sphere S® is a compact space. This results in the fact that the
noninteracting field systems in question (spinor Dirac field and Maxwell’s electrodynamics)
have discrete spectra of solutions; in both cases, this enables us to write a general solution
as a discrete sum over the corresponding eigenvalues. This is the principle difference when
compared to Minkowski space, where a general solution is given by the Fourier integral.
The replacement of the integral by the sum should lead to a considerable simplification of
the quantization process.

5.1. Quantization of the Dirac Field

In Minkowski space, there are physically different solutions possessing positive/ne-
gative energies and different spin projections. That is, there are four physically different
solutions that describe four different particles: particles/antiparticles with different pro-
jections of the spin on a chosen direction. According to this remark, in this subsection we
take the first independent solution (32) and (35) with positive and negative energies to
be quantized.

Consistent with the discrete spectrum of the solutions (32), a general solution to the
Dirac equation in the classical case can be represented as a sum of these solutions that are
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numbered by the integers 1, 1, and I. Subsequently, the field operators ¢ and ¢t can be
written in the form

p :ZZ Z Z{Binmle_ianltginml()(/ (/)/9) (Cm l) lintHz*nml(X/ 4’/9)}/

i noqm|<n 1

ZE Z Z{( mml) Zint'_‘*nml (Xr @, 9) + CAinmleiiQ"ltE‘inml(X/ ®, 6)}

i noqm|<n 1

where the spinors Ey,,,,; and Zy,,,,,; are

Elnml (Xr q),9) — einxeimqy (®1,nml> _ ein)(eimqunml(e),

2,nml

_ o ) L
Enmi (X, @, 6) = e Mre P <_@§,nml > = "MXM (6),
1,nml

and they are defined according to Equations (30), (31), and (35). The energy that is given
by Equation (23) is

QO =+x(n+1), wherel =0,1,... and |n| > 1,|m| < |n|.

The operator bi,m describes the annihilation of a particle with the energy ¥}, = n+1

. t
and the quantum numbers #,m, l. Correspondingly, the operator (binml) describes the

creation of such a particle. Similarly, the operator ¢j,,,; describes the annihilation of a
particle with the energy rQ),; = —(n +1) and the quantum numbers n,m,[, and the
operator (6inml)+ describes the creation of such a particle.

We impose the following anticommutation relations on these operators:

. . t
{binml/ (bqur) } = fnmléijfsmpénqélr/ (66)
A N
Cinml, (ijqr) = fnml5ij5mp5nq51r1 (67)
. . . . . t o, t . 4
{binml/ bqur} = {Cinmllcqur} = {(binml) ’ (bqur) } = {(Cinml)+/ (Cqur) } =---=0, (68)
where f,,,;; is a numerical factor possibly depending on 1, m, and [, and this factor is

chosen, such that the infinite sum over # and [ in the propagator (69) would be convergent.
The fermion propagator is defined, as usual, by the expression

isrxﬁ(t - t/ X _X/ 9 9/ ¢ — q)/) = {l[AJ,x(f,X,G, (p),lZﬁ(t/,X/,Ql, q0/>}

—ZZZZ )IEDIDBHY

nop |ml<nlgl<p 1 T
. + . _ .
[{bznml/ jpqr }el( Dt et ) [‘:‘mml (X: @, )] [‘:‘qur (X// (P/, 9/)};‘3
i(Qt—Qprt") - "o 0
(Canmn)' Cipgr je' [Emt (X 0, 0)) [Ejpgt (X' 9, )Lg

:ZZ Y. anml{ 0 (= t)[Einml(?c/?/@)]a[E?nmz(?(//%(’/)],ﬁ

i noqm|<n 1

(69)

(0 9,0, (i (X @',6)] 5}
_22 Z anml{cos nl t_t)+n(X_X/)+m(¢_(p/)]

n m|<n 1

Sugnmi (cos 6, cos ') },
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where

S~oz/i;nml (COS 6, cos 9/) = (Ynml(9)>a(Ynml(9/))5 + (Ynml(e)),x(Ynml(e/))’g

= (® nml + ®2 nml) ((1) (1)> 70

is a matrix. Note that the propagator (69) is not translationally invariant, because it contains
the product ©; 1 (cos 0)©; i (cos 0') with i, j = 1,2.

The analytic study of the convergence of the series in calculating the propagator is a
complicated problem; therefore, we have numerically examined the convergence of this
series fort =, x = x/,0 = 0, and ¢ = ¢’. The numerical study indicates that, to ensure
the convergence, we need only to take f,,,; in the form f,,,,,; = n%, and the convergence will
take place for « > 10.

To calculate the Hamilton operator, let us write out its density

H=19 (—iykvktp) .

Subsequently, after standard calculations, we arrive at the following expression:

H=LF T T (i) B~ o) o 1]

S 1 |m|<n 1

The question of whether the last term in the square brackets leads to the divergence or
does not require a special study, since (), can be both positive and negative.

5.2. Quantization of Maxwell’s Electrodynamics

In Section 4.1, the numerical study of solutions within classical electrodynamics has
been carried out, and we gave arguments to claim that these solutions form a discrete
spectrum. The same situation also takes place for the Dirac equation. The reason for that
is that a three-dimensional sphere on the Hopf bundle S® — S? is a compact space; as a
result, the spectra of solutions of the Dirac and Maxwell equations are discrete.

For such a case, the operator of the electromagnetic field four-potential can be written
in the form

pan

L 5 . t —i t+px+
F’ |:ap'7”e 777(+q§”) (Aﬂ)pqn(g) + (HW”> ( P q(P) (AF‘)pqn(g)

) (71)
A

with the following standard commutation relations for the creation, (ﬁpqn) +, and annihila-

tion, dpgu, operators of the quantum state |pgn):

[ﬁpqn, (ﬁysm)q = fpqndprdgsdnm  (all other commutators are zero).

As for the anticommutation relations (66) and (67), here we have introduced the
numerical factor fy;,, which will possibly be needed to ensure the finiteness of the sum
over the quantum states pgn. The momentum operators conjugate to the potential A, are
defined as

A% =0,

W LW
AN = —FOX — Fx == Z ﬁpqnel( L t+px+q¢) + (ﬁpqn)ﬂ‘e—l(%thw)
pan
@ (Apgn cos 0 + ppgn) — Ppgn(p + g cosb)
sin’ 0

7
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s
AY — _p00 _ po :% [ﬁpqnel( pan t+PX+‘W> I (ﬁpqn)w‘e—z( £ t+px+q¢)}¢,,
" pan
W
29 _ 09 _ —4i Z |:apqnel( par t+p)(+q(p> n (apqn>+ 71( pgn t+p)(+qqo):|
pan
(/\pqn + Ppqn COS 9) (qun(P + g cos 9)

sin? 6

Let us now calculate the commutators:

A" (6 0,0), A (F,x,0,9)| = & [ O ato )]
pAamn

=(Ap) g (0) (Av) ,, (0)
szW(t t,x—x,00,0—9¢),
A0 400,00, A (09 | == [A (0,90, A (1,000 |
—iGy (t= 1t x~ 10,0, 9~ ¢).

Here it must be mentioned that the Green functions G;Ef)

are not translationally
invariant, since they contain the product (AV) pan (0)(Ay) pan (6"). These expressions permit

us to calculate the Feynman Green’s function

G =—O(t— )Gl (=t x—x.0,0,0—¢)
+®(t’—t)G](J)(t—t’,)(—)(’,G,G’,(p—(p'). (72)

The results that were obtained in this section concerning the quantization of free Dirac
and Maxwell fields need to be compared with the usual quantization in a box in Minkowski
spacetime. The main difference is that, in the box eigenfunctions, are plain waves (because
the spacetime is locally flat). On a sphere, plain waves cannot be eigenfunctions of the Dirac
equation, since the spacetime has a nonzero curvature. For this reason, the propagators
are not translationally invariant; they are functions of 6,6’, but not functions of their
difference, (6 —0').

6. Nonperturbative Quantization of Maxwell’s Electrodynamics Coupled
to a Spinor Field

In this section, we suggest a method of nonperturbative quantization of Maxwell—-
Dirac theory on the Hopf bundle. As we saw in Section 5, a fact of compactness of a
three-dimensional sphere S3 very much simplifies the procedure of the quantization of
free fields: when quantizing, no Dirac delta functions appear, since they are replaced by
the Kronecker symbols. This would lead us to expect that the quantization of interacting
fields on a sphere S will also be considerably simplified. Additionally, notice that there
appears to be a considerable difference in the behavior of quantum fields on a sphere
S% and in Minkowski space: the propagators of free fields on the compact space are not
translationally invariant.

According to Heisenberg [5], the process of nonperturbative quantization consists in
that a set of equations describing interacting fields [ in our case, these are Equations (2)
and (3)] written in the operator form

i’Y"‘/AJ;y =0, (73)
1 d - u
s (V) = s 7
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where the covariant derivative of the spinor field, the operators of the field strength
and of the current are defined as lﬁ;y = [8,, +1/8wapy ('y”'yb — ’yb'y”) - ieA},} P, lf"w =

Ay — 3y Ay, and J# = ey, respectively.

It is worth pointing out that the above equations involve the operators of the interacting
fields ¢ and AM' whose properties differ from those of free, noninteracting fields considered
in the previous section. Notice also the presence of the nonlinear quantities A,ﬂf] and Py,
The former describes the interaction between the fields, and the latter is the source of the
electromagnetic field. These nonlinear quantities do not allow for quantizing the fields
¢ and A, as was done in Section 5. For free fields, we have discrete spectra of solutions,
a linear combination of which permits one to find any solution to the Maxwell or Dirac
equations. With such spectra in hand, one can quantize the fields by writing the operators
P and A u as a superposition of solutions of the discrete spectrum and by introducing the
creation and annihilation operators of the corresponding quantum states, which are the
coefficients before each such solution. In Minkowski space, such operators are called the
creation/annihilation operators for particles. However, in our case, we cannot speak of
particles, since the functions (32) and (43) do not correspond to plane waves.

When quantizing free fields, we saw that the propagators (69) and (72) are ordi-
nary (not distribution) functions. These propagators do not involve Dirac delta functions
and, therefore, the product of two operators at one point is well defined. This was demon-
strated for the propagator S,4(0,0,6,6,0) in Section 5.1. It is reasonable to expect that this
property also persists for the operators of interacting fields. Hence, the products of the
interacting operators Aw/) and "¢ for the discrete spectrum on the Hopf bundle are well
defined, in contrast to the same product of operators of free fields in the case of perturbative
quantization in Minkowski space.

According to Reference [5], the main idea of nonperturbative quantization consists in
that the operator Equations (73) and (74) are replaced by an infinite system for all Green'’s
functions. The first equations are the quantum average of Equations (73) and (74). They con-

tain the Green functions G(A,(x), ¥(y)) = (A, (x)$(y)) and G(P(x), P(y)) = <¢(X)lf7(y)>

It is necessary to derive equations for these Green functlons in order to close the set of equa-
tions. To do this, the operator Equations (73) and (74) are multiplied by the corresponding
operators and they are averaged; this is done an infinite number of times. As a result, one
arrives at the following infinite set of equations:

i () =0, (75)

— o (VS(P) = —am(i), 76
i () =0, (77)

i (Avp) =0, (78)

T (VR(P)) = —an (), 79)
(80)

Note that the Green function G(A(x),¥(y)) is a function of two variables and, for
its definition, we need two Equations (78) and (79). After adding the Equations (77)—(79),
there appear new Green’s functions <$A },1/3>, (AyA, ), and <l/£Jl/AJl[AJ>, for which one has
to write out new equations, and so on an infinite number of times [this is denoted by
Equation (80)].

It is evident that this infinite set of equations cannot be explicitly and analytically
solved. Therefore, the question arises as to whether it is possible to find its approximate
solution. The problem of how to cut off an infinite set of equations is called the closure
problem, and it is well known in turbulence modeling (see, e.g., the textbook [11]). In that
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case, the Navier—Stokes equation is averaged, and it is known as the Reynolds-averaged
Navier-Stokes equation. However, this equation contains an unknown quantity—the
Reynolds-stress tensor, for which one has to have an extra equation, called the Reynolds-
stress equation, which, in turn, contains more unknown functions, and so on.

For a better understanding of the situation, it is useful to consider some simple example
illustrating this process. Consider the case where, to solve the set of Equations (75)—~(80), one
can employ the simplified Ansatze (5) for the spinor field and (6) for the potential of the
electromagnetic field:

O =40, =40, O, = le - ? =4n, ¢=7F2p. (81)

This case is a special case of the general 2nsatje (5), and it corresponds to the particular
solution for [ = 0 found in Reference [12].

Replacing the functions by operators, we then have

1
o = ¢~ emxem90,,0(0) | S|, A, = {5(0),79(0),0,rA(0
anmo—f? e e an( ) 0 7 n— {(P( )IVP( )/ T ( )}
0

(In what follows, we drop the indices 1, m,0 by © for brevity.) In this case we obtain
the following equations coming from the quantum Equations (75)—(80):

A A 1 . A B
O ;@{cot9(¢2+n+erp +—Sin9(m+er/\) =0, (82)
1o 5p©?
e (sm 0¢p ) = —er > (83)
T 3/2@
i (sin6p’)" = +er T (84)
A = —p' cos®. (85)

After quantum averaging, the first Equation (82) will be the equation for (®), the
second one—for (¢), the third one— for (p), and the fourth one— for (1). However, these
equations contain the following new Green’s functions:

Gep(01,62) = (O(61)p(62)),  Gea(61,62) = (O(61)A(62)), Gee(61,02) = (©(61)0(62)),

for which one must have their own equations. The equation for the Green function
Geyp (%, y) can be obtained by multiplying the operator Equation (82) on the right by ¢ and
by performing the quantum averaging,

/ 1 m 242 A% A\
G®p$G@p[cot0<¢2+n +sin9 :Fer<®p>:Fer<®/\p>f0,

where we have introduced the following notation:

dGo(0)p(9')

0'=0

Here, © denotes that the derivative is taken with respect to the function ® with the
bar. The Green function G@p(Gl, 6>) is a function of two variables 6; and 6,; hence, one has
to have one more differential equation for the variable 6,. This equation can be obtained by
multiplying the Equation (84) on the left by ®, and by performing the quantum averaging,

1 /. P\ 32(07)
m(smGG@p) = ter VT
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Similarly, one can obtain equations for the Green functions Gg, (61, 62) and Gee (61, 62).
As aresult, we arrive at an infinite set of equations for an infinite number of Green’s func-

tions
A A 1 m
<®>/ F(O) [cot@ (?2 + n) + smG} FerGep FerGey =0, (86)
1 n !/
SIW(Sll’19<(P>/> = —61’3/2%, (87)
1 s/ 3/2Gee
o (sin6(p)’) = +er 3 (88)
<)1>l = —(p)’ cos®, (89)
1 . A
SR BRI TS IO SO
1 . P\ 3/2 <®3>
" (smGG@ﬁ> = Fer v 1)
p 1 m A4 512\ —
G}, T Gea cot9<qc2 )+ | Fer(OpA) F er<®)\ > —0, (92)
Goy = fG’@p cos 6, (93)
1 m A s A AA A
G F Goo cot9(2F2 + n) + sinf)] F er{OpO) F er(OAO) = 0. (94)

o= (95)
As expected, Equations (90), (92), and (94) contain new three-point Green’s functions,

Gepp(01,02,03) = (©(61)p(62)0(63)),  Gonp(61,02,63) = (©(61)A(62)A(63)),

O(63)), Gepa(61,62,63) = (O(61)p(62)A(63)),
A(63)), Gepo(61,02,63) = (©(61)p(6,)0(63)),
(63)),

for which, in turn, one has to have differential equations that determine these Green’s
functions. As a result of this process, we finally obtain an infinite set of differential
equations describing all of Green’s functions of the operators ©, p, ¢, and A appearing in
the operator Equations (82)—(85).

As was mentioned above, the infinite set of equations obtained can scarcely be solved
explicitly and, hence, the question of its approximate solving arises. Using the experience
accumulated in turbulence modeling, one can assume that this can be done by cutting off
the infinite set of equations to a finite one using some physical assumptions concerning
higher-order Green’s functions. In doing so, one can involve the following suppositions:

(63
—~
D>
N
N—
>a)
~~
>
w

)

)
)A(62
A

)
(62)

=

*  one canneglect n—th order Green’s functions compared with (1 — 1) —th order Green’s
functions;

e n—th order Green'’s functions are polylinear combinations of lower-order Green'’s
functions;

¢ one can use the energy conservation law together with some physically reasonable
propositions concerning its separate components; and,

* soon...

7. Discussion and Conclusions

We have considered the Dirac equation and Maxwell’s electrodynamics in R x S3
spacetime. The distinctive feature of these theories on the Hopf bundle is that they have
discrete spectra of solutions both for the Dirac equation and for Maxwell’s electrodynamics.
This is a consequence of the fact that a three-dimensional sphere S° is a compact space.
For the Dirac equation, this was explicitly shown by finding discrete solutions in analytic
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form. For the Maxwell equations, we have obtained numerical solutions, as well as
solutions for some particular cases, and the analysis of these solutions permits us to assume
that a discrete spectrum of the solutions does exist.

The presence of the discrete spectrum allows for one to quantize the free, noninteract-
ing Dirac and Maxwell fields on the Hopf bundle. For the Dirac equation, the quantization
is suggested by introducing the creation and annihilation operators for the corresponding
quantum states. The standard anticommutation relations are imposed on these opera-
tors, and an additional numerical factor in the right-hand side of the anticommutator is
introduced. The propagator for the spinor field is calculated using these relations. The cal-
culations indicate that this propagator is a sum over the discrete spectrum numbered by
the quantum numbers m, n and /. It is necessary that the aforementioned factor would
possess a perfectly definite dependence on the quantum number #,m, [ in order to ensure
the convergence of the sum.

For the free electromagnetic field, a similar scheme of quantization has been suggested.

The most important part of the present study is the procedure of nonperturbative quan-
tization suggested for the interacting Dirac and Maxwell fields. Following Heisenberg [5],
we have replaced the classical equations by equations for operators of the corresponding
fields. Because the operator equation can scarcely be solved somehow, it is replaced by an
infinite set of equations for Green'’s functions. Such a set is known as the Schwinger-Dyson
equations, but they are usually employed in perturbative quantum field theory.

We have considered some physical system possessing perfectly definite Ansatze for
the spinor and electromagnetic fields in order to illustrate the suggested scheme of non-
perturbative quantization. This gives the much more simple set of equations, for which
we have written out the first few equations for one- and two-point Green’s functions.
For the equations describing two-point Green'’s functions, we have explicitly written out
three-point Green’s functions appearing in these equations.

The significance of examination of the scheme of nonperturbative quantization is that
if, in nature, some fields are quantized, then apparently there should exist a mathematically
well-defined quantization procedure for any field, including those that are not quantized
due to the perturbative nonrenormalizibilty of the theory.

Let us note some features of the nonperturbative quantization.

¢  The properties of the operators of interacting fields can differ drastically from those of
free fields. For example, in the quantum theory of strongly interacting fields, there can
exist static field configurations that are similar to those that were described by soliton,
monopole, instanton, etc. solutions in classical field theory.

e The properties of the operators of interacting fields cannot be assigned by their commu-
tators/anticommutators. The algebra of these fields is much more complicated when
compared with the algebra given only by commutators/anticommutators. These prop-
erties are determined by the infinite set of the Schwinger-Dyson equations as a whole.

*  For strongly interacting quantum fields, it is impossible to introduce creation and an-
nihilation operators, since the field operators cannot be represented as a superposition
of plane waves with the coefficients that are creation and annihilation operators.

e  Separate consideration of the notion of quantum state is required, since, in perturbative
quantum field theory, quantum states are defined using creation and annihilation
operators. According to what has been said in the previous item, such operators
cannot be defined for strongly interacting fields, and, hence, the definition of quantum
states requires special consideration.

e [tis possible that the properties of the operators of interacting fields and of quantum
states are related to the properties of the complete set of Green'’s functions that are
defined by the Schwinger—Dyson equations.
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