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Abstract: A one-consonant group approach to the authorship attribution has been proposed. The
approach is based on determining, by the chi-square test, the consonant group in which the difference
between the texts by different authors is statistically significant. The developed model determines
author-differentiating capability of each consonant group in a relation of the number of comparisons,
in which the difference between the texts by two authors is statistically significant to the total number
of comparisons. The determined general author-differentiating capability of the group of stop
consonants, which is a statistical parameter of the authorial style, is the highest in the comparisons of
texts from the publicist and belles-lettres styles. The one-consonant group approach simplifies the
whole process of authorship attribution and ensures a higher level of automation. The conducted
experiments on the Java programming language have proved that the chi-square test is a powerful
nonparametric statistical test that can be used for author identification on the level of English
consonants with a test validity of 95%.

Keywords: consonant group; chi-square test; nonparametric statistical test; author-differentiating
capability; java-based model; software framework

1. Introduction

A language is not a strictly arranged system and has probabilistic and stochastic character. In this
case, it is advisable to apply the statistical methods. The analysis of recent publications has shown
that authorship attribution has been performed on all language levels: morphological, lexical, and
syntactical [1,2]. The choice of a language level is of great importance for formalization as the level
structure must be strict. With regard to the lexical level, its structure is not easy to formalize because of
neologisms and foreign loans that constantly enlarge the vocabulary. Moreover, polysemantic words,
lexical stylistic devices, and idioms may cause ambiguous interpreting [3,4]. Syntactical structures vary
from simple to complicated. The latter are difficult to formalize [5–7]. The advantage of our research is
the choice of the phonological level. Unlike the other language levels, on this level, the number of
elements (phonemes) is unchangeable and consequently, the level has more strict structure. Regarding
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the statistical methods applied for authorship attribution, their success depends on the chosen language
level and on the given sample. To ensure more reliable results, it is recommended to use a combination
of statistical methods most suitable for the research [8]. It must be noted that the nonparametric
methods are easier to use as it is not necessary to prove that the sample is distributed according to the
normal distribution law [9–11]. The analysis of recent research of the authorship attribution performed
by the chi-square test has shown that it was done “ . . . to assess the significance of the measured
difference between the ‘sample’ and the ‘reference’ texts.” The most plausible author was established
by the revealed statistically significant differences in word lengths, sentence lengths, paragraph lengths,
in the frequency of occurrence of letters, and punctuation marks. The test validity was 90%. The results
were applied in forensic authorship identification. Such study is of great importance as it serves the
cause of justice [12]. According to the results of analysis of the state-of-the-art software developed
for author identification, the most common programming languages are: R, Python, and Java [13–15].
Our research is done on the Java programming language. The strength of the chi-square test was
evaluated in our previous research in a comparison with the Student’s t-test, the ranking method,
and the style distance determination method. The analysis of the obtained results has shown that for
authorship attribution on the level of consonant groups, the chi-square test is more powerful than the
Student’s t-test, the ranking method, and the style distance determination method. On average, the
texts by different authors differ essentially in 6 of 8 consonant groups if the chi-square test is applied,
and in 4–6 of 8 groups if the other three mentioned methods are applied [16]. In addition to this, the
chi-square test is a nonparametric test for which the samples compared should not follow the law of
normal distribution. Because of this, the test is easier to use than the parametric tests and considerably
simplifies author identification. The efficacy of the chi-square test in this research has been proved on
the material of presidential speeches by B. Obama and D. Trump, the newspaper articles by D. Webster
and S. Logan, and the pieces of English emotive prose by E. Bronte. The speaking pattern of the
speaker in the formal speech can be identified if compared with a number of texts by one and the same
speaker. To ensure high test validity, the phonological language level has been chosen. The elements
of this level are phonemes. By phonemes, here, transcription symbols of consonants and vowels are
meant. The research is focused on the consonants. The texts by different authors are differentiated
by consonants grouped according to the following classification: labial, dorsal, coronal, fricative,
nasal, sonorous, velar, and stop consonants. The consonant groups of labials, dorsals, velars, and
fricatives were researched in the previous papers [8,17]. To simplify the author identification process,
it is proposed to differentiate texts in one of eight consonant groups. The group must have a high
author-differentiating capability. To determine the group-differentiating capability, it is necessary to
make a sufficient number of experiments in which the text under study by one author is compared with
another one by another author. The texts compared must be of the same style, genre, and topic. The
mentioned three factors should be taken into account to make the individual author’s characteristics
vivid and easier to detect. Otherwise, the overlapping of the three factors is sure to bring about
difficulties in interpreting the differences caused by another style, genre, topic, and author’s writing
peculiarities. If the requirements to homogeneity of the texts are met, the results obtained are robust.
The consonant group-differentiating capability is a parameter of general authorial characteristics,
which is determined by the developed model. The consonant group in which the statistically significant
differences are obtained in all or nearly all comparisons is considered to have high differentiating
power. The purpose of the research is to ensure simpler and more automated authorship attribution.
The simplification is done by reducing the number of consonant groups to one. The results of the
research can be applied for author identification in anonymous e-mail communication that includes
malware, phishing and spamming, in forensic and scientific fields, as well as in the belles-lettres style.
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2. Mathematical Support of Software System

2.1. The Method Developed

To determine author-differentiating capability of each consonant group, a powerful nonparametric
chi-square test has been used. One group with high author-differentiating capability is chosen for
author identification. The high author-differentiating capability of a consonant group is established in
the case of obtained statistically significant differences in a sufficient number of comparisons of texts
by different authors.

The developed algorithm of author identification is based on application of the chi-square test.
1. Two texts from the newspaper articles by D. Webster and S. Logan chosen for disputed

authorship are transcribed.
2. The consonants are singled out from the bulk of consonants and vowels.
3. The sample of consonants (51,000) is divided into portions (1000 each).
4. The number of consonants in each portion is calculated.
5. The consonants are united in 8 consonant groups. The classification is the following;
(a) according to the place of obstruction: labial: p, b, m, f, v, w; dorsal: θ, ð, t, t

∫
, Ã,

∫
, Z, r; coronal:

t, d, n, s, z, l, velar: k, g, ŋ;
(b) according to the manner of production of noise and according to the type of obstruction: nasal:

m, n, ŋ; sonorous: w, r, j, l; fricative: f, v, θ, ð, h, s, z; stop: p, b, t, d, k, g, t
∫

, Ã.
6. The number of consonants in groups is calculated.
7. The data are divided into intervals: the number of intervals s is determined by: s =

√
n [9],

where n is a number of portions in a sample. The width of the interval h is determined by: h = max−min
s ,

where max is a maximum value, min is a minimum value [18–20].
8. The number of frequencies (ϑi, j) getting into the i-th interval of the 1-st sample j and the 2-nd

sample (ϑi, j) is calculated.

9. The general relative frequency of getting into the i-th interval of the two samples:
n jϑi

n is
determined. The sample size (a number of portions) of the 1-st sample j is n j. The size of two samples
is n. The random variable is ϑi.

10. The level of significance is 5%.
11. The statistic χ̂2

n is determined by the difference of the number of frequencies getting into
the i-th interval of j-th text and the general relative frequency of getting into the i-th interval of two
samples (ϑi).

χ̂2
n =

s∑
i=1

k∑
j=1

(
ϑi, j −

n jϑ j
n

)2

n jϑ j
n

, ϑ j =
k∑

j=1

ϑi j. (1)

The texts by two authors can be differentiated if χ̂2
n ≥ χ

2
1−α,(s−1)(k−1)

, where α is a significance level,

(s− 1)(k− 1) is a number of degrees of freedom, s is a number of intervals, k is a number of texts [21–23].
12. The author-differentiating capability of the consonant groups is established by the

chi-square test.
13. The consonant group with high capability of author differentiation is identified.
14. The text authors D. Webster and S. Logan are considered significantly distinct if the established

difference is statistically significant.
15 The same procedure is done in pairwise comparisons of texts by B. Obama, D. Trump, and

E. Bronte.
16. The process of authorship attribution is made simpler and more automated by performing it

in one consonant group.
The advantage of the developed algorithm is simplicity and automation. The author can be

identified only in one consonant group in which the samples differ essentially.
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2.2. The Developed Model

A model for determining the author-differentiating capability of consonant groups (ADC) has
been developed. The model determines the authorial style characteristics in a relation to the number
of cases in which statistically significant differences were established between the texts by different
authors in the given consonant group (SSD) to the total number of cases of comparisons of the texts by
different authors in the given consonant group (TNC):

ADC =
SSD
TNC

. (2)

To establish the author-differentiating capability of consonant groups, seven pairwise comparisons
were analyzed. Such an approach is supposed to help obtain more reliable information about the
authorial style characteristics in each consonant group as more vocabulary is covered and specifics of
consonant group functioning get clear cut. Consequently, for 7 comparisons, statistically significant
differences (SSD) can be revealed: 0 ≤ SSD ≤ 7. The consonant group in which statistically significant
differences are obtained in 6 or 7 comparisons is considered to have the highest author-differentiating
capability. This consonant group is chosen to perform author identification. The developed model for
one consonant group ensures more simplified and automated authorship attribution.

3. The Developed Software

The developed software on the Java programming language for author identification is aimed at
simplifying the whole process with a test validity of 95%. The simplification involves the reduction of
the number of consonant groups in which the statistically significant differences between the texts by
two authors have been revealed. The powerful statistical test—the chi-square—test has been used
to identify the consonant group that can be used alone instead of eight groups. The structure of the
developed program system consists of six main modules, user interface, data base, and links with
libraries (Figure 1). The modular arrangement of the program allows us to improve the program
product fast. The Consonant Sample Formation Module is for removing all vowels and punctuation
marks from the sample. The next modules are for interval division, calculation of consonants in
portions and groups, and doing the chi-square test for text differentiation. The algorithm of identifying
the group with a high differentiating capability is presented in Figure 2. An example of the main menu
of the program system is given in Figure 3.
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The structure of classes of the developed software is as follows: “Text”, “Transcribed Text”,
“Consonant Sample”, “Sample Division into Portions”, “Sample Division into Groups”—the consonants
are united into eight consonant groups according to their acoustic-articulatory features: “Calculating
Consonants”, “Interval Division”, “Calculating the Number of Frequencies Getting into the i-th
Interval”, “Performing Chi-square test”, “Identifying Powerful Consonant Group”, “Text Difference in
Consonant Groups”. The software classes responsible for the statistical processing of the sample are
presented in the diagram in Figure 4. As the Java programming language has been used, the developed
software is platform-independent [24,25]. In the developed program for information, ensure the list
ArrayList<String> is used. It is an automated expanding list [26,27]. The list is good for performing
operations with dynamic data. An example of the used data list structure is given in Figure 5.
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The list structures make it possible to compare a word from a new text with already-existing words
in the program. If the word is in the program, there is the command in the program that the word with
index “x” needs its transcription variant. In this case, the list gives the transcribed equivalent of the
word. If the word is not in the program, the symbol is added to the list with the index equal to the
index of its transcription in the list.

The developed software identifies the author in one consonant group. In this research the group
of stop consonants has been used as the strongest in text differentiation. The determined consonant
group can be used for further text differentiation by the same authors. The in-built data base H2 has a
sufficient amount of transcription symbols and makes the software system in most cases independent
of the transcription site. The sample size necessary for obtaining results with a test validity of 95% is
50,000 consonants.

4. Results of the Study

The experiments have been aimed at determining the consonant group in which the author can be
identified. The group has been established by the chi-square test. This is the group of stop consonants.
The group has the following consonants: p, b, t, d, k, g, t

∫
, Ã. The group has higher differentiating

capability than the other consonant groups considered in this paper: the nasal, sonorous, and coronal
consonant groups. The whole number of consonant groups is eight, four of which (labial, dorsal, velar,
and fricative) were researched in the previous papers [8,16,17]. For the material of research, the texts
from the publicist style have been chosen. These are the texts from presidential speeches by B. Obama
and D. Trump, the newspaper articles by D. Webster and S. Logan, and the pieces of English emotive
prose by E. Bronte. The comparison of two samples by Bronte is aimed at revealing the difference
between different chapters by the same author, which characterizes efficacy of the chi-square test. Such
an approach has been applied to make a thorough analysis of individual authorial styles in the group
of stop consonants. The results have shown that, in this consonant group, statistically significant
differences have been obtained in all but one comparison. The other consonant groups analyzed in this
research—nasal, sonorous, and coronal—have lower author-differentiating capability. This proves that
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the stop consonant group has the highest author-differentiating capability and can be taken alone to
identify the author. The authorial style has been identified in all conducted comparisons with a test
validity of 95%. The results found in the groups of stop, nasal, sonorous, and coronal consonants are
given in Tables 1–4.

The statistically significant differences have been revealed in the stop phoneme group in six of
seven comparisons (Table 1). In the comparison of Trump-Logan, the difference is unessential because
in the presidential speeches by D. Trump and newspaper articles by S. Logan, similar political and
legal issues are discussed. The samples have some vocabulary in common. Another reason for this
result is the phonological specifics of stop consonants functioning.

Table 1. The author-differentiating capability of the stop phoneme group.

Compared Texts by Different Authors Author-Differentiatng Capability

Obama-Trump +
Obama-Webster +
Obama-Logan +

Trump-Webster +
Trump-Logan -

Webster-Logan +
Bronte-Bronte +

In Table 2, the results for the nasal consonant group are presented. The author-differentiating
capability of the group of nasal consonants has been established in five of seven comparisons. The
nasal consonant group is the second one in which the unessential difference has been obtained in the
comparison of Trump-Logan. Similarity (unessential difference) on the phonological level is observed
in another comparison: Obama-Trump. As in both samples, political issues are discussed, and the
lexical similarity corresponds to the phonological one.

Table 2. The author-differentiating capability of the nasal phoneme group.

Compared Texts by Different Authors Author-Differentiatng Capability

Obama-Trump -
Obama-Webster +
Obama-Logan +

Trump-Webster +
Trump-Logan -

Webster-Logan +
Bronte-Bronte +

The common social-political issues in the samples by Obama and Logan, as well as similar
vocabulary from two chapters of emotive prose by Bronte, have brought about unessential differences
in both comparisons in the sonorous consonant group. In the other comparisons, the statistically
significant differences have been established (Table 3).

Table 3. The author-differentiating capability of the sonorous phoneme group.

Compared Texts by Different Authors Author-Differentiating Capability

Obama-Trump +
Obama-Webster +
Obama-Logan -

Trump-Webster +
Trump-Logan +

Webster-Logan +
Bronte-Bronte -
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The least author-differentiating capability has been established in the group of coronals. The
samples have statistically significant difference in four of seven comparisons. It is evident that the
data obtained on the phonological level reflect both the peculiarities of the lexical level and inner
phonological laws (Table 4).

Table 4. The author-differentiating capability of the coronal phoneme group.

Compared Texts by Different Authors Author-Differentiating Capability

Obama-Trump -
Obama-Webster +
Obama-Logan +

Trump-Webster -
Trump-Logan +

Webster-Logan -
Bronte-Bronte +

The text differentiation analysis has shown that the author-differentiating capability and
topic-differentiating capability of the stop consonants is the highest in a comparison with the nasal,
sonorous, and coronal groups and the researched samples can be differentiated in this sole group. The
author-differentiating capability of the stop, nasal, sonorous, and coronal consonant groups obtained
by the Equation (2) is given in Table 5.

Table 5. The author-differentiating capability of consonant groups.

Consonant Group Author Differentiating Capability (ADC)

stop 0.86
nasal 0.71

sonorous 0.71
coronal 0.57

The data obtained for the stop consonant group can be used to perform author identification
and topic identification in the texts of the publicist style and the emotive prose of similar topic by the
researched authors.

5. Discussion

The developed model for determining author-differentiating capability of consonant groups has
made it possible to conclude that the stop consonant group has the highest author-differentiating
capability: ADC = 0.86. The other researched groups have the following general differentiating
capability: for the nasal and sonorous groups, ADC = 0.71, for the coronal group, ADC = 0.57. The
results obtained are valid for the samples from presidential speeches by B. Obama and D. Trump,
the newspaper articles by D. Webster and S. Logan, the pieces of English emotive prose by E. Bronte,
and the publicist style in general. The experiment with the texts by one author (E. Bronte), but on
different topics, has proved a possibility of topic identification. The test validity of the results equals
95%. The highest author-differentiating capability of the stop consonant group has made it possible
to apply the proposed one-consonant group approach for author identification which is simpler and
more automated. Considering limitations of the chi-square test, it should be noted that it is very
sensitive to the sample size. The conducted experiments have shown that the sample size of 51 portions
with 1000 consonant phonemes in each portion is sufficient for obtaining reliable data. The second
limitation deals with the language level, on which the research is done. The test validity is higher on
the phonological level (95%) [8,16,17] than on the lexical level (90%) [12]. Specifics of each consonant
group are related to one more limitation. This research has revealed that the stop consonant group
has the highest author-differentiating capability if the chi-square test is applied. The other consonant
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groups do not give the same results. Consequently, the chi-square test shows its efficacy in definite
consonant phoneme groups.

6. Conclusions

One of the advantages of the research is the phonological level on which it is done. Because of the
level’s strict arrangement, it is the easiest for formalization. The one-consonant group approach for
authorship attribution has been proposed. The chi-square test-based model has been developed for
determining the consonant group in which the author can be identified. The model determines the
author-differentiating capability of each consonant group in a relation to the number of cases in which
the statistically significant difference is established between the compared authors to the total number
of comparisons. The identification of an author is done in the four following groups of consonants:
the stop consonants, the nasal consonant, the sonorous consonants, and the coronal consonants.
The obtained data have shown that the stop consonant group has the highest author-differentiating
capability whose ADC = 0.86. In this group, the texts differ essentially in the following comparisons:
Obama-Trump, Obama-Webster, Obama-Logan, Trump-Webster, Webster-Logan, and Bronte-Bronte.
In the last comparison, the topic-differentiating capability has been revealed in the text by E. Bronte.
The last result is important as it characterizes the specifics of the authorial style. The applied approach
has proved that it is possible to differentiate authors in one consonant group. The advantage of
applying the nonparametric chi-square test is its simplicity if compared with the parametric tests. The
chi-square test has proved efficient for authorship attribution and topic attribution (Bronte-Bronte) on
the level of consonant groups. The data have been obtained with a test validity of 95%. The developed
algorithm for author identification has been implemented on the Java programming language. Its
choice is well grounded as it is platform-independent and the modular principle of the structure of
the software system allows us to quickly modify and improve the program. As a higher level of
automation requires reduction of the number of consonant groups, in which the author is identified,
the software system is simpler and more automated. The future research will focus on testing the other
statistical tests for authorship attribution on the phonological level. The parametric and nonparametric
tests can be tested separately and in different combinations. The advantage of combinations of tests is
that the results obtained by one test can be verified by the other tests. If the same results are obtained
by more than one test, the data are more reliable.

7. Prospects for Future Research

The future research will focus on testing the other statistical tests for authorship attribution on the
phonological level. The parametric and nonparametric tests can be tested separately and in different
combinations. The advantage of the use of combinations of tests is that the results obtained by one test
can be verified by the other tests. If the same results are obtained by more than one test, the data are
more reliable.
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