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Abstract: Wind speed forecasting is an important element for the further development of offshore
wind turbines. Due to its importance, many researchers have proposed different models for wind
speed forecasting that differ in terms of the time-horizon of the forecast, types and number of inputs,
complexity, structure, and others. Wind speed series present high nonlinearity and volatilities, and
thus an effective model should successfully deal with those features. An approach to deal with the
nonlinearities and volatilities is to utilize a time series processing technique such as the wavelet
transform. In the present paper, an ensemble data-driven short-term wind speed forecasting model
is developed, tested and applied. The term “ensemble” refers to the combination of two different
predictors that run in parallel and the prediction is obtained by the predictor that leads to the lowest
error. The proposed model utilizes the wavelet transform and is compared with other models that
have been presented in the related literature and outperforms their accuracy. The proposed forecasting
model can be used effectively for 1 min and 10 min ahead horizon wind speed predictions.

Keywords: computational intelligence; offshore wind; forecasting; machine learning; neural networks;
neuro-fuzzy systems

1. Introduction

1.1. Motivation and State-of-the-Art

The rapid implementation of wind turbines across the globe corresponds to a set of challenges
during power systems operation and planning. This is due to intermittent nature of wind potential.
By the end of 2018, the total European Union-installed offshore wind capacity reached 19 GW.
Total investments in offshore wind in 2018 were more than 10.3 billion € (WindEurope [1], 2018).
This includes investments in construction of projects, transmission assets, and refinancing. More than
91% of all offshore wind installations were located in shallow or intermediate water depths with a
mean water depth equal to 27.1 m. The capacities span from few to hundred megawatts and the
installations differ in terms of hub site, distance to shore, water depth and others (Snyder et al. [2],
2009). The reduction of installation and maintenance costs but also the reliable assessment of energy
production of offshore wind parks will signify the next phase of their deployment.

Wind energy leads to disturbances of the balance between generation and demand sides. A wind
speed prediction system is a potential solution to the aforementioned situation. Apart from the
balance, accurate predictions can lead to lower costs during the installation in the offshore field of wind
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turbines and can strengthen their reliability during their operation (Soman et al. [3], 2010). A large
number of papers exist in the literature aiming at developing robust forecasting systems of wind speed.
The literature can be divided to research that focuses on (a) wind speed predictions, (b) wind farm
power predictions, and (c) both wind speed and farm power predictions.

According to (Jung and Broadwater [4], 2014) the forecasting horizon can be classified into the
following categories; (a) very short-term: few minutes up to 30 min ahead; (b) short-term: 30 min up
to 6 h ahead; (c) medium-term: 6 h to 1 day ahead; and (d) long-term: 1 day up to 1 week (or more)
ahead. Short-term forecasts are exploitable in day-ahead power system operations such as scheduling
and commitment of power units.

The forecasting models are distinguished into physical and statistical. Physical models take into
consideration parameters like the topology of the ground (for on-site parks) and topology of the wind
park and temperature. They use the outputs of a Numerical Weather Prediction (NWP) model and
provide final forecasts. NWP models are used by meteorologists and usually they provide predictions
for the next 48 up to 172 h ahead. For the case of wind power predictions, the wind speed prediction
is obtained directly by the NWP and the wind power prediction is obtained by using the power
curve of a wind turbine. Physical models are appropriate for long-term predictions. However, it is
difficult to scale the forecasts per wind turbine or per wind farm. Also, physical models are complex in
terms of inputs requirements and execution time. On the other hand, statistical models are favored
in short-term prediction horizons. The wind is treated as a regression of its past values. A relatively
large number of historical values are needed to train the models and define their optimal composition.
Statistical models refer to time series models, Artificial Neural Networks, Bayesian Networks, Support
Vector Machines, and others. Time series models refer to autoregressive models, autoregressive models
with moving average, and others. The main advantages are their potential for removing the trend of
time series and their availability in software packages. However, there is a difficulty in extracting the
optimal structure of the model. Also, time series models require a large number of historical values
and are not definitely suitable for highly nonlinear series. Neural networks are suitable for nonlinear
series and are a favorable scheme in many forecasting problems. Support vector machines are also a
well-known forecasting engine but they demand large durations for their training and their parameters
are optimized by a relatively complex process. Bayesian networks are more appropriate for small data
sets. Finally, various statistical models can be integrated to form ensemble forecasting models [4–11].

In (Sfetsos [12], 2002), a comparison takes place between a persistent model, autoregressive
integrated moving average (ARIMA) and neural network. The latter outperforms the rest. No external
variables are considered. The comparison takes place in two different sets that refer to one month
each. In (Başaran and Filik [13], 2017) the authors consider three cases of inputs for the neural network,
i.e., using only past wind speed values, using past wind speed values and temperature and, finally,
using wind speed, temperature, and pressure. The test refers to five days and two intervals for
predictions are taken into account, namely 30 and 90 s ahead. The case with wind speed, temperature,
and pressure leads to the lower errors. No comparison with other models is presented. In (More
and Deo [14], 2003) the authors test a feed-forward neural network, a recurrent neural network, and
an ARIMA model to forecast daily, weekly, and monthly wind speeds at two coastal locations in
India using only past wind speed values. The feed-forward neural network wins the competition.
In (Li and Shi [15], 2010), the authors examine three types of neural networks, namely, the adaptive
linear element, backpropagation, and radial basis function. The wind data used are the hourly mean
wind speed collected at two observation sites in a United States of America (USA) location. The results
show that even for the same wind dataset, no single neural network model outperforms others
universally in terms of all evaluation metrics. Moreover, the selection of the type of neural networks for
best performance is also depends upon the data sources. In (Zeng and Qiao [16], 2011) a support vector
machine model is presented for wind power forecasting. Instead of predicting wind power directly,
the model first predicts the wind speed, which is then used to predict the wind power by using the
power–wind speed characteristics of the wind turbine generators. Simulation studies are carried out to
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validate the proposed model for very short-term and short-term predictions by using the data obtained
from the National Renewable Energy Laboratory of USA. The model is compared with feed-forward
neural network and radial basis network. The prediction is held using only past wind speed values.
In (Zhou et al. [17], 2011), the authors present a least-squares support vector machine for one-step
ahead wind speed forecasting. Three kernels, namely linear, Gaussian, and polynomial kernels,
are implemented. The support vector machine‘s parameters considered include the training sample
size, order, regularization parameter, and kernel parameters. The support vector machine‘s version are
compared with a persistence model and provide better forecasts. The Adaptive Neuro-Fuzzy Inference
System (ANFIS) is utilized in (Fazelpour et al. [18], 2016), and is compared with a feed-forward neural
network and radial basis network in hour-ahead forecasting in a location in Tehran, Iran. No exogenous
parameters are used. ANFIS results in better forecasts. In (Fortuna et al. [19], 2016), the clustering
tool is used to form wind speed classes. Then, two models, namely the Hidden Markov Model and
the Nonlinear Autoregressive are compared for predicting the class of each new wind speed data
entry. In general, wind speed series present volatilities and stochasticity. Depending on the data set,
an analysis on the wind speed characteristics can take place. For instance, in (Fortuna et al. [20], 2014),
the authors provide a fractal analysis on wind speed observations. Exploitable information can be
derived for such analysis for further modeling.

1.2. Contribution of the Present Paper

A variety of forecasting techniques have been proposed so far from different research groups.
In the present paper a relatively simple yet efficient model for short-term wind speed forecasting based
on real measured wind speed data is developed, applied, and proposed. The used data set involves
inconsistencies of the time sequence of the wind speed series due to missing data. Various experiments
take place that refer to different input combinations. Also, the Discrete Wavelet Transform (DWT) is
utilized in order to decompose the initial series into a set of wavelet components for strengthening
the forecasting credibility [21,22]. The model is composed by an ANFIS and a Feed-Forward Neural
Network (FFNN) [23,24]. In the majority of the studies of the literature, the prediction is accomplished
using only past values. In order to fully examine the level of influence of external variables such
as temperature and speed directions on the prediction accuracy, in the present paper various input
combinations of wind speed, wind direction, and air temperature are examined. Overall, the purpose
of the paper is to test the performance of a proposed hybrid computational intelligence model in the
wind speed forecasting problem under the limitation of using incomplete data for the training and
validation of the model.

2. Short-Term Wind Speed Forecasting Hybrid Model

2.1. Description

In this section, an efficient forecasting model is developed and proposed. The model consists of
an FFNN trained by the Levenberg–Marquardt algorithm and an ANFIS [25]. Neural network-based
forecasting systems are a favorable scheme in recent years in predictions over traditional time series
models. Numerous applications in load and price forecasting studies have brought forth the advantages
of neural networks. Recently, neural networks have been used in wind power predictions. For full
mathematical description of the FFNN the reader is referred to (Graupe [24], 2007). A general
illustration of an FFNN is shown in Figure 1.
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Figure 1. A Feed-Forward Neural Network (FFNN) with 4 inputs, 4 outputs, and 2 hidden layers.

Another common forecasting system is ANFIS [23]. ANFIS is based on a fuzzy rule-based
inference mechanism. It is composed of five layers and each layer contains several nodes. The nodes
are described by a node function. Let O j

i be the output of the i-th node in layer j. In the 1st layer,
every node I is an adaptive node with node function:

O1
i = µAi(x), i = 1, 2 (1)

or
O1

i = µBi−2(y), i = 3, 4 (2)

where x or y is the input of the ith node and Ai or Bi−2 is a linguistic label associated with the node.
Hence, O j

i is the membership grade of a fuzzy set A1, A2, B1 or B2 and it specifies the degree to which
the input x or y satisfies the quantifier A or B. Any continuous and piecewise differential function can
be used as node function in the 1st layer. In the 2nd layer, each node Π multiplies the inputs and sends
the product in output:

O2
i = wi = µAi(x)µBi(y), i = 1, 2 (3)

In the 3rd layer, each node N computes the ratio

O3
i = wi =

wi
w1 + w2

, i = 1, 2 (4)

In the 4th layer, each node computes the contribution of the ith rule to the overall output:

O4
i = wizi = wi(aix + biy + c), i = 1, 2 (5)

where wi is the output of the 3rd layer and ai, bi, c are a set of parameters.
Finally, in the 5th layer, the node Σ computes the final output as the summation of all inputs:

O5
i =

∑
i

wizi =

∑
i

wizi∑
i

wi
(6)

ANFIS topology is displayed in Figure 2.
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Figure 2. A general illustration of Adaptive Neuro-Fuzzy Inference System (ANFIS).

The proposed forecasting model combines the independent forecasts of FFNN and ANFIS.
A schematic representation of the hybrid model is shown in Figure 3. The models are trained separately.
The training set is used to define the optimal model parameters. For instance, for the case of the FFNN
the parameters that need to be defined are the number of hidden layers, the number of neurons in the
hidden layer, and the type of activation function in the hidden and output layers. While for the case
of ANFIS the required parameters that need to be defined are the type of inference mechanism, the
training epochs, the number of fuzzy rules, the type of membership function, and the values of ai, bi, c.
Real monitored environmental data measured with a monitoring system are used in the present paper
for developing the forecasting model. The monitoring system is placed in the coastal area of Neos
Marmaras, Greece. Details about the monitoring system (e.g., sensors used and verification) can be
found in (Michailides et al. [26], 2013). The training and test sets cover the periods 01/04/2013–10/08/2013
and 01/09/2013–24/12/2013, respectively. The test set is used for the comparison of the models. No filling
of incomplete or missing data took place. Also, no other preprocessing of the data took place. The aim
is to build a model applied to raw data obtained from a real measurement system.
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Figure 3. Structure of the proposed forecasting model.

The proposed model is applied to two different predictions test examples, i.e., 1 min-ahead and
10 min ahead. Five cases with different types of inputs are examined, namely Case#1, Case#2, Case#3,
Case#4, and Case#5. The inputs considered in each case are described in the following.
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- Case#1: wind speed
- Case#2: wind speed and wind direction
- Case#3: wind speed and temperature
- Case#4: wind speed, wind direction and temperature
- Case#5: wavelet components of wind speed.

The topology of the proposed model using the wavelet components is shown in Figure 4.
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Figure 4. Structure of the proposed forecasting model using the wavelet components.

Therefore, we examined ten different cases referring to the two prediction horizons.

2.2. Performance Assessment

The performance assessment includes a set of mathematical criteria that measure the prediction
errors. To fully examine the proposed model performance, we used a set of different mathematical
criteria. Let pa

m and pf
m be the actual and predicted wind speed values of the m-th day of the test set,

m = 1, 2, . . . , M, respectively. The indicator considered for the assessment are the Absolute Error (AE),
the Mean Absolute Error (MAE), the Root Mean Squared Error (RMSE), and the Mean Absolute Range
Normalized Error (MARNE) as defined in Equation (10). The AE is defined as

AE =
M∑

m=1

∣∣∣pa
m − pf

m

∣∣∣ (7)

The MAE corresponds to the sum of all AEs:

MAE =
1
M

M∑
m=1

∣∣∣pa
m − pf

m

∣∣∣ (8)
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The RMSE is expressed as

RMSE =
1
M

√√√ M∑
m=1

(
pa

m − pf
m

)2
(9)

The MARNE is the absolute difference between the actual and forecast wind speed, normalized to
the maximum wind speed:

MARNE =
1
M

M∑
m=1

∣∣∣pa
m − pf

m

∣∣∣
max(pa

m)
× 100 (10)

As benchmarks for the proposed model test, the individual applications of FFNN and ANFIS
are used.

3. Simulation Results

3.1. Wind Speed Forecasting

Computational intelligence-based systems are a favourable scheme in recent years in various
variable predictions, such as electric load, over traditional time series models. However, a careful
selection of inputs and a proper training phase are essential for the model’s successful implementation
and utilization. The selection of the types of inputs is crucial to the forecasting success. In the
present study, various input combinations are examined. The objective is to test computational
intelligence-based models for the case of incomplete data. Three models are compared that refer
to an FFNN, an ANFIS, and a proposed FFNN-ANFIS. After the decision of the types of inputs,
i.e., Case#1–Case#5, the next test is to define the number of inputs. This number refers to the historical
values of the used parameters: wind speed, temperature and wind direction. With the application of
the Sample Autocorrelation Function (SAF), the historical values are evaluated based on the correlation
of the present value. Figure 5 displays the SAF that resembles the minute-ahead wind speed set.
Only the first 20 values are displayed. It is shown that the correlation is decreasing progressively
when the lagged value becomes more time distant. The same conclusions are drawn from the 10 min
ahead set. The first five values are selected as inputs for the models. Also, the corresponding values of
temperature and wind direction are proportionally selected.
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Employing the minute-ahead set and the data set of Case#1, a series of experiments were conducted
for the purpose of defining the optimal FFNN and ANFIS structures. The optimal FFNN structure
has one hidden layer. The tangent sigmoid function is used both for the hidden and output layers.
The number of training epochs is set equal to 100. The optimal number of neurons in the hidden
layer is defined also by series of simulations. It differs among the various cases. Thus, a series of
FFNN executions took place to track the number of hidden layers that minimize the RMSE indicator.
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Concerning the optimal ANFIS topology, the Sugeno inference method is selected together with
Gaussian membership functions.

The scores of the forecasting models on the assessment indicators are presented at Tables 1 and 2.
Table 1 refers to the 1-min-ahead horizon and Table 2 to the 10-min-ahead horizon. The rows of the
Tables correspond to the different cases. According to the results of Table 1, the proposed model
outperforms the FFNN and ANFIS in all test cases, highlighting the significance of using combined
forecasts. The prediction accuracy improvement that is obtained with the proposed model is more
evident in the data sets of Case#3, Case#4, and Case#5. FFNN leads to better results compared
to ANFIS in Case#2, Case#3, and Case#5 when using the MAE indicator. Also, the FFNN leads
to better results in Case#1 according to the RMSE and MARNE measures. However, it scores in
MARNE = 4.2353% in Case#2, a value that is higher than the respective of ANFIS. While in most
experiments the FFNN appears more robust, it can be suggested over the ANFIS in the minute-ahead
wind speed prediction problem.

Table 1. Comparison of the forecasting models considering the minute-ahead horizon.

MAE RMSE MARNE (%)

FFNN ANFIS FFNN-ANFIS FFNN ANFIS FFNN-ANFIS FFNN ANFIS FFNN-ANFIS

Case#1 0.3683 0.3675 0.3673 0.5576 0.5578 0.5563 2.3365 2.3311 2.3298
Case#2 0.3676 0.3682 0.3664 0.7510 0.5592 0.5551 2.5952 2.3356 2.3242
Case#3 0.4123 0.4443 0.3887 0.7237 0.9163 0.6435 2.6153 2.8185 2.4658
Case#4 0.4406 0.4210 0.4091 0.9206 0.8044 0.7511 2.7947 2.6703 2.5952
Case#5 0.1021 0.1324 0.0812 0.1528 0.2052 0.1301 0.6477 0.8403 0.5601

Table 2. Comparison of the forecasting models considering the 10-min-ahead horizon.

MAE RMSE MARNE (%)

FFNN ANFIS FFNN-ANFIS FFNN ANFIS FFNN-ANFIS FFNN ANFIS FFNN-ANFIS

Case#1 0.4316 0.4296 0.4287 0.6258 0.6265 0.6240 4.2280 4.2088 4.2008
Case#2 0.4323 0.4295 0.4292 0.6253 0.6263 0.6239 4.2353 4.2077 4.2054
Case#3 0.4706 0.4985 0.4605 0.7569 0.9373 0.6851 4.6104 4.8841 4.5115
Case#4 0.4654 0.4936 0.4528 0.7155 0.8719 0.6689 4.5594 4.8363 4.4367
Case#5 0.1227 0.1572 0.1101 0.1693 0.2226 0.1556 1.077 1.5409 0.9967

Among the types of data inputs, Case#5 leads to considerably lower errors indicating the benefit
of transforming the volatile wind data into the wavelet domain. This is evident in all measures and
especially in MARNE. Considering the MAE indicator, Case#2 leads to better predictions if the latter
is held with FFNN or the hybrid model. On the contrary, the data of Case#1, i.e., using only wind
speed values is more suitable for ANFIS. Using wind speed, temperature, and wind direction as
inputs, the prediction is less credible. This implies again for FFNN and the proposed model. ANFIS
scores MAE = 0.4443 with the data of Case#3. The aforementioned conclusions are identical when
the evaluation is held with the RMSE or MARNE. Therefore, by combining wind speed and direction
data the forecasting procedure is strengthened. The use of temperature is not recommended for the
test set under study. According to the above analysis, the combination of the FFNN and ANFIS that
is fed with the wind speed data transformed in the wavelet domain is the recommended model for
minute-ahead forecasts under the limitation of many incomplete data entries.

According to the findings presented in Table 2, it is evident that the 10-min-ahead wind speed
prediction problem is a more difficult task. A possible reason for this is the decrease that is accomplished
between current and past values of the minute time frame measurements. This means that the 10-min
data are less correlated since the minute correlation lowers due to the averaging of the one-minute
data for the purpose of transforming them in the 10-min intervals. The proposed FFNN-ANFIS model
is more accurate than the rest in all types of data sets. Again the 10-min-ahead problem benefits from
the implementation of the wavelet transform. The data of Case#5 provide more robust predictions
independently of the model used.
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A further comparison of the models is held via the AE distribution over time. The MAE indicator
receives one value for a specific prediction, for example for a given number of neurons in the hidden
layer. It is essential to examine the error distribution over the focusing period. Using the AE
indicator, the analysis can be scaled to minutes. This concept strengthens the conclusions drawn
from the models comparison. Figure 6 presents the AE distribution per Case. The figure refers to the
1-min-ahead prediction horizon while the forecasting is achieved with the proposed FFNN-ANFIS
model. The discrete peaks correspond to large error values, which can be considered as indicators
of the model’s poor performance for the specific minute. The data of Case#1–Case#4 lead to some
high peaks of the AE shape. These are mainly met in December days. The lowest errors are mostly
gathered in September days. As the time horizon progresses, the peaks become more frequent. Hence,
extreme weather conditions worse the credibility of the predictions. Some late autumn and winter
wind speeds are difficult to effectively be predicted in the coastal site under study. The mean values
of AE are 0.3673, 0.3664, 0.4123, 0.4210, and 0.1021 for Case#1, Case#2, Case#3, Case#4, and Case#5,
respectively. Some parallel conclusions with the above results can be made for the 10-min-ahead
horizon. The corresponding results are graphically presented in Figure 7. In the 10-min-ahead problem,
the implementation of the wavelet transform is more advantageous compared to the minute-ahead
case. Case#5 increases the accuracy by a large portion. The mean values of AE are 0.4288, 0.4293,
0.4706, 0.4654, and 0.1227 for Case#1, Case#2, Case#3, Case#4, and Case#5, respectively.
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In order to examine the relationship between the accuracy and the direction of the wind,
we measured the AE per direction degree. Figure 8 shows the comparison among Case#2 and
Case#5 for the 1-min-ahead forecasts. Case#2 refers to the combination of wind speed and direction.
The predictions refer to the proposed model. Case#5 involves only to the transformed wind speed
data. It is plotted here for the sake of comparison. The lowest AE of Case#2 is 5.97 × 10−6 and
occurred for 312.48◦. The next lowest AE degrees are 200.73◦, 104.56◦, 151.90◦, and 281.14◦. The
larger values of AE are presented for 162.47◦, 42.17◦, 55.08◦, and 222.70◦. According to these findings,
a preliminary conclusion is that there is no strong correlation between the direction and the forecasting
error. For example, it can be strongly supported that normal to the monitoring system winds (e.g., 90◦)
are less predictable compared to other directions. This statement is also supported from the data of
Case#5. The lowest errors refer to 134.67◦, 122.06◦, 73.07◦, 317.51◦, and 46.48◦ directions, while, the
highest ones are occurred for 27.01◦, 35.56◦, 41.31◦, 57.65◦, and 31.57◦. In this data set, the less accurate
prediction is presented for wind direction degrees below 60◦.
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Figure 8. Absolute error per wind direction of the proposed model corresponding at (a) Case#2 and
(b) Case#5 of the 1-min-ahead prediction horizon.

As illustrative examples of the proposed model’s behavior, Figures 9 and 10 present the actual
and forecasted wind speed curve of the test set for 1-min- and 10-min-ahead horizons, respectively.
The forecasted wind speed sequences of the two figures succeed by a large portion to accurately
simulate the actual data, which is another one indicator of the robustness of the model.
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4000 and 5000 s (d).

3.2. Comparison with Other Forecasting Models

To fully evaluate the proposed model, a comparison is made with the following models; Group
Method of Data Handling Neural Network (GMDHNN) [27], Regression Neural Network (GRNN) [28],
Regression Trees (RTs) [29], Relevance Vector Machine (RVM) [30], and Support Vector Regression
(SVR) [31]. Tables 3 and 4 present the scores of GMDHNN, GRNN and RTs, RVM and SVR, respectively,
on the error metrics, for the 1-min-ahead predictions. Correspondingly, Tables 5 and 6 present the
scores of GMDHNN, GRNN and RTs, RVM and SVR, respectively, on the error metrics MAE, RMSE,
and MARNE for 10-min-ahead predictions. Among these models, SVR and GMDHNN display
comparative results with the hybrid model. The latter outperforms all the other models. It can
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be noticed that GRNN and RTs result in high errors and thus, for the problem under study are
not recommended.

Table 3. Evaluation of Group Method of Data Handling (GMDH), Regression Neural Network (GRNN),
and Regression Trees (RTs) considering the 1-min-ahead horizon.

MAE RMSE MARNE (%)

GMDHNN GRNN RTs GMDHNN GRNN RTs GMDHNN GRNN RTs

Case#1 0.3688 0.3846 0.4432 0.5689 0.5721 0.6331 2.3411 2.3869 3.1256
Case#2 0.3701 0.3910 0.4509 0.7051 0.7644 0.8109 2.4578 2.4771 3.2672
Case#3 0.3698 0.4256 0.4781 0.7189 0.7367 0.7992 2.5871 2.6225 3.4155
Case#4 0.3944 0.4201 0.4541 0.8902 0.9012 1.1091 2.7112 2.9904 3.6203
Case#5 0.1094 0.1388 0.1692 0.1481 0.1556 0.2012 0.6289 0.6552 0.7154

Table 4. Evaluation of Relevance Vector Machine (RVM) and Support Vector Regression (SVR)
considering the 1-min-ahead horizon.

MAE RMSE MARNE (%)

RVM SVR RVM SVR RVM SVR

Case#1 0.3721 0.3704 0.5614 0.5377 2.3482 2.3345
Case#2 0.3933 0.3865 0.7597 0.7029 2.4754 2.3419
Case#3 0.3885 0.3893 0.7408 0.6911 2.6172 2.5678
Case#4 0.3821 0.3783 0.8928 0.8709 2.9232 2.6213
Case#5 0.1277 0.1178 0.1542 0.1421 0.6524 0.5772

Table 5. Evaluation of GMDH, GRNN, and RTs considering the 10-min-ahead horizon.

MAE RMSE MARNE (%)

GMDHNN GRNN RTs GMDHNN GRNN RTs GMDHNN GRNN RTs

Case#1 0.4292 0.4525 0.5898 0.6258 0.6553 0.8093 4.2051 4.4326 5.7812
Case#2 0.4302 0.5597 0.5901 0.6272 0.6715 0.8095 4.2149 4.5031 5.7812
Case#3 0.4704 0.6927 0.6157 0.6862 0.7342 0.8461 4.6334 4.7862 6.0319
Case#4 0.4601 0.6056 0.6108 0.6715 0.6989 0.8012 4.5130 4.6902 5.7568
Case#5 0.1238 0.1624 0.1799 0.1601 0.1833 0.2109 1.2671 1.4884 1.6117

Table 6. Evaluation of RVM and SVR considering the 10-min-ahead horizon.

MAE RMSE MARNE (%)

RVM SVR RVM SVR RVM SVR

Case#1 0.4342 0.4298 0.6359 0.6268 4.2541 4.2206
Case#2 0.4351 0.4307 0.6440 0.6268 4.2630 4.2198
Case#3 0.5370 0.4681 0.8649 0.7529 5.2605 4.5365
Case#4 0.4988 0.4644 0.7898 0.7459 5.1133 4.5301
Case#5 0.1424 0.1308 0.2037 0.1654 1.5893 1.1276

4. Discussion and Concluding Remarks

Offshore wind turbine installations are continually gathering the research interest since they
are considered an efficient mechanism for covering the electrical needs of various isolated loads.
The present study emphasizes on the development of an effective method for very short-term wind
speed forecasting under the limitation of wind speed series that do not present consistency in time,
i.e., there are interruptions in the date sequence. Real measured data are used for the training of the
developed method. An ensemble data-driven short-term wind speed forecasting model is developed,
tested, and applied. The term “ensemble” refers to the combination of two different predictors that run
in parallel and the prediction is obtained by the predictor that leads to the lowest error. The proposed
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model utilizes the wavelet transform and is compared with other models that have been presented in
the related literature. The main conclusions of the present study:

• The proposed forecasting model can be used effectively for 1 min and 10 min ahead horizon wind
speed predictions.

• The exogenous variables (i.e., wind speed direction and air temperature) decrease the prediction
accuracy. The best results are obtained using the DWT.

• The highest errors are met on winter days and especially in instances with high wind speed.
• There is no correlation among the forecasting error and the wind direction.
• The hybrid model (combination of FFNN and ANFIS) leads to better forecasts in all examined

data set cases.
• The proposed model outperforms the accuracy of other forecasting models that have been

presented in the related literature.

The research of the present paper will be further expanding by checking the implementation
of the forecasting problem in the Wind Farm Layout Optimization (WLFO) problem incorporating
wake effects with the use of specific mathematical or numerical models. Forecasted wind speed time
series can serve as inputs to the problem. By estimating future wind speed values, the WLFO can be
modified to a scenario-based problem where different wind speed forecasts can lead to various WLFO
solutions and thus, assessing the level of influence of the future wind speed variations in the outputs
of the optimization problem.
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