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Abstract: This paper presents a QoS-aware, content-aware and device-aware nonintrusive medical
QoE (m-QoE) prediction model over small cell networks. The proposed prediction model utilises
a Multilayer Perceptron (MLP) neural network to predict m-QoE. It also acts as a platform to
maintain and optimise the acceptable diagnostic quality through a device-aware adaptive video
streaming mechanism. The proposed model is trained for an unseen dataset of input variables such
as QoS, content features and display device characteristics, to produce an output value in the form
of m-QoE (i.e. MOS). The efficiency of the proposed model is validated through subjective tests
carried by medical experts. The prediction accuracy obtained via the correlation coefficient and
Root Mean-Square-Error (RMSE) indicates that the proposed model succeeds in measuring m-QoE
closer to the visual perception of the medical experts. Furthermore, we have addressed two main
research questions: (1) How significant is ultrasound video content type in determining m-QoE?
(2) How much of a role does the screen size and device resolution play in medical experts’ diagnostic
experience? The former is answered through the content classification of ultrasound video sequences
based on their spatiotemporal features, by including these features in the proposed prediction model,
and validating their significance through medical experts’ subjective ratings. The latter is answered by
conducting a novel subjective experiment of the ultrasound video sequences across multiple devices.

Keywords: Mobile health (M-health); Small cell networks; MLP Neural networks; Medical Quality of
Service (m-QoS); Medical Quality of Experience (m-QoE)

1. Introduction

Presently, the utmost requirement of mobile healthcare (m-health) end-users and, in particular,
healthcare professionals, is to have flexibility in their digital practice, where they have the provision
to view clinical and diagnostic information regardless of location and viewing device. In order
to satisfy this requirement, diagnostic multimedia content, especially medical video streaming
applications, needs to be efficiently managed, which is a significant challenge, with a view to ensuring
the desired medical Quality of Experience (m-QoE). This is because video contents are susceptible
to various impairments from the time of capturing to preprocessing, compression, transmission
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and postprocessing; each of these stages may deteriorate the video’s Quality of Experience (QoE).
Besides the aforementioned impairments, the perceived QoE is greatly influenced by the viewing
content characteristics (e.g., spatial and temporal) and display device capabilities (e.g., screen size and
resolution). Ignoring these and predicting QoE on the basis of Quality of Service (QoS) alone could
lead to inadequate QoE levels, as well as the wastage of scarce network resources. From the literature,
it can be construed that the predictive video QoE evaluation methods were previously carried out over
3G (i.e., Universal Mobile Telecommunications Service (UMTS)) networks, rather than the proposed
4G and beyond small cell networks, while evaluating the video quality. In addition, such predictive
models rarely considered the combined consequential effects of network conditions, video content and
viewing device capabilities [1–5]. It has been realised that end-users may react differently to the same
video content while viewing it on TVs, laptops, tablets or smartphones, which can create significant
variations in the QoE ratings.

The inadequacies in the QoE framework, as discussed, provide motivation for designing
an m-QoE prediction model that incorporates the influencing parameters stated above, along with the
validation of prediction accuracy through extensive subjective testing across multiple devices. From
m-health’s perspective, there is no such medical video quality assessment model that evaluates m-QoE,
considering the network conditions, spatial and temporal features of the video content and display
device characteristics, all combined together in a single framework.

In this paper, we adopt a hybrid approach to predict m-QoE using a multilayer perceptron (MLP)
neural network. We present a video quality prediction model over small cell wireless networks that
inputs QoS parameters, video content features and display device characteristics to predict video
quality in a QoS-aware, content-aware and device-aware m-QoE framework. As a first step in this kind
of study, the model seems efficient and suitable for all types of video content and devices so that it can
be implemented at the receiver side to predict video quality and, if appropriate, control the end-to-end
perceived quality by the use of adaptable mechanisms at the transmitting side. To the best of our
knowledge, there has been no previous work in medical video quality prediction and control over
small cell networks combining QoS, content and device related parameters. The proposed framework
is our major contribution to the m-health domain, and can also be considered a suitable candidate for
the prediction and automatic classification of perceived user quality for future 5G m-health systems.
Our emphasis is not only on the prediction of m-QoE but also on the use of small cell networks to
enhance the m-QoE in clinically sensitive m-health applications.

The rest of the paper is organised as follows. Section 2 presents the background on content
awareness, device-awareness and machine learning-based QoE modelling, respectively. The methodology
of the proposed MLP neural network-based m-QoE prediction model, including content classification,
dataset generation, subjective assessment, implementation of the MLP neural networks and the proposed
device-aware adaptive medical video streaming controller is presented in Section 3. In Section 4, we analyse
the obtained results and discuss our research findings. Finally, Section 5 concludes this paper.

2. Background

This section presents the background of the medical ultrasound video streaming, small cell
networks, content awareness, device-awareness, and QoE modelling and prediction.

2.1. Medical Ultrasound Video Streaming

The focus of this article is the streaming of medical ultrasound video as an example of an m-health
application. Ultrasound videos are an important part of modern medical diagnosis procedures,
and streaming such videos is vital for remote diagnosis and consultations [6,7]. Furthermore, medical
ultrasound video streaming is known to be a demanding m-health application, and one that requires
remote expert opinions, particularly in isolated areas where medical experts are not always available.
In these cases, experts have nominal or limited access to the medical data (e.g., ultrasound video
and radiology) to assess the level of severity in order to make important diagnostic decisions.
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These decisions may include whether there is a need to send the patient by ambulance to the nearest
hospital or whether it is appropriate to continue with the treatment at home [6]. According to a study,
approximately 50% of the patients transported to a hospital for an ultrasound examination are sent
back home within a few hours [8]. Furthermore, a study in Finland investigated the impact of
teleradiology consultations on treatment costs and unnecessary patient transportation. The results
suggested reductions of unnecessary patient transportation by 81%, hence reducing operational costs.
In addition, 75% of patients transported to the hospital were treated immediately without the need for
further radiological examination [8].

The earliest studies on ultrasound telemedical applications were carried out in the mid-1990s,
when a 1.5 Mbps T-1 leased line communication link was used to transmit ultrasound images in
real-time from remote patients’ locations to a distant medical facility. The entire system was supervised
by medical experts who would communicate in real-time with the technician acquiring the ultrasound
images [9]. Since then, several studies have been carried out on tele-ultrasonography systems, mainly
evaluating the visual quality of the transmitted ultrasound images/videos [10]. However, the studies
concluded that limited available bandwidth, packet loss and delay are the major factors affecting
accurate and robust diagnosis in the wireless ultrasound video streaming process.

In recent years, the advancements in wireless communications and network technologies have
significantly contributed to tele-ultrasonography applications. Although the evolution of mobile
communication technology aims to offer higher data rates and better exploitation of available
network resources, it presents another challenge: coping with the rapidly growing internet traffic,
particularly the influx of high bandwidth demanding video applications. According to a report
by CISCO, internet video accounts for 70% of customer internet traffic and will reach 82% by
2020 [11]. The increase in video traffic has created high-pressure demands for spectral efficiency,
energy consumption, high mobility, seamless coverage and the varying requirement levels of QoS and
QoE. In a shared environment, the medical ultrasound video application will coexist and compete with
regular video traffic to deliver healthcare services over mobile networks. To overcome the above-stated
challenges, this article proposes the use of small cell networks as a communication platform for robust
tele-ultrasound m-health systems.

2.2. Small Cell Networks

To boost the indoor coverage in an inexpensive way is a major challenge for wireless networks.
It is an important issue to address because it is estimated that 80% of mobile traffic is generated
indoors. Small cell networks are inexpensive, low-power and high-speed home-based solutions (HBs)
that can be installed autonomously by end users through the ‘plug and play’ method indoors [12].
Small cell networks usually operate in the licensed spectrum and typically have a coverage area
of ten meters. The working principle of small cell networks is to connect with standard user
equipment such as cell phones, tablets and laptops through radio interfaces. Next, the user traffic is
sent to the operator’s core network using legacy broadband connections such as DSL/optical fibre
networks [13,14]. From the user equipment’s perspective, it recognises a small cell base station as
a regular base station, and since the distance between the small cell base station and the users is
short, the transmission power consumption of the user equipment is lowered, thus prolonging the
battery life of the device [14]. Other benefits of small cell networks include better coverage, lower
infrastructure requirements, reduced power consumption, improved Signal-to-Interference Noise
Ratio (SINR), improved throughput and enhanced QoS and QoE [12–14].

Recently, small cells have attracted a great deal of interest from researchers, as is evident from the
increase in the number of publications within this field [15–22].

The concept of small cells in the field of m-health is relatively new. Researchers are focusing on
several concepts of small cell deployment in emergency and nonemergency medical scenarios [20].
Altman, Z. et. al. [16] proposed a small cell architecture option in order to achieve very low radio
emissions in hospitals or the home environment. They have presented an approach under the
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HOMESNET project, where paramedical staff can use a small cell network in the patient’s apartment
to provide telemedicine services. The performance of the proposed approach was compared to the
conventional macrocell-based approach. The results indicated a significant reduction in the service
outage rates using the proposed small cell network approach. These simulations were based on the
indoor environment in a multidwelling unit building structure.

A hybrid small cell-based sensor network approach was presented by Maciuca, A. et. al. [21] to
home monitor patients with chronic diseases. Sensors were grouped into three categories based on
their functionality level, resource consumption and mobility. Experiments were conducted by placing
sensors on the subject to identify different actions and to determine parameters such as humidity
and temperature in the environment. Adaptive rates of communication were used to reduce energy
consumption and levels of radiation. All of the data harvesting and processing was carried out at the
small cell level.

A 5G-health use case for a small cell-based ambulance scenario for medical video streaming
is proposed in [22]. The authors investigated the impact of small cell heterogeneous networks for
medical video streaming as an example of m-health application in the uplink direction, they introduced
an important m-health use case (i.e., an ambulance scenario) along with its system model and technical
requirements and they provided a network performance analysis for medical video sequences affected
by packet losses and different networks as a benchmark to enable researchers to test their medical video
quality evaluation algorithms. The results of the proposed scenario showed in terms of medical-QoS
key performance indicators that a mobile small cell-based ambulance scenario outperforms the
traditional macrocell network scenario.

De, D. et. al. [23] presented a scheme based on mobile cloud computing and a small cell network.
In this scheme, the data of the patient is transferred from the body sensors to the mobile device,
and then further transmitted to the small cell network. This small cell contains a database server that
verifies the normality of the data. In the case where any abnormality is detected, the data is sent to the
cloud where it can be stored and accessed by healthcare professionals in order to take proper action to
treat the patient. This small cell approach reduces the consumption cost of accessing a large amount of
data on clouds, compared to a macrocell network.

A limited number of studies have been conducted on deploying small cells in the m-health environment.
These studies mostly addressed low data rate m-health applications, such as wireless medical sensors [24].
Furthermore, the literature lacks any exploitation of small cells for high-bandwidth-demanding m-health
applications (e.g., ultrasound video streaming), which is addressed in this paper.

2.3. Content Awareness

The studies with regard to video quality assessment reveal that video content parameters are
likely to influence the evaluation of QoE, and different content types under the interaction of similar
encoder parameters and network conditions may result in varying QoE levels [25,26]. Furthermore,
the studies also show that the current video QoE prediction models are mostly content blind, that is,
rather than considering different content types (e.g., slow motion and fast motion video clips) the
prediction is based on averaging different video content types. This approach is not desirable and can
affect the QoE prediction accuracy of a particular content type [27,28].

Various QoE prediction models based on QoS impairments and encoding parameters have
been proposed in the literature [3,4,29–36]. The proposed models predicted video quality based on
the network conditions and encoding parameters only, omitting the video content characteristics.
The Anegekuh, L. et. al. [28] and Khan, A. et. al. [37] highlighted the importance of video content
type by stating that it is the second most influential factor in predicting QoE, after QoS. To establish
a content-aware QoE prediction model, the studies carried out in [37–44], extracted spatial and
temporal features from impaired video sequences. These features were then used to categorise
video sequences into groups based on their degree of movement, such as slow movement, moderate
movement and/or fast movement. Finally, the mathematical expressions of the Sum of Absolute
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Difference (SAD) were applied to predict QoE based on content classification. Likewise, the studies
carried out in [28,39,45] utilised a video codec to predict content-aware video quality, where the authors
extracted spatiotemporal features from the codec and proposed QoE evaluation frameworks based on
objective video quality assessment metrics. All these studies provide a fairly accurate estimation of
QoE considering QoS parameters, encoder settings, and video content types. However, such studies are
limited—regarding the m-health domain for ultrasound video streaming, they are almost nonexistent.
Moreover, the soundness of QoE prediction models proposed in these studies lack validation through
extensive subjective testing.

2.4. Device-awareness

In recent times, the influx of emerging devices, particularly the popularity of smartphones,
has been a major breakthrough for end-users. End-users now have the flexibility to view any video
content on their choice of device, such as laptops, tablets and smartphones, whereas earlier these
were limited to TV viewing only [46]. It is observed that subjective testing carried out on the same
video content but on different devices alters the entire viewing experience of the same video content,
leading to varying results [47]. This is due to the fact that display device characteristics, such as system
specifications (e.g., operating system), screen size, resolution, battery life and device mobility are
unique to each type of device, which impacts the subjective ratings.

With the advancement in device capabilities, end-users now expect operators and content
providers to enable the delivery of video applications with high levels of QoE anytime and anywhere,
regardless of the device being used [48,49].

The earlier research studies mainly emphasised establishing a correlation between QoE and
video acquisition, compression, network conditions, encoding methods and more recently video
content types, while disregarding the impact of device capabilities on the perceptual video quality
of end-users [50]. This disregard for the inclusion of display device features in predicting QoE has
motivated this research, and has accordingly been addressed in this paper.

As mentioned above, the impact of display device preferences for video streaming applications
has rarely been addressed in the literature, let alone in medical video streaming m-health applications.
However, some studies have contemplated whether the display device really changes the end-user’s visual
experience, affecting the subjective rating. For example, Cermak, G. et. al. [51] investigated the impact
of screen resolution on the subjective ratings. The selected screen resolutions under experiment were
QCIF (176 × 144), CIF (352 × 288), VGA (640 × 480), and HD (1920 × 1200). Another study in [52],
evaluated the quality of scalable video on handheld mobile devices, that is, a smartphone and a tablet,
with screen sizes of 4.3 inches (800 × 480) and 10.1 inches (1280 × 800), respectively. Likewise, López, J.P
et. al. [46] and Khan, A. et. al. [53] conducted subjective testing for video streaming application viewed
over multiple devices with varying screen sizes, resolutions, and operating systems (e.g., PCs, laptops,
PDAs and smartphones). In addition, the quality of a video sequence was evaluated for different bitrates
(i.e., 200 kbps and 400 kbps) encoded using H.264/AVC video codec. Rodríguez, D. et. al. [54] proposed
a subjective video quality assessment model, which included user preference as a significant parameter
in assessing visual quality for different video contents. Lately, Rehman, A. et. al. [55] went on to
explore the advantage of including display device features under various network conditions in objective
video quality assessment methods. The proposed model was called Structural Similarity Index Metric
plus (SSIMplus), and was based on a full-reference method. In a nutshell, the aforementioned studies
concluded that the end-user QoE changes with the change in display device and, hence, it is suggested
that display device characteristics be incorporated into QoE prediction frameworks. From the m-health
perspective, the available literature does not contain any prior studies that investigate the influence of
display device types and device preference on m-QoE for medical video applications.
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2.5. QoE Modelling and Prediction: A Machine Learning Approach

Recently, there has been an increasing research interest in applying AI and machine learning
methods to the development of video quality prediction models [56]. For instance, Mushtaq,
M.S. et. al. [57] experimented on using a range of machine learning algorithms to establish the effect of
QoS on QoE and formed a prediction model for cloud-based video streaming application. The authors
achieved a fair degree of prediction accuracy with all six machine learning algorithms they considered.

Similarly, Pitas, C.N. et. al. [58] presented an experimental approach using quality prediction for
mobile networks. In addition, the authors provided an empirical comparison of recent data mining
approaches for audio as well as video quality prediction. Their proposed prediction models were
generic and adaptable to various radio access network technologies with an aim to predict and enhance
end-users’ QoE.

Furthermore, Pitas, C.N. et. al. [59] proposed an Adaptive Neuro Fuzzy Inference System
(ANFIS)-based end-to-end QoS prediction model over mobile networks. The authors obtained wireless
key performance indicators, which influence the quality of the received audio and video contents.
Besides, end-user QoE was estimated by utilising fuzzy-based approaches. The authors managed to
achieve satisfactory prediction accuracy by employing their proposed methodology.

Likewise, a QoE prediction model based on two learning models is proposed in [34]. The first
learning model is an ANFIS and the second model is a nonlinear regression analysis model. Their study
showed that the two models were able to achieve a high degree of accuracy. However, both models
require further validation through more subjective assessment.

Machine learning approaches can be exploited in many ways; for example, they can be used for
classification, regression and clustering purposes [60]. In particular, the objective of regression analysis
is to find the approximation of a nonlinear function. In this paper, we adopt an MLP regressor, which is
a feedforward neural network model used to approximate any given function to a preset value.

The majority of the objective video quality assessment methods explicitly map the mathematically
computed objective values to the human visual system (HVS), which possess a nonlinear nature.
Such direct mapping can be computationally simple but often leads to incorrect and unreliable results.
On the other hand, QoE frameworks developed over machine learning algorithms avoid such direct
nonlinear mapping; rather they mimic human perceptions of impairments [61].

The QoE prediction model based on machine learning algorithms usually functions in two phases.
Firstly, the dataset of video impairments established upon feature representation is defined. Secondly,
the machine learning algorithm learns and trains itself to the behaviour of earlier defined dataset and
maps it to the QoE scores—that is, imitating the HVS. The success in imitating human perception of
machine-learning-based QoE models depends on the rigorousness of its training phase. The more
rigorously the model is trained, the higher the prediction accuracy.

3. Methodology

The methodology followed in this paper can be outlined as the prediction of m-QoE or Mean
Opinion Score (MOS) value for a given set of input variables characterised by QoS parameters, content
awareness and display device features. Figure 1 depicts the functional diagram of the proposed m-QoE
prediction model.

In Figure 1, the application QoS parameters are Peak Signal to Noise Ratio (PSNR), Structural
Similarity Index (SSIM) and video bitrate; the network QoS parameters are Packet Loss Rate (PLR),
delay and throughput; content features are the full or the subset of spatial and temporal features
extracted from the ultrasound video sequences; device features are the device-related characteristics
(e.g., screen size and resolution); and the medical video quality predictor is the MLP feedforward
neural network.
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Figure 1. Functional block diagram of proposed m-QoE model.

The methodology adopted in this paper starts with content classification of medical ultrasound
sequences (i.e., slow movement, medium movement and high movement) and content features
extraction (i.e., temporal and spatial). This is followed by dataset generation, next, the subjective
tests are carried out by medical experts over multiple devices (i.e., laptop, tablet and smartphone).
Then, the MLP neural network-based prediction model predicts m-QoE, and lastly, the device-aware
adaptive ultrasound streaming controller uses the predicted m-QoE scores at the receiving side as
a feedback to adapt the medical video content at the transmitting side.

3.1. Content Classification

For the medical ultrasound videos under consideration (given in Table 1), we chose cluster
analysis, which is a multivariate statistical analysis used to categorise these videos into classes of
similar characteristics. Cluster analysis is carried out by computing Euclidean distances, which can
be defined as the square root of the sum of two corresponding points between different features in
a video sequence [62]. This technique categorises medical ultrasound videos into classes based on the
nearest Euclidean distance. We performed cluster analysis on multiple ultrasound video sequences
and selected a video sequence that appropriately represents each category. The aforementioned
categorisation of medical ultrasound videos is illustrated in Figure 2.

Table 1. Medical video content illustration.

Ultrasound name Activity level Frames Frame rate Resolution Duration

Thyroid Slow Movement (SM) 250 30 fps 960 × 720 10 sec
Stomach Medium Movement (MM) 250 30 fps 960 × 720 10 sec

Gallbladder High Movement (HM) 250 30 fps 960 × 720 10 sec

3.1.1. Temporal Features Extraction

Temporal features represent the movement in the video sequence, denoted by the sum of absolute
difference (SAD) value. It is defined as the pixel wise sum and comparison between the reference and
measured frames, which is mathematically computed as [37]

SADn,m =
N

∑
i=1

M

∑
j=1
|Bn(i, j)− Bm(i, j)| (1)

where, Bn and Bm denote the reference and measured frames, respectively, N and M represent the size
of these frames and i and j symbolise the coordinates of the pixel.
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Figure 2. Content classification methodology.

The method to extract temporal features is through block-based motion estimation, where a macroblock
size of N × M and the degree of prediction error represent the motion vector associated with it. Furthermore,
every macroblock inside a video frame is categorised into zero prediction error, low prediction error,
medium prediction error and high prediction error, based on the degree of prediction error. For example,
the zero-motion macroblock represents zero motion features and nominal prediction error. The degree of
prediction error can be mathematically computed by means of either SAD or mean squared error (MSE)
values. These values are then compared to the threshold values.

The comparison between the motion prediction error and the threshold values aids with
identifying whether the macroblocks should be classified as zero prediction error, low prediction
error, medium prediction error or high prediction error.

Once the motion vectors are classified then the temporal features can be extracted from all the
video frames of three ultrasound video sequences using the following mathematical expressions.

FT,zero =
1
K

K

∑
k=1

Sk(zero)
M

(2)

FT,low =
1
K

K

∑
k=1

Sk(low)

M
(3)

FT,medium =
1
K

K

∑
k=1

Sk(medium)

M
(4)

FT,high =
1
K

K

∑
k=1

Sk(high)
M

(5)

where the macroblocks classified as zero prediction error, low prediction error, medium prediction
error and high prediction error in the kth video frame are denoted by Sk(zero), Sk(low), Sk(medium)

and Sk(high), respectively.
It is important to note that the motion estimation involves computational complexities; therefore,

a good practice is to select the key frames that contain the most scene changes rather than extracting
motion features from the entire video sequence. This technique contributes towards reducing the
computational complexities.



Electronics 2019, 8, 194 9 of 27

3.1.2. Spatial Features Extraction

Spatial features represent the spatial regions in the video sequence. Every macroblock inside
a video frame is categorised into four classes—flat-area, texture, fine-texture and edge. For instance,
the macroblocks categorised as ‘flat-area’ are smooth in appearance and have minimum variance
between the pixel value and its mean. Further, the macroblocks categorised as ‘texture’ have
a coarser texture in the spatial regions. The ‘fine-texture’ category falls in between the ‘flat-area’
and ‘texture’ categories, as its spatial regions are coarser than the ‘flat-area’ but finer than the ‘texture’.
Lastly, the macroblocks categorised as ‘edge’ represent the edge pixels of a frame. In addition,
the categorisation of the aforementioned classes is based on the texture masking energy (TME),
which is mathematically expressed as

Tk
E,m =

{
N

∑
i=1

N

∑
j=1

[
Ĥ(i, j)

]2[Xk
m(i, j)

]2
}1/2

(6)

where Xk
m(I, j) represents the pixel value of the mth macroblock in the kth frame and in the pixel

coordinates of (i, j), Ĥ(i, j) denotes the function of HVS sensitivity corresponding to the spatial
frequency in the pixel coordinates of (i, j). Additionally, to attain precise TME readings, it may be
necessary to divide each macroblock into sub-blocks and eventually compute the value of TME for
each of these sub-blocks.

Similar to the temporal feature extraction mentioned earlier, threshold values are set to determine
which spatial regions are categorised as ‘flat-area’, ‘texture’, ‘fine-texture’ and ‘edge’.

Once the spatial regions are categorised, then the spatial features can be extracted from all the
video frames of the three ultrasound video sequences using the following mathematical expressions.

FS, flat =
1
K

K

∑
k=1

Sk( f lat− area)
M

(7)

FS, texture =
1
K

K

∑
k=1

Sk(texture)
M

(8)

FS, f ine =
1
K

K

∑
k=1

Sk( f ine− texture)
M

(9)

FS,edge =
1
K

K

∑
k=1

Sk(edge)
M

(10)

where the macroblocks categorised as flat-area, texture, fine-texture and edge in the kth video frame
are denoted by Sk( f lat− area), Sk(texture), and Sk(edge), respectively.

3.2. Dataset Generation

The MLP neural network requires training and therefore a dataset needs to be generated
comprising all input variables and output value. Later on, this dataset is used for the validation
of the proposed m-QoE prediction model. The vital aspect of this paper is the use of small cell
(i.e., femtocell) networks to obtain the medical QoS (m-QoS) parameters in dataset generation for the
ultrasound video streaming application.

The selected medical ultrasound video sequences (as shown in Figure 3) are converted into YUV
format and encoded using H.264/AVC standard at the bitrates of 400 kbps, 500 kbps and 600 kbps.
The frame rate and resolution are kept constant at 30 fps and 960 × 720, respectively.
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Figure 3. Screenshots of ultrasound video sequences. (a) Thyroid (SM), (b) stomach (MM) and (c)
gallbladder (HM).

An LTE-Sim system level simulator [63,64] is used to transmit the ultrasound video sequences
over small cell (i.e., femtocell) networks under different network conditions. On the receiving side,
we created a crowded indoor hospital scenario surrounded by varying numbers of users generating
different background traffic. A Proportional Fair (PF) type of downlink scheduling algorithm was
chosen as it guarantees fairness as well as maintaining high throughput [65]. For the test ultrasound
video sequences, we created realistic video trace files that send packets to the LTE-Sim simulator.
The parameters used to create the simulation environment are presented in Table 2. Subsequently,
the network QoS (e.g., PLR, delay and throughput) as well as application QoS metrics (e.g., PSNR,
and SSIM) over small cell networks are obtained (refer to Table 3). These parameters formed a dataset
for the three chosen ultrasound video content types in order to facilitate the training and validation of
the MLP neural network. The pictorial representation of the dataset generation is shown in Figure 4.

Table 2. Downlink small cell (i.e., femtocell) simulation parameters.

Parameters Values

Bandwidth 5 MHz
Cell radius 10 m

Frame structure FDD
Macrocell BS power 43 dBm
Femtocell BS power 20 dBm

Maximum delay 100 ms
Video bitrate 400, 500, 600 kbps

Scheduler type Proportional Fair (PF)
Video duration 10 sec
Simulation time 30 sec

UE speed 3 km/h
Path loss/channel model Urban (Pedestrian-A propagation model)

Simulation repetitions 10
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Figure 4. Experimental setup for dataset generation.

For each encoding bitrate (i.e., 400 kbps, 500 kbps and 600 kbps) and content type (i.e., SM,
MM and HM), a total of 54 impaired ultrasound video sequences are generated for the training and
validation of the m-QoE prediction model.
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Table 3. m-QoS results over small cell network.

Ultrasound video (Thyroid-SM)

Bitrate 400 Kbps Bitrate 500 Kbps Bitrate 600 Kbps

No. of users 10 20 30 40 50 60 No. of users 10 20 30 40 50 60 No. of users 10 20 30 40 50 60
PLR (%) 0 0 0.83 7.25 10.54 14.03 PLR (%) 0 0 0.84 7.4 11.7 15.7 PLR (%) 0 0 0.86 7.6 14 16.5

Delay (ms) 8.78 17.22 25.72 30.6 33.71 37.45 Delay (ms) 9.12 17.6 26.4 31.3 34.1 37.4 Delay (ms) 9.6 18.8 28 32.8 35 38.2
Total Throughput (Mbps) 4.2 8.5 12.7 15.7 18 20.5 Throughput (Mbps) 5.2 10.4 15.5 19.4 22.8 26 Throughput (Mbps) 6.2 12.4 18.5 23.3 27.5 31.6

PSNR (dB) 37.1 36.6 34.9 30.7 27.3 24.8 PSNR (dB) 37.1 36.5 34.8 31.8 29.5 27.7 PSNR (dB) 37.1 36.4 34.4 32.2 30.8 30.2
SSIM 0.96 0.95 0.91 0.83 0.79 0.76 SSIM 0.96 0.94 0.89 0.82 0.78 0.76 SSIM 0.96 0.94 0.88 0.82 0.78 0.77

Ultrasound video (Stomach-MM)

Bitrate 400 Kbps Bitrate 500 Kbps Bitrate 600 Kbps

No. of users 10 20 30 40 50 60 No. of users 10 20 30 40 50 60 No. of users 10 20 30 40 50 60
PLR (%) 0 1 6 15 22.5 28 PLR (%) 0 1.3 6.8 16.1 23.4 28.7 PLR (%) 0 1.5 9.8 19.1 26.3 31.8

Delay (ms) 12.3 23.8 31.2 34.6 37 39.7 Delay (ms) 12.1 23.8 32.2 36.2 38.5 41.1 Delay (ms) 12.5 26.7 34.3 37.8 40.2 42.5
Total Throughput (Mbps) 4.5 8.8 12.4 14.7 16.6 18.4 Throughput (Mbps) 5.4 10.6 15.1 18 20.3 22.5 Throughput (Mbps) 6.4 12.5 17.1 20.2 22.8 25.1

PSNR (dB) 37.1 35.8 32 25.3 22.4 21.5 PSNR (dB) 37.2 35.9 32.4 26 22.9 21.8 PSNR (dB) 37.3 35.7 31.5 25.6 22.9 21.9
SSIM 0.96 0.95 0.89 0.81 0.77 0.75 SSIM 0.96 0.94 0.87 0.79 0.76 0.75 SSIM 0.97 0.93 0.85 0.78 0.76 0.75

Ultrasound video (Gallbladder-HM)

Bitrate 400 Kbps Bitrate 500 Kbps Bitrate 600 Kbps

No. of users 10 20 30 40 50 60 No. of users 10 20 30 40 50 60 No. of users 10 20 30 40 50 60
PLR (%) 0 0.37 10.9 18.3 24.2 30.6 PLR (%) 0 0.43 12.2 20.4 26 31.1 PLR (%) 0 0.46 14.6 24.1 30.8 35.5

Delay (ms) 15.6 30.6 32.3 34.8 37.4 40.5 Delay (ms) 14.4 28.5 30.8 34.1 37.9 41 Delay (ms) 13.8 27.4 31 35.8 40.7 43.5
Total Throughput (Mbps) 4.6 9.2 11.5 13.3 15 16.6 Throughput (Mbps) 5.6 11.3 14.7 17.6 20.3 22.5 Throughput (Mbps) 6.7 13.5 17.9 21.6 25 27.2

PSNR (dB) 36.9 34.7 29 24.2 22.2 21.4 PSNR (dB) 37 35.5 30.6 25 22.6 21.7 PSNR (dB) 37.1 35.7 31 25.1 22.6 21.8
SSIM 0.96 0.94 0.88 0.80 0.77 0.75 SSIM 0.96 0.93 0.86 0.79 0.76 0.75 SSIM 0.96 0.92 0.85 0.78 0.76 0.75
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3.3. Subjective Tests

The subjective tests carried out in this paper follow the ITU-T Rec.P.910 standard, which is
specifically designed for video applications. The ultrasound video sequences varying in content types
(i.e., slow motion, medium motion and high motion) were used for evaluation. These ultrasound video
sequences were compressed at encoding bitrates of 400 kbps, 500 kbps and 600 kbps and impaired
at PLR ranging from 0% to 35%. Before the start of the subjective assessment, brief training was
provided to the medical experts regarding what to expect during the assessment process, in order
to ensure a seamless running of the test. The original and impaired ultrasound video sequences
were shown to 6 medical experts (3 males and 3 females) individually on three different devices
(i.e., laptop, tablet and smartphone) in a closed room with natural ambience settings. The Absolute
Category Rating-Hidden Reference (ACR-HR) type of subjective assessment method was used to
record the MOS, which is a rating chart from 1 to 5 (refer to Table 4). It took the medical experts
approximately 20 mins to complete the subjective assessment for 54 test sequences on a single device.
A resting break of 10 minutes was given before moving on to the next device in order to reduce the
possibility of fatigue as well as to avoid the memorising effect caused by viewing the same content
repeatedly. In addition, they were given an option of replaying the ultrasound sequence in case of
any ambiguity. The entire assessment process for one medical expert took approximately 90 mins to
complete, including three resting breaks; this covered all 54 ultrasound sequences of three content types
on three devices. To attain reliable MOS scores, viewing distances of approximately 20 inches, 15 inches
and 10 inches were set for the laptop, tablet and smartphone, respectively. All three devices were
installed with a VLC media player for the viewing of the ultrasound video sequences. The brightness
was set as constant on all the devices, with sleep mode and portrait mode disabled to avoid any sort
of interruption.

Following completion of the subjective assessment, we adhered to the ITU-R BT.500-13
recommendations [66] to screen for irregularities in the MOS results. Since the subjective assessment
was performed by medical experts, no oddities were found in the MOS results. The MOS results
from all the medical experts were averaged for each content type, PLR value, and device as shown in
Figures 5–13. The analysis of the obtained MOS results can be found in the results and analysis section.

Table 4. Mean opinion score (MOS) for subjective video quality assessment.

Scale Quality Description

5 Excellent Resolution: same as original, smooth and no jitters.

4 Good Resolution: good, almost same as original, smooth. Very
few jitters.

3 Fair

Resolution: good but occasionally bad, image jitters and
breaks at periphery but is tolerable as long as region of
interest (ROI) is not affected, obvious flow discontinuity of
video due to image obstruction.

2 Poor Resolution: poor, image jitters throughout the clip. ROI is
significantly affected.

1 Bad Resolution: bad, image jitters and breaks for longer intervals
in various areas affecting ROI: not acceptable.
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Figure 5. MOS ratings for thyroid ultrasound (SM) on laptop.

Figure 6. MOS ratings for thyroid ultrasound (SM) on tablet.

Figure 7. MOS ratings for thyroid ultrasound (SM) on smartphone.
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Figure 8. MOS ratings for stomach ultrasound (MM) on laptop.

Figure 9. MOS ratings for stomach ultrasound (MM) on tablet.

Figure 10. MOS ratings for stomach ultrasound (MM) on smartphone.
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Figure 11. MOS ratings for gallbladder ultrasound (HM) on laptop.

Figure 12. MOS ratings for gallbladder ultrasound (HM) on tablet.

Figure 13. MOS ratings for stomach ultrasound (MM) on smartphone.

3.4. Medical QoE Prediction Model: MLP Neural Network Approach

In general, neural networks can be characterised into several categories, depending on the type of
application they are used for. In practice, they are commonly utilised in pattern recognition applications,
curve fitting problems, approximation of nonlinear functions and self-organising networks [60],
to name just a few. The motive behind selecting MLP was its ability to establish a nonlinear relationship
between input variables (e.g., m-QoS, content features and display device characteristics) and resultant
scores (e.g., m-QoE) as well as its predictive efficiency in solving computational tasks for a large
training dataset [67]. The structure of the three-layer MLP neural network-based m-QoE prediction
model is depicted in Figure 14.



Electronics 2019, 8, 194 17 of 27

Figure 14. Proposed multilayer perception (MLP) neural network framework.

3.4.1. Construction of Feature Vectors

In this research work, the MLP feedforward neural network is formed of three perceptron layers,
namely the input layer, the hidden layer and the output layer, which consist of 15 neurons, 30 neurons
and one neuron, respectively. The number of neurons in the input layer represents input variables,
whereas a single neuron in the output layer represents the predicted output value (i.e., m-QoE).
The hidden layer performs computational tasks and is used for cross validation of the prediction
model, which is further comprised of two hidden units. One unit is used for training while the other is
used for validation. The 15 dimensional input variables and a single output value used in the proposed
m-QoE prediction model are given in Table 5.

Table 5. Input and output parameters.

Input Variables

Device characteristics Screen size, Resolution

Content features
Temporal Slow movement, Medium

Movement, High movement

Spatial Flat-area, Texture,
Fine-texture, Edge

Application QoS PSNR, SSIM, Bitrate

Network QoS PLR, Delay, Throughput

Output Value

m-QoE Predicted MOS

After forming the feature vectors, the next step is to construct the training dataset; this is achieved
by employing an appropriate mapping function, which maps the input variables to the output value.
Since the relationship between the input variables and the resultant m-QoE is nonlinear, a nonlinear
type of mapping function is chosen. Besides, nonlinear mapping functions are proven to provide better
correlation than linear ones. There are several mapping functions available for nonlinear mapping,
such as logistic, logarithmic, truncated exponential, power and cubic functions [68]. In our case,
we used a truncated exponential mapping function to generate the training dataset, for the reason that
this type of nonlinear mapping function is computationally amendable, efficient and less complex than
the aforementioned. However, its performance capability is almost the same as that of the others.

3.4.2. Training of MLP Neural Network

Once the training dataset is constructed then the MLP neural network is ready to be trained for
m-QoE prediction through nonlinear regression. The training process is carried out for all the possible
combinations between the training dataset and their corresponding output value(s). We used half
of the dataset for training and the remaining half for validation and testing. The reason behind this
division is to avoid overlearning or overfitting (which leads to losing the generalisation capabilities of
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the neural network) which can occur when using a previously seen dataset. Therefore, the data used
in the training phase should not be used in the validation and/or testing phases of the neural network.

The prediction accuracy of the training phase is analysed by comparing the error values between
the subjective m-QoE and the predicted m-QoE. Subsequently, the weights and biases are assigned
to ensure maximum performance optimisation of the MLP neural network. In order to find the
weights and biases, training algorithms are used, which are gradient-based optimisation algorithms.
There is an array of gradient-based training algorithms to choose from, ranging from less complicated
gradient descent algorithms to the complex Levenberg–Marquardt algorithm [69]. We selected a scaled
conjugate gradient algorithm based on its speed, memory efficiency, and suitability for all sizes of
neural networks.

The performance of the training stage is usually measured by the sum of error squares (SSE), mean
squared error (MSE), or absolute error (AE). We opted for MSE because it yields a better performance
measurement when compared to SSE and AE [67].

The convergence was remarkably fast since it was an offline processing. A total of 13 epochs are
recorded, where an epoch represents one complete scan/iteration of the training dataset. For example,
in the case of the 54 impaired ultrasound sequences in the training dataset, each epoch represented
a full scan of those 54 video sequences. For each epoch, the MLP neural network produced an output
(predicted MOS), which is then compared to the subjective MOS results. This comparison produced
an error (i.e., MSE), which formed the basis for adjusting the MLP neural network weights to the
optimal value. In the subsequent epochs, the order of the training dataset is randomly changed and
the process is repeated. A performance metric is obtained for each epoch until the value of MSE is
minimised. Figure 15 shows the goodness of fit graphs for the training, testing and validation phases,
where the goodness of fit (R) for all three phases is measured at 0.86. This implies that the closer the
value of R is to 1, the better the MLP is trained.

Figure 15. Goodness of fit for training, validation and testing data.

3.4.3. Predicted MOS scores

Following the training of the proposed m-QoE model, its prediction accuracy was validated
through subjective ratings obtained from medical experts. The trained and validated proposed
machine learning model can be considered as a multidimensional function predictor that maps any set
of unseen input variables into a quality score or a MOS value for any video sequence.
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The correlation graphs in Figures 16–19 represent the subjective MOS and the predicated MOS,
for laptop, tablet, smartphone and overall MOS, respectively. The graphs indicate that a high degree of
correlation is achieved between predicted and subjective MOS. The prediction accuracy of the proposed
prediction model is measured in terms of the correlation coefficient R2 (92.2%) and RMSE (0.109),
which implies that the MLP neural network-based m-QoE prediction model succeeds in learning and
imitating the visual perception of medical experts.

Figure 16. Subjective MOS vs. predicted MOS for laptop.

Figure 17. Subjective MOS vs. predicted MOS for tablet.

Figure 18. Subjective MOS vs. predicted MOS for smartphone.
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Figure 19. Subjective MOS vs. predicted MOS for all devices.

3.5. Device-Aware Adaptive Ultrasound Streaming

Device-aware systems refer to those systems that provide information to the requesting device in
a format that is suitable to the device type. In order to achieve this, device-aware systems send
information request to the device, which in turn detect the device type based on the feedback
information request message. Hence, this helps in adapting the content for appropriate presentation
on the detected device type without user interaction, which leads to an enhanced user experience [70].

As shown in Figure 20 below, the architecture of the device-aware system used in this paper
consists of three layers:

Figure 20. Device-aware system architecture.

(1) Sensing layer

The sensing layer acquires information about the end user’s device, such as screen size, device
resolution, operating system, etc. This is achieved by sending request message to the device being
used. The device responds back through a message, which is fed back into the device-aware system.

(2) Processing layer

As the name suggests, the processing layer processes all the acquired information and create
multiple versions of the video content by encoding and decoding the videos suitable for the device type.
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(3) Action layer

The action layer is the final decision-maker in the hierarchy that assigns the appropriate version of
the video content to the requesting device and transmits the video from the adaptive video streaming
server to the end user’s device.

The aforementioned layers form a cycle, which needs to be repeated every time a new device
is detected.

Furthermore, one of the objectives of this work is to exploit the m-QoE prediction model in order
to optimise the end-to-end video quality experienced by medical experts. Therefore, we propose
an adaptive controller that uses the predicted m-QoE scores at the receiving side as feedback to adapt
the content at the transmitting side. To carry out this experiment, we set up a simulation scenario
that includes a scalable video streaming server at the hospital, which stores and serves multiple
versions of the same ultrasound video content at different encoding bitrates (i.e., 400 kbps, 500 kbps
and 600 kbps) for different devices. The adaptive controller monitors the predicted MOS values at
predefined time intervals. We used 1 second as the measurement interval, which means that at every
1 second the predicted MOS value, along with the PLR and device characteristics (e.g., screen size
and resolution), are obtained. If the predicted MOS value drops lower than the predefined threshold
value, which is set at 3.7, then this information is fed back to the scalable video streaming server.
The scalable video streaming server changes the same content to a different version with a lower bitrate
suitable for the device being used. Therefore, the predicted MOS in the next measurement interval
is expected to increase. In this way, the predicted MOS, along with the viewing device information,
can optimise the video quality by continuously monitoring the predicted MOS and subsequently
changing the content version for either the viewing device or when the MOS falls below the threshold
value. Hence, device-aware adaptive streaming can provide a better diagnostic experience to medical
experts. Figure 21 shows the adaptive video streaming simulation blocks and Figure 22 shows the
MOS values corresponding to the PLR with and without the adaptive mechanism. It can be observed
that until time instance 10, the PLR is below 1% and the predicted MOS is 3.8, which is above the
threshold value of 3.7, therefore no adaptation is enforced. However, at time instance 10, the PLR
reaches 6% and the corresponding predicted MOS value falls to 3.6, which is below the threshold value.
Thus, this information triggers the adaptive mechanism and at the next time instance the predicted
MOS increases to 3.9.

Figure 21. Adaptive video streaming simulation blocks.
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Figure 22. Device-aware adaptive streaming.

4. Results and Analysis

In this section, we present the analysis of the proposed MLP neural network-based m-QoE
prediction model over small cell (i.e., femtocell) networks for ultrasound video streaming
m-health application.

To study the impact of m-QoS, content classification and the display device characteristics on
m-QoE, we created a heterogeneous indoor hospital scenario including a macrocell with several
randomly distributed small cells. A simulation on an LTE-Sim system level simulator is carried out for
a medical ultrasound video streaming application, increasing the number of both macrocell and small
cell users. To replicate a realistic environment, background traffic is generated, where a medical expert
is streaming ultrasound video sequences. Three different ultrasound video sequences are selected,
varying in content type, namely thyroid, stomach and gallbladder; these are then categorised into
classes based on their spatiotemporal features.

From the obtained results, we established that a small cell network, compared to a traditional
macrocell network, remarkably improves m-QoS and m-QoE, leading to a more reliable and accurate
diagnosis of medical ultrasound videos delivered over error-prone wireless networks. Furthermore,
we found that the influential parameters that affect m-QoE are m-QoS, content type and display
device characteristics. These therefore need to be considered when designing a robust m-QoE
prediction model. The m-QoS analysis showed that the KPIs are quite dependent on the spatiotemporal
variations in the content. For instance, the slow-movement (thyroid) ultrasound video sequence gave
better m-QoS results, followed by the medium-movement (stomach) video sequence and then the
high-movement (gallbladder) video sequence. This is because with higher spatiotemporal complexities,
the loss of information could be higher, leading to a greater impact on the QoS. The most significant KPI
in the medical video streaming application is the PLR, which highly influences the degree of satisfaction
or annoyance in the m-QoE prediction model. In addition, we observed that the MOS increases with
the increase in bitrate – that is, when there is no packet loss. However, in our study, increasing
bitrates leads to higher PLR values, which in turn lowers the MOS ratings. Furthermore, the subjective
assessment by medical experts revealed that the MOS ratings are highly content dependent as the scores
given to the slow-movement (thyroid) ultrasound test videos are better than the medium-movement
(stomach) followed by the high-movement (gallbladder) sequences. This is because humans tend to
overlook minor impairments in low spatiotemporal videos more than in video sequences with high
spatiotemporal variations. Moreover, in this study, the influence of display device characteristics
(e.g., screen size and screen resolution) on the medical experts’ MOS ratings illustrated that the
PLR values greater than 8%, 10% and 12% on laptops, tablets and smartphones, respectively, are
not clinically favourable for the diagnosis of the small cell ultrasound video streaming scenario.



Electronics 2019, 8, 194 23 of 27

This implies that the smaller the screen size and screen resolution, the better the MOS results, as we
found that the medical experts were more tolerant towards impaired ultrasound video sequences
viewed on smartphones and preferred using them for diagnostics over the tablet and laptop for
increasing PLR values. Therefore, an m-QoE prediction model must consider the display device
characteristics when determining the end-user QoE.

In this paper, in addition to the m-QoE prediction model, we also proposed an adaptive video
streaming controller to optimise predicted MOS values. This comprises a scalable video streaming
server, which must be aware of the display device being used and must have multiple versions of the
video content at different encoding bitrates. We found that decreasing the encoding bitrate resulted
in reducing the PLR in the access network. Decreasing the encoding bitrate does not guarantee
an excellent viewing experience, but at the same time it does not significantly affect the diagnostic
visual quality.

The results showed that the appropriate version of the content transmitted to the receiver based
on the feedback received about the predicted MOS and display device features can certainly help to
maintain the m-QoE above the minimum diagnostically acceptable threshold value.

In conclusion, the underlying wireless communication platform has a major impact on m-QoS,
which is the main influencing factor in predicting m-QoE. We established in [14] that the use of
small cell networks is an innovative solution to enhance m-QoS for m-health end-users. Furthermore,
when compared to the existing macrocell scenario, a small cell scenario for medical ultrasound video
streaming outperforms it in terms of PLR, delay, and throughput. This contrast was also visually
noticed in impaired ultrasound sequences, where the PLR values over traditional macrocell networks
resulted in constant frame freezing and loss of entire GOPs.

The proposed m-QoE prediction model can achieve a high degree of correlation with subjective
testing as long as the appropriate QoE influencing factors are precisely selected. In addition,
the proposed adaptive video streaming controller performed well with the network conditions, content,
and display device features and adapted predicted m-QoE, maintaining the diagnostic quality.

5. Conclusion

In this paper, we have presented a proposed m-QoE prediction model based on MLP neural
network for ultrasound video streaming m-health application. The proposed prediction model utilises
small cell networks as an end-to-end communication platform and takes into account encoding bitrates,
m-QoS parameters for different content types of ultrasound videos and display device characteristics.
The proposed model was trained for an unseen dataset and validated through subjective tests (MOS) by
medical experts on three types of display devices (i.e., laptop, tablet and smartphone). The prediction
accuracy of the proposed model was calculated in terms of the correlation coefficient (R2) and RMSE,
which were measured as 92.2% and 0.109, respectively. These results showed that it is possible to
achieve high prediction accuracy with the right combination of appropriate parameters. In addition,
we found that the prediction accuracy is highly dependent on how well the dataset in the neural
network is trained. Furthermore, we proposed a device-aware adaptive streaming controller that uses
the MLP neural network predicted MOS, the encoding bitrates and display device characteristics as
feedback to improve the end-to-end video quality for m-health end-users. Such an adaptive mechanism
is beneficial when the predicted MOS falls below the minimum acceptable value. We can infer that MLP
neural network succeeds in predicting m-QoE close to human visual perception without continuous
end-user engagement and can be easily adapted in any wireless communication systems, from exiting
4G networks to the future 5G networks. In conclusion, the advent of innovative wireless solutions
such as small cells will transform m-health systems, be it any service or application. In the case of
medical video streaming applications, the use of small cells offers improved m-QoS, leading towards
enhanced m-QoE for m-health users, which complements our objective of proposing an m-QoE
framework that not only excels in predicting subjective m-QoE but also optimises predicted m-QoE for
diagnostic precision.
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