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Abstract: The paper considers the problem of parameter identification of the surface mounted
permanent magnet synchronous motor (SPMSM) with pulse width modulated (PWM) inverter in the
presence of dead time of power switches and other nonlinear distortions. Parameter identification of
the SPMSM is required for the tuning of the torque control loop, because in some cases, the exact
values of phase resistances and inductances are not known. In the absence of nonlinear disturbances,
the problem of SPMSM parameters estimation is not difficult. The influence of the dead-time effect,
back electromotive force and measurements noise introduces distortions in experimental output
data sets, which leads to incorrect parameter estimation. Thus, there is a need to develop new
designs of identification experiments and methods of processing of the experimental data. A detailed
mathematical model of SPMSM with a PWM inverter in the presence of dead-time effect is considered
in the paper. The negative influence of the dead-time effect on the results of parameter estimation
is shown. A modified technique of parameter identification of SPMSM based on the estimation
of frequency response function is proposed. The applied design of identification experiments, the
type of excitation input signal, and methods of data processing allow us to minimize the influence
of nonlinear disturbances and to reduce the variance of estimation of frequency response function.
These features provide a high performance of SPMSM parameters estimation.

Keywords: parameter identification; frequency response function; dead-time effect; permanent
magnet synchronous motor; PWM inverter

1. Introduction

Permanent magnet synchronous motors (PMSM) are widely used in adjustable-speed electric
drives. One of the important applications of the PMSM are high-precision direct drive servo systems.
The advantages and disadvantages of using the PMSM in such systems are described in many scientific
works, for example [1–5]. Effective torque control of the PMSM under different operating conditions
remains an important scientific task [6–9].

Different strategies and approaches to the synthesis of the current (torque) control loop for the
PMSM have been developed and researched. A classic and quite effective solution is the use of a linear
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or modified proportional–integral controller [8,10–12]. The most known techniques for tuning the
current (torque) control loop require knowledge of the electrical parameters of the PMSM, particularly
the phase resistances and inductances. However, in many practical cases the electrical parameters
of the PMSM can be unknown. The paper is devoted to the problem of identification of electrical
parameters of the surface mounted PMSM (SPMSM) in the presence of distortions associated with the
nonlinearity of the power converter.

Control of the PMSM is provided by the DC-AC semiconductor converter with pulse width
modulation (PWM). Field-effect transistors or insulated gate bipolar transistors (IGBT) are used as
switching devices. These devices have finite switching times, so engineers introduce a delay in the
switching of transistors which are installed in the same phase. This delay, called dead time, is necessary
to prevent the simultaneous switching on of two transistors in the same phase of the PWM inverter,
resulting in a short circuit in the phase. During the dead time, the voltage in the corresponding phase
is determined by the direction of current [13,14]. Dead-time and voltage drops across the switching
devices cause distortions of the inverter’s output voltage, which are called the dead time effect.

Distortion of the inverter output voltages leads to distortion of phase currents of the PMSM and
the appearance of torque ripples. Main approaches which are used to reduce the negative effects
caused by the dead time effect are follows:

• change of the PWM inverter design or switch control algorithms [15,16];
• application of modified control algorithms to reduce torque ripples, including repetitive,

iterative-learning or self-tuning controllers [17–19];
• compensation of the dead-time effect using its mathematical models [14,20–22].

The problem of the parameter identification of the PMSM is quite widely described in the
scientific literature, for example [23–27]. In most cases, numerical estimation models such as ARX
(autoregressive extra input), ARMA (autoregressive moving average), OE (output error) and others
based on experimental data in the time domain are used to estimate parameters of the SPMSM.
Experimental parameter identification of the PMSM is complicated by the influence of distortions
such as torque ripples, back electromotive force (back emf) and cross-coupling of currents in the dq
coordinate model. There are effective techniques of parameter identification that take into account the
influence of back emf and the cross-coupling of currents [23,25,28]. Modified numerical estimation
algorithms are proposed in [26,29].

However, the influence of the dead time effect on identification results is not considered in most
works [13,22]. In the previous paper [13], part of the author’s team in this paper proposed a new
method of parameter identification based on the use of modified mathematical model of the SPMSM
with a PWM inverter in the presence of the dead time effect.

The parameters of the transfer function can also be obtained from the experimental frequency
response function (FRF) [30,31]. For this purpose, different graphical and numerical estimation
methods [31–36] can be used. Parameter estimation by FRF is performed on much smaller data sets
than in the case of time series, which reduces the operating time of algorithms and in many cases
provides better accuracy of estimation [33,35,37].

The use of noisy or distorted data sets to estimate structure and parameters of the transfer functions
can lead to big variance of the estimated FRF and incorrect parameter estimation results. To reduce
the variance of estimated FRF, various methods of spectral analysis can be used, such as the modified
Welch periodogram method [31,38], the Blackman–Tukey method [39], and the transient response
estimation [33].

In addition, there are the zero-order hold effect, and computational and measurement delays
in the digital control system of the PMSM. The delay value is usually assumed to be equal to one or
two sampling periods of the control system [40]. The presence of delay should be considered during
identification in time domain and does not affect the identification in the frequency domain. The effect
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of zero order hold leads to distortions of the transfer coefficient at high frequencies close to the Nyquist
frequency, which should be considered during identification in the frequency domain [40,41].

This paper proposes a more generalized approach to solving this problem, which does not require
the use of complex analytical models of numerical parameter estimation and is based on the estimation
of the experimental FRF of the PMSM with PWM inverter. The paper deals with high-precision servo
drive systems equipped with rotor position sensors (encoders).

Our paper is organized as follows: In Section 2, the mathematical model of the SPMSM with the
PWM inverter in the presence of the dead time effect is described. In Section 3, the negative influence
of dead time on the results of parameter identification of the SPMSM is shown. In Section 4, a modified
technique of parameter identification of the SPMSM is proposed, the choice of the experiment design,
the excitation input signal and the method of data processing are described. The discussion and
conclusions are presented in Section 5. All numerical examples given in the paper were implemented
in MATLAB 2015a.

2. Mathematical Model of a SPMSM with a PWM Inverter

2.1. Mathematical Model of a SPMSM with an Ideal PWM Inverter

The system of differential equations for phase currents that describes the mathematical model of
three-phase SPMSM with the PWM inverter can be written as follows [13]:

(
Ra + La

d
dt

)
ia(t) = u0(t) ·KU · sin(pα(t)) + ea(t),(

Rb + Lb
d
dt

)
ib(t) = u0(t) ·KU · sin(pα(t) − 2π

3 ) + eb(t),(
Rc + Lc

d
dt

)
ic(t) = u0(t) ·KU · sin(pα(t) + 2π

3 ) + ec(t),

M(t) = − (ea(t)ia(t)+eb(t)ib(t)+ec(t)ic(t))
ω(t) ,

(1)

where Ra, Rb, Rc are phases electrical resistances of three-phase SPMSM; La, Lb, Lc are phases inductances
of three-phase SPMSM; ea(t), eb(t), ec(t) are back emfs which are induced in the phases of SPMSM
during the rotation, u0(t) is the generalized control signal, which is changed in the range [–1; 1], ω(t) is
the angular velocity of the SPMSM; α(t) is the angle of rotation of the SPMSM, KU = UDC/2 in case
of sinusoidal PWM, and KU = UDC/

√
3 in case of sinusoidal PWM with third harmonic injection or

space vector PWM. If windings of the stator are close to a symmetric and balanced three-phase system,
the difference between electrical resistances and inductances in the SPMSM phases can be neglected:
Ra = Rb = Rc = R and La = Lb = Lc = L.

If the currents in the phases of the SPMSM and corresponding back emfs have the following
sinusoidal forms:

ia(t) = Im sin(pα(t) +ψ),
ib(t) = Im sin(pα(t) +ψ+ 2π

3 ),
ic(t) = Im sin(pα(t) +ψ− 2π

3 ),


ea(t) = −ceω(t) sin(pα(t)),
eb(t) = −ceω(t) sin(pα(t) + 2π

3 ),
ec(t) = −ceω(t) sin(pα(t) − 2π

3 ),
(2)

the torque M(t) will not depend on the angle of rotation of the SPMSM:

M(t) = 1.5ceIm cos(ψ), (3)

where ce is the back emf constant, and ψ is the angle between the rotor’s angular position and the
actual position of the rotor’s magnetic axis. The desired value of the torque M(t) can be achieved by
varying the values of Im and ψ. The maximum torque per ampere is reached when ψ = 0, and the
torque is equal to zero when ψ = ±π/2.



Electronics 2019, 8, 1200 4 of 19

Typically, in electric drives, the torque M(t) is not directly measured. However, the measured
phase currents ia(t) ib(t) ic(t) can be used to estimate M(t). Here we introduce the term for the generalized
current i0(t) that is calculated as follows:

i0(t) =
2
3

(
ia(t) sin(pα(t)) + ib(t) sin(pα(t) +

2π
3
) + ic(t) sin(pα(t) −

2π
3
)
)
. (4)

Then Equation (3) for the torque M(t) takes the following form:

M(t) = 1.5cei0(t),

From Equations (1), (2) and (4), the following differential equation for the generalized current i0(t)
can be obtained:

Te
d(i0(t))

dt
+ i0(t) =

1
R
(KUu0(t) − ceω(t)) − Tepω(t) · Im sin(ψ),

where Te is the electrical time constant of the SPMSM.
The mathematical model of three-phase SPMSM with PWM inverter in dq coordinate system has

the following form [10]: 
(
1 + Te

d
dt

)
id(t) =

KU
R ud(t) + Tepω(t)iq(t),(

1 + Te
d
dt

)
iq(t) =

KU
R uq(t) − Tepω(t)id(t) −

ceω(t)
R ,

M(t) = 1.5ceiq(t),

where ud(t) and uq(t) are control signals for d and q components, which are changed in the range [–1; 1],
currents id(t) and iq(t) are expressed as follows: id(t) = 2

√
3

(
ia(t) sin(pα(t) + π

3 ) + ib(t) sin(pα(t))
)
,

iq(t) = 2
√

3

(
ia(t) cos(pα(t) + π

3 ) + ib(t) cos(pα(t))
)
.

In this case, phase voltages of the SPMSM can be expressed using ud(t) and uq(t) as follows:
ua(t) = KU

(
ud(t) cos(pα(t)) − uq(t) sin(pα(t))

)
,

ub(t) = KU
(
ud(t) cos(pα(t) − 2π

3 ) − uq(t) sin(pα(t) − 2π
3 )

)
,

uc(t) = −(ua(t) + ub(t)).

If the stator phase currents of the SPMSM correspond to Equation (2), currents id(t) and iq(t) are
expressed as follows: {

id = Im sinψ
iq = Im cosψ

The desired value of the torque M(t) can be achieved varying the values of Im and ψ, which is
similar to the mathematical model of the SPMSM for phase currents.

2.2. Mathematical Model of a SPMSM with PWM Inverter in the Presence of the Dead-Time Effect.

The relative switch-on delay τ is defined as the ratio of dead time tdead to PWM switching time Tsw:

τ =
tdead
Tsw

During the dead time, the phase voltage is determined by the direction of the current as shown
in Figure 1. The output voltage of the inverter’s phase is also distorted by the voltage drop across
the switching devices. When the difference between the voltage drop across the switching devices in
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the positive and negative directions of current can be neglected, the phase’s electric potential, can be
written as follows:

ϕav =
(
γh −

1
2
− τ · sign(i)

)
UDC − ∆uconstsign(i).

where i is the current in the corresponding phase of the SPMSM, ∆uconst is the voltage drop across the
switching devices.
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Figure 1. The direction of the current during the dead-time in one phase of the three-phase pulse width
modulated (PWM) inverter.

Phase voltage distortions of the PWM inverter caused by dead-time effect and voltage drop across
the switching devices can be expressed as follows:

∆Ua(t) = (∆uconst + τUDC)sign(ia(t)),
∆Ub(t) = (∆uconst + τUDC)sign(ib(t)),
∆Uc(t) = (∆uconst + τUDC)sign(ic(t)).

The system of equations for the SPMSM phase currents in the presence of dead time can be written
as follows [13]: 

(ϕa(t) − ∆Ua(t)) − (ϕs(t) − ∆Uc(t)) =

= (2ia(t) + ib(t))R− (ea(t) − ec(t)) + L d(2ia(t)+ib(t))
dt ,

(ϕb(t) − ∆Ub(t)) − (ϕs(t) − ∆Uc(t)) =

= (2ib(t) + ia(t))R− (eb(t) − ec(t)) + L d(2ib(t)+ia(t))
dt ,

ia(t) + ib(t) + ic(t) = 0,

(5)

where ϕa, ϕb, ϕc are average electric potentials of the phases of PWM inverter for the period
of switching.

An example of phase current distortion and SPMSM torque distortion caused by the dead-time
effect is shown in Figure 2.

In the case when sinusoidal PWM, with a third harmonic injection is used, the differential equation
for the generalized current i0(t), in the presence of the dead-time effect and voltage drop on the power
switches, is expressed as follows:

Te
d(i0(t))

dt
+ i0(t) =

UDC − 2uconst
√

3R
u0(t) −

ceω(t)
R
− finv(t), (6)

where the disturbance function finv(t) has the followed form:

finv(t) = 1
R

(
2
3τ(UDC − 2uconst) (sin(pα(t))sign(ia(t))+

+ sin(pα(t) + 2π
3 )sign(ib(t)) + sin(pα(t) − 2π

3 )sign(ic(t))
))

.
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Figure 2. Phase current distortion and surface mounted permanent magnet synchronous motor
(SPMSM) torque distortion caused by the dead-time of the PWM inverter: (a) the current in one phase
of the SPMSM with an ideal PWM inverter (IA) and the current in corresponding phase of the SPMSM
in presence of dead-time (IA_dt), (b) the SMPM torque in the system with an ideal PWM inverter (M)
and in a system with an PWM inverter with dead-time (Mdt).

Differential equations for the currents id(t) and iq(t), in the presence of the dead-time effect and
voltage drop on the power switches, are expressed as follows:(

1 + Te
d
dt

)
id(t) =

UDC−2uconst
√

3R
ud(t) + fd(t),(

1 + Te
d
dt

)
iq(t) =

UDC−2uconst
√

3R
uq(t) + fq(t).

(7)

where disturbance functions fd(t) and fq(t) have the followed forms:

fd(t) =
pω(t)L

R iq(t) +
2τ(UDC−2uconst)

√
3R

(
sin(pα+ π

3 ) sign(ia(t))+

+ sin(pα)sign(ib(t)) − 1
√

3
sin(pα+ π

6 )(sign(ia(t)) + sign(ib(t)) + sign(ic(t)))
)
,

fq(t) = −
pω(t)L

R id(t) +
2τ(UDC−2uconst)

√
3R

(
sign(ia(t)) cos(pα+ π

3 )+

+sign(ib(t)) cos(pα) − 1
√

3
cos(pα+ π

6 )(sign(ia) + sign(ib) + sign(ic))
)
−

pω(t)Ψ
R .

It is obvious from the Equations (6) and (7), that the linear transfer functions from u0(s) to i0(s),
from uq(s) to iq(s) and ud(s) to id(s) are equal and are expressed as follows:

Winv(s) =
i0(s)
u0(s)

=
iq(s)
uq(s)

=
id(s)
ud(s)

=
Kinv

Tes + 1
, (8)

where Kinv = KU/R.
The transfer Function (8) can be rewritten considering the computational and measurement delays:

Winv(s) = exp(−tdels)
Kinv

Tes + 1
,

where tdel is the total delay.
It is necessary to identify the parameters Kinv and Te for tuning the current (torque) loop no matter

what kind of mathematical model (for phase currents or in dq coordinates) is used.
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3. The Problem of Parameter Identification of SPMSM with a PWM Inverter

The linear transfer function of the SPMSM with the PWM inverter (8) is a first order transfer
function, so numerical methods of parameter estimation can be easily used, at first glance. In such
cases the meander of the generalized voltage u0 can be used as excitation input signal.

Consider the parameter identification of controlled plant (6) with the transfer function (8)
by the transient response. If the generalized voltage u0 is constant during the measurement and
the measurement periods are also constant, the following equation can be written for the ideal
PWM inverter:

i0(t + ∆t) = (i0(t) −Kinvu0(t)) exp(−
∆t
Te

) −Kinvu0(t) (9)

or
i0(t + ∆t) = K1i0(t) + K2u0(t), (10)

where
K1 = exp(−∆t

Te
),

K2 = Kinv(1−K1).

Equation (10) can be rewritten in following form for n—measurements with period Td:

Y = H ·X, (11)

where
Y =

[
i0(2 · Td) i0(3 · Td) . . . i0(n · Td)

]T
,

H =


i0(Td)

i0(2 · Td)
...

i0((n− 1)Td)

u0(Td)

u0(2 · Td)
...

u0((n− 1)Td)

, X =
[

K1 K2
]
.

The last equations can be rewritten considering delay tdel = kTd as follows:

Y =
[

i0((2 + k) · Td) i0((3 + k) · Td) . . . i0(n · Td)
]T

,

H =


i0((1 + k) · Td)

i0((2 + k) · Td)
...

i0((n− 1)Td)

u0(Td)

u0(2 · Td)
...

u0((n− 1− k)Td)

, X =
[

K1 K2
]
.

Using the least squares method, coefficients K1 and K2 are calculated as follows:

X = (HTH)
−1

HTY (12)

and the unknown parameters Te and Kinv are calculated according to the Equation (10):

T̂e = −
∆t

ln(K1)
,

K̂inv = K2
1−K1

.
(13)

Numerical parameter estimation based on time-series data of generalized current i0 and generalized
voltage u0 can also be performed using other standard algorithms of numerical estimation (recursive
least square method, output error method, predictive error method, autoregressive models and others),
which are implemented by standard functions of MATLAB, such as pem(), oe(), arx(), tfest() and others.

On the other hand, the parameters of the transfer function can be obtained by analyzing the data
in the frequency domain. In this case, the experimental FRF is estimated at first and then parameters of
the transfer function are estimated by the FRF. The evaluation of the transfer function parameters by
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the FRF can be performed, for example, using the standard MATLAB function tfest(). The common
and efficient method for experimental data processing using frequency domain analysis is the discrete
Fourier transform, which can be expressed as follows:

X( f ) =
N−1∑
n=0

xn exp(− j · 2π · f · n · Td), (14)

where xn = x(nTd), Td is the sampling interval, N is the number of experimental data points.
The simplest method for the FRF estimation is empirical estimation, which estimates the FRF

by taking the Fourier transforms of the output signal y(t) and the input signal u(t). In this case, the
estimation is expressed by the following equation:

ĜN( f ) =

N−1∑
n=0

yn exp(− j · 2π · f · n · Td)

N−1∑
n=0

un exp(− j · 2π · f · n · Td)

, (15)

where un is input data set, yn is output data set.
Accuracy of estimation of the FRF can be calculated as a standard error as follows:

εest =
1
N

N∑
n=1

∣∣∣G( fn) − Ĝ( fn)
∣∣∣2,

where G(fn) is the reference FRF.
The most suitable type of the input signal for experimental identification of the FRF is a sinusoidal

signal with variable frequency (chirp signal) [33,36]. The chirp signal with linear modulated frequency
has the following form:

u1(t) = Am · sin( fi(t)),
fi(t) = f0 + βt,
β =

f1− f0
t1

,

where Am is the amplitude of the signal, f 0 is the initial frequency, f 1 is the final frequency.
The frequency f 0 is selected as the lowest frequency of the operating frequency range, f 1 is selected

as the highest frequency of the operating frequency range, but not more than the half of the sampling
frequency of the control system.

The parameter identification of the mathematical model of the SPMSM with PWM inverter in the
presence of dead time effect is considered as a numerical example. The transfer function of considered
system is follows:

Winv(s) =
i0(s)
u0(s)

= exp(−0.002s)
32

0.0067s + 1
, (16)

The mathematical model of the form (5) designed in MATLAB/Simulink is used for the research.
Parameters of the simulated electric drive system are presented in Table 1.
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Table 1. Parameters of the simulated electric drive system.

Parameter Unit of Measurement Value

Phase inductance, L mH 10
Phase resistance, R Ohm 1.5

Back emf constant, ce V/(rad/s) 14.4
DC link voltage, UDC V 96

Number of pole pairs, p 48
Dead time, tdead µs 3

PWM switching time, Tsw µs 100

Figure 3 shows the results of Kinv and Te estimation based on experimental data in the time domain
and frequency domain depending on the amplitude of the generalized voltage u0 (meander or chirp).
Unsatisfactory results of the estimation are explained by the dead time effect, which, as it follows from
Equations (6) and (7) appears at the change of the currents direction. In addition, it is necessary to
limit the uncontrolled rotation of the electric drive during the identification experiment.
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Figure 3. Results of Kinv and Te estimation without taking into account the dead time effect: (a) Kinv_1 is
a real value of the parameter, Kinv_2 is the value estimated by the data in time domain, Kinv_3 is the value
estimated by the data in frequency domain, (b) Te_1 is a real value of the parameter, Te_2 is the value
estimated by the data in time domain, Te_3 is the value estimated by the data in frequency domain.

Figure 3 also shows that the accuracy of the estimation increases with the increase in the amplitude
of the generalized voltage u0. In electric drive systems, the allowed amplitude of u0 is often limited by
the maximum allowed current of SPMSM phases. Thus, described estimation technique can not lead
to satisfactory results.

In the case of some inaccuracies in SPMSM parameters estimation, significant overshoot may
appear in the closed current (torque) loop. This can cause the overcurrent the SPMSM and activation of
overcurrent protection in electric drive. An example of the step response of the closed current (torque)
loop with the linear digital proportional-integral controller is shown in Figure 4. The desired transfer
function of the closed current (torque) loop is expressed as follows:

Wt(s) =
i0(s)

i0_re f (s)
=

1
TTs + 1

,

where i0_ref is the reference value of the generalized current i0, and TT is the desired time constant of
the closed current (torque) loop.
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The transfer function and coefficients of the digital proportional-integral controller are expressed
as follows:

Wrt(s) =
u0(s)

(i0_re f (s)−i0(s))
=

Kps+Ki
s ,

Kp = Te
KinvTT

,
Ki =

1
KinvTT

· Td.

where Kp is the proportional coefficient, and Ki is the integral coefficient.
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Figure 4. The step response of the closed current (torque) loop with the linear digital
proportional-integral controller, TT = 3 µs: 1—proportional-integral controller is tuned with nominal
SPMSM parameters, 2—proportional-integral controller is tuned with SPMSM parameters estimated
without considering the dead time effect (amplitude of the meander of the generalized voltage u0 is 0.6).

4. Modified Technique of Parameter Identification of a SPMSM

4.1. Design of Identification Experiment

During identification experiments, it is necessary to avoid uncontrolled movements of the electric
drive in order to avoid damage to the mount and the equipment installed on it. If we correct angular
position determined by the sensor (encoder) by the angle ψ’ when forming the control laws for inverter
switches, the expression for the torque of the SPMSM will be as follows:

M(t) = 1.5ceIm cos(ψ0 +ψ′),

In case the total correction is follows:

ψ0 +ψ′ = ±
π
2

,

the torque on the SPMSM will be zero, but the generalized current i0 corresponding to the torque of
1.5ceIm can be calculated.

The magnitude of the angle ψ0 and of the corresponding correction ψ’ can be determined
experimentally, for example, by the technique described in [42,43].

The drive does not rotate under these conditions. It allows it to avoid uncontrolled movements,
and also to eliminate influence of back emf, cogging torque, torque ripples, nonlinearities of mechanical
load, and external influences on results of identification. Thus, the main nonlinear distortion is the
dead time of the PWM inverter.

Similar experimental conditions can be provided if the mathematical model of the SPMSM in dq
coordinate system is used:

id = Im sin(ψ0 +ψ′),
iq = Im cos(ψ0 +ψ′),
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then when the excitation input signal is applied to the d-coordinate, the torque of the SPMSM will be
zero, but the current id(t) will correspond to the torque equal to 1.5ceIm.

4.2. Excitation Input Signal

When performing the identification experiment according to the design described in the previous
paragraph, there is no torque of the SMPM, which allows it to add a constant component to the input
signal u0, which will provide a constant sign of i0 during the experiment:

u0(t) = uconst + um · sin( fn(t)) (17)

In normal operating conditions, the electric drive rotates with piecewise constant angular velocity
and affected by quasi-constant resistance torques. Therefore, the linearized mathematical model of the
SPMSM obtained using this type of excitation input signal corresponds to the normal operation mode
of the electric drive system.

Figure 5 shows the results of Kinv and Te parameter estimation with the input signal of the form
(17) with uconst = 0.5 and the variable amplitude of the chirp signal um from 0.05 to 0.45. The results of
the parameter estimation using the experimental FRF are satisfactory for tuning of the current (torque)
control loop, while the time series estimation results contain a significant constant error.

Figure 6 shows the results of the empirical estimation of the FRF in the previous identification
experiment. The estimation has a small variance and corresponds to the reference FRF. Estimated FRF
has some chattering effect at low frequencies. This effect is explained by the fact that the low-frequency
part of the chirp-signal is overlaid on the transient process of the generalized current i0. Therefore,
the generalized current i0 crosses zero, which leads to distortion in estimated FRF at low frequencies
(Figure 6) and to inaccuracies in estimation results with small amplitudes of the chirp signal (Figure 5).
This problem can be solved by adding a time delay to chirp-signal.Electronics 2019, 8, x FOR PEER REVIEW 12 of 19 
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Figure 5. Results of Kinv and Te estimation with modified excitation input signal: (a) Kinv_1 is a real
value of the parameter, Kinv_2 is the value estimated by the data in the time domain, Kinv_3 is the
value estimated by the data in the frequency domain, (b) Te_1 is a real value of the parameter, Te_2

is the value estimated by the data in the time domain, Te_3 is the value estimated by the data in the
frequency domain.
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Figure 6. Results of the frequency response function (FRF) estimation by the empirical method in
absence of measurement noise: (a) G1 is the reference FRF, G2 is the estimated FRFs (b) standard error
of estimation.

In addition, Figure 5 shows that there is some increase of the estimation error when the chirp-signal
amplitude is equal to 0.45. In the considered example, the relative switch-on delay τ is equal to 0.03.
At the amplitudes of the excitation signal less than 2τ the average value of the voltage at the PWM
inverter phases is equal to zero. Therefore, if the amplitude of the chirp-signal is equal to 0.45 and the
constant component is equal to 0.5, the lower bound of the excitation signal gets into the «dead zone»,
which leads to distortions and inaccuracies in estimation results. This effect can be also seen in further
results. Figure 7 shows the shape of the generalized current i0 at the identification experiment with the
amplitude of the chirp-signal equal to 0.45.Electronics 2019, 8, x FOR PEER REVIEW 13 of 19 
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Figure 7. Shape of the generalized current i0 at identification experiment with the amplitude of the
chirp-signal equal to 0.45.

However, electric drive systems are also characterized by the presence of a noise component in
current measurements. It can have a negative impact on the results of the FRF estimation using the
empirical estimation method.

Figure 8 shows the results of the empirical estimation of the FRF in presence of the noise in
current measurements. In this case, the high variance of the estimation significantly complicates
the interpretation and analysis of the experimental data. Consider the possibility of applying some
methods of the digital data processing, which can reduce variance of the FRF estimation.
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4.3. Data Processing

The estimation using the Fourier transform is asymptotically unbiased, and the frequency
resolution increases with the increase in the number of samples N. However, the Fourier transform
allows us to investigate the signal only in the frequency domain and does not contain any information
about the time characteristics of the signal. The presence of noise or distortion in the experimental data
leads to distortion of the estimation results: the estimation variance is determined by the signal-to-noise
ratio and does not decrease with an increase in the number of samples or decreasing the sampling
period. The described features make the empirical estimation of the FRF by Equation (15) rather
inaccurate. This is explained by the fact that no specific features of experimental data are used in the
estimation and there is no data compression [31,33,39].

One of the common approaches to reducing the variance of the estimated FRF is the splitting of
the experimental data set from N samples into M segments by R samples. Then an empirical estimation
is made for each segment:

ˆ̂G
(k)
R ( f ) =

R−1∑
n=0

y(k)n exp(− j · 2π · f · n · Td)

R−1∑
n=0

u(k)
n exp(− j · 2π · f · n · Td)

, k = 1, 2, . . . , M

The final estimation is calculated as an arithmetic mean:

ĜN( f ) =
1
M

M∑
k=1

ˆ̂G
(k)
R k( f ), (18)

The disadvantage of the experimental data splitting is the appearance of the frequency spectrum
distortions at the boundaries of the segments (leakage effect). To minimize this effect, the Fourier
window transformation is used [33,39].
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For each segment, the Fourier transform is made, and the result is multiplied by the weight
function (window) [33,39], then the empirical estimation of the transfer function for the data segment
is expressed as follows:

ˆ̂G
(k)
RW( f ) =

R−1∑
n=0

y(k)n w(k)
n exp(− j · 2π · f · n · Td)

R−1∑
n=0

u(k)
n w(k)

n exp(− j · 2π · f · n · Td)

, k = 1, 2, . . . , M

where wn is values of the weight function.
The final estimation result is formed as an arithmetic mean similar to the expression in (18).

This estimation technique is called the Bartlett’s periodogram method [39].
Then, overlapping of the data segments can be used to increase the number of considered data

segments. It provides to reduce the variance of the FRF estimate. This technique is called the Welch’s
method of modified periodograms.

In the described methods of experimental data processing, the input and output signals of the
system are considered separately, and the FRF is defined as the ratio of the transformed signals.
Separate processing of the system input and output signals may result in loss of information about the
dynamic properties of controlled plant [33–35]. For the aggregate analysis of the input and output
signals and the primary data filtration the Blackman–Tukey method [33] or the preliminary estimation
of the impulse transient response [39] can be used.

According to the Blackman–Tukey method, the autocorrelation functions and the cross-correlation
function for un and yn signals are calculated at first:

R̂y(τ) =
1
N

N∑
n=1

yn+τyn, R̂u(τ) =
1
N

N∑
n=1

un+τun, R̂yu(τ) =
1
N

N∑
n=1

yn+τun.

Then the short-time Fourier transform is calculated for these functions:

Φ̂y( f ) =
M∑

τ=−M
R̂y(τ)wM(τ) exp(− j · 2π · f · τ · Td),

Φ̂u( f ) =
M∑

τ=−M
R̂u(τ)wM(τ) exp(− j · 2π · f · τ · Td),

Φ̂yu( f ) =
M∑

τ=−M
R̂yu(τ)wM(τ) exp(− j · 2π · f · τ · Td).

where wM is values of the weight function.
The FRF estimation is expressed as follows:

ĜN( f ) =
Φ̂yu( f )

Φ̂u( f )
.

The choice of window (weight) function in the short-time Fourier transform is carried out
empirically, based on the ratio between the width of the main lobe and attenuation of the side lobes.

There are a lot of types of window functions, for example: rectangular window, Bartlett triangular
window, Hann window, Hamming window, Blackman–Harris window, Kaiser–Bessel window,
Dolph–Chebyshev window, and others. The last three windows are named as the preferred window
functions for spectral analysis of signals [39].

The input and output signals of the dynamic system are related by the impulse transient response
as follows:

yn =
m−1∑
k=0

gkun−kTd + en, n = m− 1, . . . , N − 1 (19)
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where gk is an impulse transient response of the dynamic system, and en is a nonlinear component
(noise).

Equation (19) can be written in the matrix form as follows:

ym−1

ym

ym+1
...

yN−1


= Td



um−1 um−2 · · · u0

um um−1 · · · u1

um+1 um · · · u2
...

...
. . .

...
uN−1 uN−2 · · · uN−m




g0

g1
...

gm−1

+


em−1

em

em+1
...

eN−1


,

or
y = Ug + e.

The estimation of the impulse transient response ĝ can be found using the least squares method
by taking the pseudo-inverse matrix, which is given by the following equation [33]:

ĝ = (UTU)
−1
(UT y),

The FRF estimation in this case can be obtained using the Fourier transform:

Ĝ( fn) =
N−1∑
n=0

ĝn exp(− j · 2π · f · n · Td)

The estimation of the impulse transient response provides the compression of the considered data
set to m samples, thus providing some noise filtration.

4.4. Simulation Results

Figure 9 shows the results of the FRF estimation by the Blackman–Tukey method. Figure 10 shows
the results of the FRF estimation by the impulse transient response estimation method. The proposed
techniques of data processing allow us to minimize the variance of the FRF estimation in the presence
of measurement noise.

Figure 11 shows the results of the Kinv and Te estimation by the FRFs estimated by the method
based on the estimation of the impulse transient response which are presented in Figure 10. Presented
results of Kinv and Te estimation correspond to their real values with high accuracy.Electronics 2019, 8, x FOR PEER REVIEW 16 of 19 
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Figure 9. Results of the FRF estimation by the Blackman–Tukey method in presence of measurement
noise: (a) G1 is the reference FRF, G2 is the estimated FRFs, (b) standard error of estimation.



Electronics 2019, 8, 1200 16 of 19

Figures 10 and 11 show that the inaccuracy of FRF and SPMSM parameter estimation increases at
the amplitudes of the chirp signal which are equal to 0.05 and 0.45. If the amplitude of the chirp-signal
is equal to 0.45 and the constant component is equal to 0.5, the lower bound of the excitation signal gets
into the «dead zone» of the PWM inverter. This effect has been described after Figure 5. The reasons
for the decrease of the estimation accuracy at the amplitude of the chirp-signal equal to 0.05 are quite
obvious. If the amplitude of the chirp-signal is small negative influence of measurement noise on
estimation results increases.
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5. Discussion

It is shown in the paper that the dead time effect in PWM inverters has a negative impact on the
results of parameter identification of the SPMSM. A modified technique of parameter identification of
the SPMSM based on the estimation of the FRF is proposed. It allows to estimate the parameters of the
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linear transfer function of the SPMSM in the presence of the dead time effect and measurement noise
with the sufficient accuracy for tuning the current (torque) control loop.

The proposed design of identification experiment provides the absence of the SPMSM torque
by software methods. It allows us to avoid uncontrolled rotation of the electric drive during the
experiment. An excitation input signal is formed from a constant component and sinusoidal signal
with linear frequency modulation (chirp signal). The presence of a constant component allows us
to minimize the influence of dead time effect of the PWM inverter on the results of the experiment.
It is shown that estimation of SPMSM parameters by experimental FRF allows us to get better results
than by time series of data in this case. In the absence of measurements noise, empirical estimation
of the FRF is a sufficient method for parameter estimation and experimental data analysis. In the
presence of the measurements noise, the minimum variance of the FRF estimation is provided by the
data processing method based on the estimation of the impulse transient response. The amplitude of
the chirp-signal and the value of the constant component should be selected so that the lower bound of
the signal is more than 2τ and the upper bound of the signal does not exceed the SPMSM current limit.
The minimal amplitude of the chirp-signal, which is sufficient for identification, should be selected
based on the level of the measurement noise.

The applicability of estimation for the electrical time constant of SPMSM using this technique is
limited by the half of the sampling frequency of the current (torque) control loop (Nyquist frequency)
and by the zero-order hold effect on high frequencies.
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