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Abstract: Accurately identifying and classifying customer requirements is crucial for successful
product design. However, traditional methods for requirement classification, such as Kano models
based on questionnaires, can be time-consuming and may not capture all requirements accurately.
Analyzing large volumes of user reviews using simple natural language processing techniques can
also result in accuracy issues. To address these challenges, we propose a framework that combines
pre-trained models (PTMs), Kano models, and the sentiment analysis technique. Our approach
integrates an LDA-K-Means model enhanced by PTM ERNIE for pinpointing product feature topics
within user reviews. Then, a sentiment analysis is performed using the fine-tuned PTM SKEP to
assess user satisfaction with features. Finally, the Kano model is applied to perform requirement
classification. We evaluate our framework quantitatively, demonstrating its superior performance
compared to the baseline models. Our sentiment analysis model also outperforms the other baseline
models. Moreover, a case study on smartphones illustrates the effectiveness of our framework. This
research results suggest that leveraging a suitable PTM can better address the problem of requirement
classification in user review analyses, leading to improved product design.
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1. Introduction

In the context of intelligent manufacturing, product design has gradually shown a
trend towards high customization, and mass customization has been proven to be an im-
portant way to gain a competitive advantage. A key factor in achieving mass customization
is the accurate classification of user requirements. By precisely categorizing user require-
ments, product design strategies can be guided to improve essential and appealing needs
while eliminating negative and unnecessary demands. This, in turn, helps companies
allocate resources more reasonably and enhances user satisfaction.

To effectively classify user requirements, it is essential to collect and analyze user
feedback on the product efficiently. Traditional methods, such as surveys and focus groups,
can be costly and time-consuming, and they may not adequately capture evolving user
needs in the fast-paced world of product development [1]. Furthermore, the design of
survey questions is primarily based on expert opinions, making it difficult to reflect some
of the users’ true needs [2]. Therefore, classifying user requirements based on traditionally
gathered opinions may not yield accurate results. With the rapid development of informa-
tion technology and e-commerce, online user reviews, with their richness and timeliness,
have become an important source of user opinions [3]. Utilizing text mining and natural
language processing (NLP) techniques to assist in the study of user requirement classifica-
tion from online product reviews has been proven effective [4]. The aforementioned studies
generally involve three stages [5–8].

• Step 1: Extraction of product requirement attributes. From numerous online user re-
views, technologies like topic identification are used to identify product attributes that
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users are more concerned about, such as appearance, battery, etc. (taking smartphones
as an example), which are the user demands, i.e., the product’s requirement attributes.

• Step 2: Satisfaction analysis of a product’s requirement attributes. The extracted re-
quirement attributes are analyzed for satisfaction based on user comments, i.e., whether
a specific attribute of the product meets the users’ needs, which usually includes satis-
faction or dissatisfaction.

• Step 3: Classification of user requirements. Based on the product’s requirement
attributes and corresponding user satisfaction data obtained from the above two stages,
product requirement attributes are classified, i.e., prioritizing user requirements.

In Step 3, the Kano model is commonly used to classify user requirements [9], which
requires accurate data from the first two steps. Although the text mining technologies
introduced in the first two steps have incorporated some NLP and machine learning
(ML) techniques to deal with the mining of a large volume of comment data, such as
using Latent Dirichlet Allocation (LDA), clustering for topic extraction, and convolutional
neural networks (CNNs), long short-term memory (LSTM), and word vectors (word2vec,
WordNet) for sentiment analysis, these relatively simple NLP techniques might lead to
a lower accuracy due to their limitations, thereby affecting the accuracy of requirement
classification. Moreover, when using deep learning technologies like LSTM and CNNs
for satisfaction analyses, a large amount of annotated data is needed for model training,
and different training datasets must be developed for different scenarios, which is usually
costly and challenging to achieve in practical application scenarios.

To address the above issues, we propose a framework based on pre-trained model
(PTM) for requirement classification, introducing the PTM in the first two steps of require-
ment classification to improve the accuracy and reduce the reliance on a large volume
of annotated data. PTMs [10] have recently become a hot topic in NLP research, and are
proven to significantly enhance the performance of various NLP tasks and perform excel-
lently in few-shot or even zero-shot scenarios [11–13]. Specifically, in the topic extraction
stage, we improve the commonly used LDA method by proposing an LDA method based
on the PTM ERNIE 3.0. We concatenate the semantic feature vectors encoded by ERNIE 3.0
with the topic feature vectors obtained via LDA [14], and then use an autoencoder to
learn the low-dimensional vector representation of the concatenated vector. Finally, we
apply K-Means for clustering to determine the final product feature topic. In the sentiment
analysis stage, we employ the fine-tuned pretrained sentiment model SKEP to determine
the satisfaction level of each user for each product feature. We use the Kano model to
determine the final user requirement classification based on the above data.

Experimental results on a dataset of user reviews on smartphones demonstrate that
the proposed PTM-based framework for user requirement classification outperforms tra-
ditional baseline models in each stage and yields results that better reflect actual user
requirements. The remainder of this paper is structured as follows. Section 1 introduces the
research background of user requirement classification. Section 2 describes the PTM-based
user requirement classification framework proposed in this paper, and provides detailed
descriptions of the use of a PTM in each stage. Section 3 describes the experimental set-
tings, including the dataset, baseline models, and evaluation metrics. Section 4 presents
a quantitative and qualitative analysis of the experimental results, evaluates the reliabil-
ity of requirement classification, and addresses the research questions. Finally, Section 5
concludes the paper and proposes potential directions for future research.

2. Related Works

Recent research underscores the efficacy of user reviews in capturing user
perspectives [15,16], providing critical insights for refining product design strategies [17].
Consequently, an increasing volume of work is dedicated to exploiting text mining tech-
niques to bolster product design [18–20], with a particular focus on user requirement
classification. The abundance of unstructured user review data presents a substantial
challenge in classifying user requirements, highlighting the pivotal role of text mining
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technologies in this research field. Requirement classification is broadly segmented into
three stages: product feature topic extraction, topic sentiment analysis, and requirement
classification. This paper delineates an overview of the literature pertinent to these stages.

Topic extraction is paramount for identifying product features within user reviews.
Traditional topic modeling methods are bifurcated into probabilistic models, such as Latent
Dirichlet Allocation (LDA) [21] and biterm topic models (BTMs) [22], and non-probabilistic
models, for instance, document clustering based on non-negative matrix factorization [23].
The LDA model has notably risen in prevalence, acknowledging latent spaces in proba-
bility models’ related parameters [24]. Zhang et al. leveraged LDA for topic extraction,
examining the influence of neutral sentiments on user requirement classification [6], while
Jian et al. utilized LDA to explore user classification issues from reviews on mobile phones
and cameras [17]. Moreover, Calheiros et al. applied LDA for a requirement analysis of
eco-hotel reviews. While some methodologies have incorporated simple natural language
processing techniques like dependency syntax analysis [7] and WordNet [5,25], these ap-
proaches have only partly mitigated LDA’s limitations concerning short texts laden with
long-tail and low-frequency terms, rendering the extraction of coherent and interpretable
topics as a persisting challenge. With the rapid evolution of neural network technology,
deep-learning-based methodologies for acquiring user requirement attributes have pro-
gressively become more mainstream. For instance, Ye et al. [26] introduced a tree-shaped
convolution rooted in sentence dependency, parsing trees to capture syntactic features and
developed the end-to-end Dependency Tree-based Convolutional Stacked Neural Network
(DTBCSNN) for extracting aspect words, i.e., user requirement attributes, from reviews.
Furthermore, Wang et al. [27] harnessed hierarchical attention networks to thoroughly ex-
tract information from review texts, pinpointing critical keywords and phrases. Despite the
advantages of supervised deep learning methods in diminishing the manual involvement
traditionally required for user requirement acquisition, the reliance on extensive manually
annotated data and the high costs associated with constructing new training datasets for
reviews across diverse domains underscore the lack of universality. Pre-trained models
(PTMs), by leveraging the transformer structure [28] and extensive corpora, effectively
address this challenge by learning general language representations. Through establishing
unsupervised training objectives at both the word and sentence levels, such as masking
strategies and sentence pair relation prediction, PTMs exhibit robust capabilities in cap-
turing the interdependencies between words and syntactic structures [29], significantly
boosting the performance across various NLP tasks. Consequently, this paper amalgamates
a PTM with the LDA model to harness dual advantages in topic modeling and language
representation, thereby augmenting the accuracy of product attribute extraction.

In the realm of user requirement classification for sentiment analysis, traditional
methodologies have employed Kansei engineering [30], gathering customized sensory
words to evaluate user satisfaction concerning product design. Nevertheless, these manu-
ally collected words might not fully represent the entire spectrum of user emotions. Efforts
by Wang et al. [25] to expand upon sensory words through the WordNet hierarchy, and ex-
plorations by Jin et al. [7] into the relationships between emotional and sensory words
in reviews using word2vec underscore the persisting challenges, such as the difficulty in
aligning sensory words with specific contexts and their variable emotional polarities across
different scenarios. Moreover, the task of updating and assessing uncollected sensory
words remains formidable.

Lately, the amalgamation of neural networks with rudimentary NLP techniques has
gained momentum in sentiment analysis. For instance, Zhang et al. [6] deployed a convolu-
tional neural network (CNN) to discern user sentiment within neutral sentiment reviews.
However, task-specific neural networks require training from scratch and a substantial
corpus of labeled data, necessitating annotator expertise. Pre-trained models (PTMs), such
as SKEP [31], amalgamate sentiment knowledge, providing a cohesive sentiment represen-
tation and enhancing the sentiment analysis performance without the fundamental need
for training.
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Research into requirement classification predominantly utilizes the Kano model [32]
for classifying user needs, transitioning from traditional survey data collection to embracing
user data in the big data era. The Kano model categorizes product features or user needs
based on user attitudes towards the functional state of product features, gaining insights
into ameliorating product design strategies. With online review data emerging as the
principal source of user opinions, research centered on data-driven Kano models has
progressively become the focal point of requirement classification research. For example,
Shi et al. [5] classified requirements by scrutinizing the curve features of the Kano model,
utilizing customer satisfaction and functional implementation data derived from product
reviews. Similarly, Zhang et al. [6] proposed a Kano model variant that incorporates neutral
sentiment, achieved by evaluating the contributions of all three emotional states to each
product attribute, thereby determining the attribute’s category. These studies exemplify
the Kano model’s effectiveness in classifying requirements from extensive online review
datasets. Thus, by leveraging the product attributes and customer satisfaction metrics
identified within the PTM framework, this study adopts the Kano model for its definitive
requirement classification.

In summary, this study represents a novel application of a PTM to the task of re-
quirement classification in user reviews, aiming to devise a framework that enhances the
precision and efficiency of requirement classification, thereby contributing to the refinement
of product design strategies based on user feedback.

3. Method

In this section, we provide an overview of our proposed framework for PTM-based
requirement classification. The overarching process is illustrated in Figure 1, followed by
comprehensive elucidations of each constituent step: topic modeling, sentiment analysis,
and Kano model-based requirement classification.
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• Input: The framework accepts sentences from online product reviews as input. Each
sentence offers insights into various product attributes alongside expressions of user
satisfaction or dissatisfaction.

• Requirement Topic Modeling: This component is tasked with analyzing user reviews
to identify the product attributes that users focus on, termed as the product’s re-
quirement attributes. It employs advanced topic modeling techniques to distill and
categorize these attributes from the corpus of review texts.

• Sentiment Analysis: This component evaluates the level of user satisfaction expressed
in the reviews, particularly in relation to the requirement attributes identified by the
topic modeling module. It discerns various degrees of user sentiment, from satisfaction
to dissatisfaction, providing a nuanced understanding of user preferences.

• Requirement Classification: The final module consolidates the output of the preceding
modules, classifying the discerned product requirement attributes and associated user sat-
isfaction levels. It leverages the Kano model to categorize these attributes and sentiments,
offering valuable insights into enhancing product design and user experience.
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This structured approach ensures a holistic analysis of user reviews, capturing detailed
product attributes and sentiments, thereby facilitating targeted improvements in product
development and marketing strategies.

3.1. Requirement Topic Modeling Based on ERNIE 3.0-LDA-K-Means

As mentioned above, the semantic information obtained by encoding sentences
through pre-trained models can compensate for the shortcomings of LDA in modeling short
texts. The pre-trained model used in our proposed topic modeling method is ERNIE 3.0 [14].
Unlike other pre-trained models, ERNIE 3.0 embeds entities and relationships from knowl-
edge graphs into a PTM, giving it world knowledge. Therefore, when combined with LDA
to model attributes of requirements, it is more accurate.

The structure of the proposed ERNIE 3.0-LDA-K-Means-based requirement topic
modeling approach is shown in Figure 2.

(1) First, the user review sentence is encoded using ERNIE 3.0. Assume that the
length of the sentence s is n and s = [w1, w2, . . . , wn], where wi is the ith word, and the
output of the ERNIE 3.0 model is a d-dimensional vector sequence h1, h2, . . . , hn, where
d is the dimension of the hidden layer of the ERNIE 3.0 model. Then, in order to obtain
the embedding vector v of the review sentences, the word embedding vectors and the
corresponding hidden layer vectors need to be weighted and averaged. The embedding
vector of each word wi is ei, and the embedding vector v of the sentence can be expressed as:

v =
1
n

n

∑
i=1

αihi (1)

where αi is the weight of the ith word, which can be obtained by weighting the hidden
layer vector of each word with the softmax function.

αi =
exp(wi)

∑n
j=1 exp(wj)

(2)

Here, wi is the word weight obtained by a linear transformation and a nonlinear
transformation, which is computed as follows:

wi = ReLU((Whhi + bh)
⊤Weei + be) (3)

where Wh, We, bh and be are the model parameters to be learned in the ERNIE 3.0 model.
(2) The next step is to construct the topic feature vector of the LDA model, a three-level

hierarchical Bayesian model containing words, topics, and documents, which can be used
to extract potential topics in text documents [Latent Dirichlet Allocation]. Considering the
above customer review sentence s as a document, the document can be represented by a se-
quence of N words, i.e., w = (w1, w2, · · · , wN), and can be represented as a mixed probabil-
ity distribution of several topics which can be generated by the joint distribution of product
attributes [33]. In addition, to ensure that the words in each topic reflect product attributes,
lexical annotation of customer reviews was performed using Hanlp, and only nouns with
product attribute information were retained [Wisdom of crowds: conducting importance-
performance analysis (IPA) through online reviews, using neutral sentiment reviews to
improve customer requirement identification and product design strategies]. Suppose the
collected customer reviews are the set of M reviews, i.e., D = {w1, w2, · · · , wM}, where
the contained number of user’s requirement attributes is K; then, the joint distribution of
the LDA topic model is defined as:

p(D | α, β) =
M

∏
d=1

∫
p(θd | α)×

(
Nd

∏
n=1

∑
zdn

p(zdn | θd)p(wdn | zdn, β)

)
dθd (4)
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where α is a hyperparameter for the prior distribution of topics in each document, β is
a hyperparameter for the prior distribution of feature words within each topic, θd is a
document-level parameter indicating the distribution of topics in document d, and zdn
and wdn are used to control the generation of words in each topic and each document,
respectively. Subsequently, the Gibbs sampling algorithm is used for parameter estima-
tion, and sampling is iterated until convergence. At the end of model training, the topic
distribution matrix of any text in the corpus is output, and the topic feature vector µ is
calculated from the cosine distance between the high-frequency words of each topic and
the documents.
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(3) Vector stitching and dimensionality reduction. The new vector v′ is obtained by
stitching the sentence embedding vector v obtained above using ERNIE 3.0, encoding for user
review sentences and the topic feature vector µ obtained via LDA in the column direction.

v′ = {µ; v} (5)

The splicing of the above vectors produces a high-dimensional space with sparse
information. For better topic modeling, a low-dimensional potential space representation
of the spliced vectors is learned using a self-encoder [34].

(4) The low-dimensional potential space representation obtained above is clustered
using K-Means. The final contextual topics, i.e., requirement attributes, are obtained by
assigning semantically and thematically similar words to the corresponding clusters.

3.2. Sentiment Analysis of Requirement Attributes Based on Pre-Trained SKEP

For the requirement attributes obtained from the above requirement topic modeling, a
sentiment analysis is performed on the sentences containing the corresponding attributes
in the reviews to determine the user’s satisfaction with a particular requirement attribute.
Given that each customer review might encompass multiple requirement attributes, to
pinpoint the customer’s sentiment—specifically, their level of satisfaction with a particular
product attribute—we employ the methodologies delineated in [35,36]. We first split each
customer review based on punctuation and then determine the requirement attributes
contained in it. If it contains multiple requirement attributes, the first one that appears will
prevail, and if multiple sentences after splitting describe the same requirement attribute,
these sentences are combined into one complete sentence. After determining that each
sentence contains a definite requirement attribute, then the determination of the sentiment
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polarity of each sentence is initiated. It should be noted that the traditional classification
of requirement attributes into simply two categories (e.g., satisfied and dissatisfied) or
three categories (e.g., satisfied, dissatisfied, and neutral) [6] is somewhat problematic, be-
cause users’ emotions regarding their satisfaction with a product attribute tend to fluctuate,
and simple classification is difficult to describe the degree of change in satisfaction [5].
We classify the affective polarity for each requirement attribute into five categories: very
satisfied, relatively satisfied, neutral, relatively dissatisfied, and very dissatisfied, denoted
as {VS, RS, N, RD, VD}.

To tackle the task of identifying sentiment polarity within individual sentences, we
employ the refined SKEP model [31], a pre-training framework that enriches analysis
through the integration of sentiment knowledge. This model is proficiently designed to
handle various sentiment analysis tasks.After SKEP encodes the above identified user
review sentences, the output vector at the corresponding position of [CLS] is used as the
final encoding vector, and then the variable is connected to the softmax layer for sentiment
classification. The sentiment classification task can be completed by fine-tuning the SKEP
model, as shown in Figure 3.
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To fine-tune the SKEP model effectively, it is essential to have a training set with
categorically labeled data We first initialize the parameters of the model using pre-trained
SKEP model parameters, and subsequently fine-tune the SKEP model by minimizing the
cross-entropy loss of the training set to make it more competent for the five-category
sentiment analysis task. Regarding the splitting of the dataset, we use 80% of the labeled
dataset to train the data and 20% of the dataset to evaluate the performance of the model,
in addition to comparing it with other baseline models. For the measurement of model
performance, we use the evaluation metrics commonly used for classification models:
P (precision), R (recall), and F1 (F1-score), which are calculated as shown below.

P =
a
b
× 100% (6)

R =
a
c
× 100% (7)

F1 =
2PR

P + R
× 100% (8)

where a represents the number of correctly identified entities, b represents the number
of identified entities, and c represents the total number of entities. The F1-score is an
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evaluation index that integrates precision and recall and is used to comprehensively reflect
the overall indexes.

The fine-tuned SKEP model can be used to classify the sentiment of unlabeled user
review sentences, i.e., to determine the user’s specific satisfaction level with a require-
ment attribute.

3.3. Requirement Classification Based on the Kano Model

For the product requirement attributes obtained from A and B above and the users’
satisfaction with the corresponding attributes, we use the Kano model to classify the
requirement attributes. The Kano model [32] is based on the asymmetric relationship
between the performance of each product attribute and the overall customer satisfaction
with the product, and proposes a model to classify the product requirement attributes into
five categories: attractive attributes, one-dimensional attributes, must-be attributes, reverse
attributes, and irrelevant attributes. The characteristics of each requirement attribute are
shown in the third part of Figure 1.

Attractive, one-dimensional, and must-have attributes need to be prioritized in prod-
uct development. Attractive attributes increase customer satisfaction and product pref-
erence and one-dimensional attributes have a positive linear relationship with overall
satisfaction, while must-have attributes are essential customer needs, and failure to meet
expectations leads to dissatisfaction. Product developers should focus on the negative im-
pact of imperative attributes on overall customer satisfaction to improve the quality of the
product. Reverse attributes and irrelevant attributes, on the other hand, should be avoided
as much as possible. Reverse attributes are the opposite of one-dimensional attributes and
can lead to strong customer dissatisfaction or satisfaction, such as advanced but complex
product features. Irrelevant attributes have no effect on the customer’s satisfaction with
the product.

Based on the above analysis, we determine the classification of the requirement at-
tributes using the Kano model [7] by the following way: taking the requirement attribute ri
as an example, according to the specific review sentence j to determine its state sj, where
sj = p indicates the presence of the attribute and sj = a indicates the absence of the at-
tribute, and according to its satisfaction classification determined above, its satisfaction is
dij ∈ {VS, RS, N, RD, VD}.

Then, the overall user satisfaction with the requirement attribute is expressed as:

tij = dij (9)

According to the Kano model, two vectors can be used to describe the different user
responses to the two states of the requirement attribute ri.

−→
fip =

(
tipVS, tipRS, tipN , tipRD, tipVD

)T

−→
fia = (tiaVS, tiaRS, tiaN , tiaRD, tiaVD)

T
(10)

where
−→
fip and

−→
fia are both one-hot vectors that represent users’ attitudes towards the

presence and absence of the requirement attribute ri, respectively. Next, the vector
(−→

fip

)T

and the vector
−→
fia are made inner products, and the resulting matrix is similar to the table

corresponding to the traditional Kano model, as shown below.
Here, the element wiC in the matrix denotes the weight of ri of a specific Kano category

C. A denotes the attractive requirement attribute, M denotes the must-be attribute, O de-
notes the one-dimensional attribute, R denotes the reverse attribute, I denotes the irrelevant
attribute, and Q denotes the problematic attribute; the final weight of ri for a specific Kano
category C is the accumulation of the elements of the matrix for the corresponding position.
The classification of the requirement attribute under the final Kano model is the category
corresponding to the value with the highest probability.
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(−→
fip

)T
×−→

fia =
(
tipVS, tipRS, tipN , tipRD, tipVD

)T

× (tiaVS, tiaRS, tiaN , tiaRD, tiaVD)

=




wiQ wiA wiA wiA wiO
wiR wiI wiI wiI wiM
wiR wiI wiI wiI wiM
wiR wiI wiI wiI wiM
wiR wiR wiR wiR wiQ




(11)

4. Experimental Settings
4.1. Data Collection

In our experiment, we selected smartphones as the focal product for user requirement
classification, given their pervasive usage and the rich volume of up-to-date reviews found
on e-commerce platforms. These reviews are particularly valuable due to the rapid iter-
ation cycles of smartphone technology. We compiled review data from multiple sources,
including “Tmall” and “Jingdong”, setting criteria to ensure a broad and uniform distri-
bution of requirements. The criteria included price (RMB 3000–5000), type (smartphone),
and specific brands (Apple, Xiaomi, Huawei, Oppo, Vivo), resulting in an initial collection
of 118,536 reviews. After a rigorous preprocessing stage—removing reviews shorter than
10 characters or longer than 300 and filtering out irrelevant content—we distilled our
dataset to 102,056 reviews suitable for requirement classification.

For the task of Chinese word segmentation and lexical tagging, we employed Hanlp’s
COARSE_ELECTRA_SMALL_ZH, a pre-trained model from the Hanlp NLP library. Hanlp
is renowned for its comprehensive suite of linguistic analysis tools, which are exceptionally
adept at sentiment classification tasks. We retained only the nouns, marked by lexical tags
“NN” and “NR”, to compile our final dataset for analysis.

4.2. Baseline Methods

In each phase, different methods and models are were as baseline to test the perfor-
mance of our proposed PTM-based framework.

(1) Requirement topic modeling. In this phase, commonly used requirement topic
modeling models in user requirement classification were selected for comparison, and the
models include the following:

• TFIDF+K-Means: the word frequency and inverse document frequency are used to
evaluate the importance of words for a document in a document collection, combined
with clustering to determine the topic [37].

• Word2vec+K-Means: word2vec is used to obtain the word vectors after word separa-
tion and clustering is used to obtain the final topics [7].

• LDA: a three-layer Bayesian model of words, topics, and documents is used to extract
potential topics in text documents [6].

For the evaluation of requirement topic modeling, the following metrics were used.

• CV : This consistency metric based on vocabulary distribution was used to evaluate
whether the topics generated by the topic model have a consistent vocabulary. Higher
CV values indicate a better model performance. The calculation formula is as follows.

CV =
1
k

k

∑
i=1

|topn(wi)|
n ∑ j = 2nsim(wi, wi,j−1) (12)

where k denotes the number of topics, n denotes the top n high-frequency words
selected in each topic, topn(wi) denotes the set of all topics containing the word wi,
and sim(wi, wi, j − 1) denotes the similarity between the word wi and its previous
word wi,j−1.
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• CUMASS: This consistency metric based on co-occurrence relationships in the corpus
was used to evaluate whether the topics generated by the topic model are consis-
tent with the topics in the corpus. Lower CUMASS values indicate a better model
performance. The calculation formula is as follows.

CUMASS =
1
k

k

∑
i=1

n

∑
j=2

log
P(wi,j−1, wi)

P(wi,j−1)
(13)

where P(wi,j−1, wi) denotes the probability of co-occurrence of the terms wi,j−1 and wi,
and P(wi,j−1) denotes the probability of occurrence of the term wi,j−1 in the whole corpus.

• CUCI : This is a consistency metric based on the similarity between topics, and was
used to evaluate whether there is consistency among topics generated by the topic
model. Higher CUCI values indicate a better model performance. The calculation
formula is as follows.

CUCI =
2

k(k − 1)

k−1

∑
i=1

k

∑
j=i+1

1
ninj

×
ni

∑
l=1

nj

∑
m=1

max

(
log

P(wl |zi)

P(wm|zj)
, 0

) (14)

where ni denotes the number of words selected in the ith topic, P(wl |zi) denotes
the probability of word wl in topic zi, and log P(wl |zi)

P(wm |zj)
denotes the logarithmic ratio

between the probability of word wl appearing in topic zi and the probability of word
wm appearing in the topic. The larger the ratio, the more likely the word w_l is to
occur in topic z_i.

• Silhouette Score: This was used to measure the similarity of each data point to the clus-
ter it belongs to and how it differs from other clusters, with higher values indicating
better clustering, and is calculated as follows.
For each data point i, calculate its average distance a(i) from other points in the same
cluster and its average distance b(i) from all points in the nearest cluster, and then
calculate the Silhouette coefficient s(i) for that point.

s(i) =
b(i)− a(i)

maxa(i), b(i)
(15)

Finally, the average of the Silhouette coefficients of all data points is calculated as the
Silhouette Score of the clustering result.

(2) Since [6] has demonstrated that CNN models outperform lexicon-based sentiment
analysis methods for sentiment analysis in user requirement classification, we chose tra-
ditional sentiment analysis models, CNN models, and Bi-LSTM models as the baseline
for comparison:

• CNN: Convolutional layers are used to capture semantic features based on the rela-
tionship between words and phrases, and finally to classify the sentiment of users’
reviews [36].

• Bi-LSTM: the semantic information of word sequences in the whole sentence is cap-
tured through a bi-directional LSTM model, and the user’s sentiment is determined
through the final hidden layer output [38].

5. Experimental Results and Analysis

In this section, we report on and showcase the outcomes of the requirement topic
modeling and sentiment analysis phases. We also conduct a qualitative analysis of the
results from the requirement classification phase. This analysis serves to demonstrate
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the superior performance of our proposed framework in classifying user requirements,
as evidenced through these phases.

5.1. Requirement Topic Modeling

Drawing upon [39] and guided by an initial analysis of smartphone user requirements—
which indicated a variety, exceeding ten distinct categories—we incorporated prior knowl-
edge to guide the determination of the value of K for K-Means clustering in topic modeling.
This preliminary assessment justifies our expectation that K > 10. Consequently, to identify
the optimal number of clusters, we examined the coherence score (CV) of the LDA model,
as shown in Figure 4.
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The data reveal that the highest coherence score is achieved when K = 14, sub-
stantiating our decision to set K at 14 for the most effective representation of diverse
user requirements.

Table 1 shows the results of our proposed method compared with the baseline method
on four metrics.

Table 1. Comparison of various metrics for requirement topic modeling.

CV CU MASS CUCI Sil Score

TFIDF+K-Means 0.5895 −2.7149 0.2887 0.0007
word2vec+K-Means 0.7555 −2.0282 0.9033 0.3154
LDA 0.7105 −2.6041 0.6513 -
ERNIE3.0-LDA+K-Means 0.7693 −2.0925 0.9372 0.4220

In addition, the clustering effect of each model (except LDA) was visualized via
dimensionality reduction of the data using the UMAP algorithm, as shown in Figure 5.
In our comparative analysis, the visualization of clustering focuses on models where
clustering is applied as a distinct step following vector representation. As Latent Dirichlet
Allocation (LDA) inherently segments data into topics through probabilistic distributions,
it does not necessitate a separate clustering visualization like vector space models do.

From the results presented, it is evident that our proposed ERNIE3.0-LDA+K-Means
model for requirement topic modeling significantly outperforms traditional topic mod-
eling methods such as LDA and TFIDF. Not only does our model demonstrate superior
coherence in topic word identification, but it also exhibits a markedly improved clustering
effect compared to the aforementioned models. This enhancement underscores the PTM’s
capability to capture richer semantic information, leading to a more nuanced topic represen-
tation. It is important to note that the Silhouette Score, a measure ranging from −1 to 1, is
employed to assess the clustering quality. The higher Silhouette Score indicates the model’s
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effectiveness in grouping more similar items within clusters while differentiating between
clusters, thereby affirming the superior clustering performance of our proposed model.
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Figure 5. Visualization of clustering effect of different requirement topic models. (a) TFIDF+K-Means
shows dense grouping, (b) Word2vec+K-Means reveals distinct separations, and (c) ERNIE 3.0+LDA+K-
Means demonstrates intricate and better cluster patterns.

5.2. Sentiment Analysis

After determining the requirement attributes as described above, a precise measure of
satisfaction in user comments about a requirement attribute is needed to provide accurate
data for the final Kano model for requirement classification. In order to accurately analyze
user sentiment, we first constructed the sentiment analysis dataset based on the previously
obtained set of requirement classification data by splitting the comment sentences as
described above to ensure that each sentence contains only a single requirement attribute.
Then, 1/3 of these split sentences were annotated as training data, with the annotation
performed by two graduate students in related fields, and a sample of domain-related
professionals was asked to check the accuracy of the annotation. After the annotation,
the training data were split into training and test sets in a ratio of 8:2, and the SKEP model
was fine-tuned and the CNN and Bi-LSTM models were trained and then tested on the test
set. The final test results are shown in Table 2.
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Table 2. Model comparison and results (%).

Models P R F1

Fintuned SKEP 87.020 84.740 87.380
Bi-LSTM 82.980 84.200 82.590
CNN 79.980 75.420 77.630

From the above results, it can be seen that fine-tuned SKEP outperforms Bi-LSTM and
CNN models for sentiment classification, providing a higher accuracy for user satisfaction
with a certain requirement attribute, and thus can better classify requirements.

5.3. Kano-Based Requirement Classification

Based on the requirement attributes obtained from the above section and the difference
in the satisfaction level of the user corresponding to different requirement attribute states,
the different requirement attributes are mapped into a table using the calculation method
mentioned in Section 3, and the position of the requirement attribute in the table (shown
in Figure 6) is determined according to the largest value in the table. Finally, the category
to which the requirement attribute belongs is obtained. In addition, we compare the
classification results of the Kano model under our proposed PTM-based framework with
the classification results produced by the Kano model as a baseline model using traditional
NLP techniques and an approach that considers only three emotions. The results of the
comparison are shown in Table 3.

Table 3. Comparison of requirement attribute classification results.

Requirement Attribute Baseline [6] Our Proposed
Framework

Appearance Attractive Attractive
Brand Attractive Attractive
Camera Attractive One-dimensional
Customer Service Attractive Attractive
System Attractive One-dimensional
Battery One-dimensional One-dimensional
Price One-dimensional One-dimensional
Performance One-dimensional One-dimensional
Screen One-dimensional One-dimensional
Signal One-dimensional Must-be
Voice One-dimensional Indifferent
Logistics Must-be Attractive
Peripheral Must-be Indifferent
Memory Indifferent One-dimensional

For instance, categorizing the camera as merely an “attractive” attribute by the base-
line model is misguided. Essential photographic functionality is a basic expectation; its
absence leads to consumer dissatisfaction. Similarly, a deficient smartphone operating
system, despite some consumers’ lack of technical knowledge, inevitably results in dissatis-
faction. Moreover, classifying signal strength as a “one-dimensional” attribute overlooks
its fundamental importance. A poor signal not only compromises most services but also
fundamentally detracts from the smartphone’s usability, rendering it a “must-be” attribute
rather than an optional enhancement. This misclassification and others like it should be
addressed to align more closely with practical consumer expectations. From the above
classification results, we can see that the classification results of our proposed model are
mostly in line with common sense, which is appropriate for the classification of certain
segmented and imperceptible needs.
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6. Conclusions

In this study, we introduced a pre-trained model (PTM)-based framework to enhance
the classification of user requirements for product design, aiming to overcome the con-
straints of traditional classification methods. Our three-stage approach, consisting of
requirement topic modeling, sentiment analysis, and Kano-based requirement classifica-
tion, leverages the sophisticated capabilities of a PTM to improve the intricacies of user
review analysis.

This methodology employed ERNIE 3.0-enhanced LDA for topic modeling and fine-
tuned SKEP for sentiment analysis, and integrated these with the Kano model for final
requirement categorization. Through rigorous experiments, we demonstrated that our
approach surpasses the baseline models in accuracy and coherence, thereby providing more
reliable data for subsequent stages. The comparative results, underscored by a compre-
hensive case study on smartphone reviews, confirmed the effectiveness of our framework,
with a substantial improvement in aligning product features with user satisfaction levels.

Our work has several strengths, including a reduction in the dependency on extensive
annotated data and the ability to capture subtle nuances in customer sentiments, which
are often overlooked by simpler models. Furthermore, we addressed the limitations
associated with manual data annotation and the generalizability of our approach across
different domains.

For future research, we envision integrating the components of our framework to
achieve an efficient end-to-end requirement classification pipeline. Another promising di-
rection is to empirically validate the applicability of our framework across various product
domains and expand its capabilities to encompass a broader spectrum of user-generated
content. This holistic approach will inevitably provide a more nuanced understanding of
user needs, contributing to the field of intelligent product design and customer satisfac-
tion analysis.
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