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#### Abstract

This paper proposes a novel method of evaluating the Independent Double-Boost Interleaved Converter's performance, which can offer an overview of its behavior and can enhance the design stage of the converter. The concept of "condition number" is utilized and applied to the converter's model. Correlations between the condition number variation and the converter parameters lead to a qualitative assessment of the converter's behavior and offer the possibility to anticipate aspects like the stability and response of the converter. An in-depth analysis is conducted, starting from the state matrix and continuing with a series of presumptions regarding the converter and its operating mode, obtaining a series of expressions that define the condition number for the converter.
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## 1. Introduction

Concerning electronic converters circuits, in order to fit a specific application, an appropriate control strategy is needed. To obtain a good performance for the chosen control strategy, details of the converter's behavior are also essential. Therefore, a mathematical model of the converter is necessary. There are a series of modeling approaches that can be used to study the characteristics of power converters, depending on their type and the application in which they are used [1-3]. Normally, most of the converters imply some kind of pulse-width modulation (PWM) technique that makes them a switching system, leading to nonlinear and time-varying characteristics. There are several ways to approach the discontinuous dynamics of the converters and obtain a model in which the classical control theory can be utilized. One of the most used methods is to model the converter based on the average of its switching states. The aim of the so-called state-space averaging is to obtain a time-continuous system that can then be linearized via a smallsignal modeling method, thus being approximated to a linear system. This method is suited to analyzing the interaction with the passive elements of the system; however, it is not capable of dealing with high-frequency information [4] and integrating it into the system model. Other proposed methods such as the generalized state-space averaging presented in [5,6] or harmonic state-space method detailed in [5], can offer more accurate ripple estimation and include time-varying points of the linearized model. Using numerical methods and grey-box identification procedures, a model of quasi-linear behavior can be obtained [7]. Paper [8] provides a thorough description of trends in power electronics converter modeling. Among the averaged small- or large-signal models that can provide ease in linear controller implementation, the paper also discusses the positive-sequence or dynamic phasor modeling methods, which can incorporate electromagnetic dynamics within a phasor framework, being efficient for bulk power system analysis, and datadriven modeling, based on large sets of measured data, with an ability to detect parameter degradation and not demanding prior knowledge of a converter's structure or parameters.

Beyond establishing a model that can be used in designing the control strategy, certain types of approaches aim to study the electronic converter and how its parameters influence the overall performance. Ways of mitigating the faults and improving the reliability and fault-tolerance capabilities of power converter topologies are discussed in [9]. Here, an overview of the field of high-reliability power electronic systems is provided. The discussion presented is based on the concept of a lifetime model of the main electronic components of a converter. The implications of the probability distribution of the reliability function of the converter's components are taken into consideration, and an estimated state of health for the system is then determined. Another modeling approach for designing a tool for grid connected AC/DC converters is presented in [10]. Here, based on a design procedure that views the converter as being composed of lumped elements and described by a basic set of specifications, a design algorithm is proposed and evaluated for the best compromise from a set of possible solutions. In [11], index matrix equations are applied to configure the electronic components of a buck converter. In this manner, an enhanced circuit design can be performed. In another perspective, estimating the state of a power system can be influenced by the measuring approach applied within that system. This may pose convergence problems, as described in [12]. Here, the condition number analysis is used in order to determine the deficiency in state estimation and ways to overcome this issue. It was shown that by increasing the proportion of measured data information specific to the state estimation solver, the condition number is improved. Also, the manner in which the measurements of the system's parameters are made influence the estimation of the system state.

By using the same mathematical concept, i.e., that of the condition number, a new approach to studying the behavior of an electronic converter and the interactions of its passive elements is presented in this paper. Starting from the state matrix of the converter, and by making some assumptions regarding its operation, a correlation between the condition number of the state matrix and the converter's passive elements is made. The aim is to provide a novel perspective regarding the designing stage of a power converter and provide additional information that could be used in an optimization process.

As a novel approach, the converter chosen for this study is the Independent DoubleBoost Interleaved Converter (IDBIC), which is presented in detail in [13]. With two characteristic operation modes, the mentioned converter will be observed in continuous conduction mode (CCM), and the condition number specific to each of its operation regions will be determined.

The paper is structured as follows: Section 2 presents the switching states and the average switching matrix of the IDBIC converter when operating in the continuous conduction mode. Section 3 aims to offer some general background information regarding the concept of the condition number of a matrix. In Section 4, with a series of assumptions regarding its operation, the converter's condition number expressions are determined. Section 5 analyses the behavior of the condition number not only for ideal converter configuration but also for the instance when some passive elements are lossy. In Section 6, the converter's performance is observed from the perspective of the condition number, and a correlation between the two is proposed. Finally, Section 7 provides some conclusions regarding this paper.

## 2. Averaged Switching Model of the Converter

### 2.1. General Representation of the Switching States in CCM

In papers [13,14], the operation of the IDBIC converter is described and analyzed. Here, it is shown that the converter's switching states and operation modes are influenced by the value of the duty cycle. Therefore, for CCM operation, the possible switching states of the converter are depicted in Figure 1. Moreover, in addition to the mentioned papers, the representations in Figure 1 include the equivalent series resistance (ESR) of the inductors for improved model accuracy.


Figure 1. Switching states of the IBDIC converter operating in CCM.
For a duty cycle less than $50 \%$, the switching states of the converter will be S1-S2-S5-S3, and in the case of the duty cycle exceeding $50 \%$, the switching states will take the form of S4-S5-S4-S1 [13].

### 2.2. State-Space Average at CCM Operation and a Duty Cycle below 50\%

Given the relationships between the state variables presented in [14], by inserting the inductors ESR, namely $r_{1}$ and $r_{2}$, the system matrix of the converter for the S 1 switching configuration will be described as follows:

$$
A_{S 1}=\left[\begin{array}{cccc}
-\frac{r_{1}}{L_{1}} & 0 & 0 & 0  \tag{1}\\
0 & -\frac{r_{2}}{L_{2}} & 0 & \frac{-1}{L_{2}} \\
0 & 0 & \frac{-1}{R 1_{1}} & \frac{-1}{R C_{1}} \\
0 & \frac{1}{C_{2}} & \frac{-1}{R C_{2}} & \frac{-1}{R C_{2}}
\end{array}\right]
$$

Considering the S 2 switching state, the resulting system matrix will be

$$
A_{S 2}=\left[\begin{array}{cccc}
-\frac{r_{1}}{L_{1}} & 0 & \frac{-1}{L_{1}} & 0  \tag{2}\\
0 & -\frac{r_{2}}{L_{2}} & 0 & \frac{-1}{L_{2}} \\
\frac{-1}{C_{1}} & 0 & \frac{1}{R C_{1}} & \frac{1}{R C_{1}} \\
0 & \frac{1}{C_{2}} & \frac{-1}{R C_{2}} & \frac{-1}{R C_{2}}
\end{array}\right]
$$

For the final two switching states, the system matrices will be

$$
A_{S 5}=\left[\begin{array}{cccc}
-\frac{r_{1}}{L_{1}} & 0 & \frac{-1}{L_{1}} & 0  \tag{3}\\
0 & -\frac{r_{2}}{L_{2}} & 0 & 0 \\
\frac{1}{C_{1}} & 0 & \frac{-1}{R C_{1}} & \frac{-1}{R C_{1}} \\
0 & 0 & \frac{-1}{R C_{2}} & \frac{-1}{R C_{2}}
\end{array}\right]
$$

for the S5 state and

$$
A_{S 3}=\left[\begin{array}{cccc}
-\frac{r_{1}}{L_{1}} & 0 & \frac{-1}{L_{1}} & 0  \tag{4}\\
0 & -\frac{r_{2}}{L_{2}} & 0 & \frac{-1}{L_{2}} \\
\frac{1}{C_{1}} & 0 & \frac{-1}{R C_{1}} & \frac{-1}{R C_{1}} \\
0 & \frac{-1}{C_{2}} & \frac{1}{R C_{2}} & \frac{1}{R C_{2}}
\end{array}\right]
$$

for the S3 state.
Given the duty cycle $D$ and the matrices represented above, by averaging over one switching period, the system matrix, which describes the convertor operating at $D<0.5$, results in

$$
\begin{equation*}
A_{\alpha}=A_{S 1} \cdot D+A_{S 2} \cdot(0.5-D)+A_{S 5} \cdot D+A_{S 3} \cdot(0.5-D) \tag{5}
\end{equation*}
$$

where

$$
A_{\alpha}=\left[\begin{array}{cccc}
-\frac{r_{1}}{L_{1}} D & 0 & \frac{D-1}{L_{1}} & 0  \tag{6}\\
0 & -\frac{r_{2}}{L_{2}} D & 0 & \frac{D-1}{L_{2}} \\
\frac{D}{C_{1}} & 0 & -\frac{2 D}{C_{1} R} & -\frac{2 D}{C_{1} R} \\
0 & \frac{D}{C_{2}} & -\frac{2 D}{C_{2} R} & -\frac{2 D}{C_{2} R}
\end{array}\right]
$$

### 2.3. State-Space Average at CCM Operation and a Duty Cycle over 50\%

In the situation when the converter operates with a duty cycle over $50 \%$, the switching pattern differs. The specific state for this case is S4, which outputs the following system matrix:

$$
A_{S 4}=\left[\begin{array}{cccc}
-\frac{r_{1}}{L_{1}} & 0 & 0 & 0  \tag{7}\\
0 & -\frac{r_{2}}{L_{2}} & 0 & 0 \\
0 & 0 & \frac{-1}{R C_{1}} & \frac{-1}{R C_{1}} \\
0 & 0 & \frac{-1}{R C_{2}} & \frac{-1}{R C_{2}}
\end{array}\right]
$$

By averaging over one switching period in this operating mode, the overall system matrix depicting the convertor will be characterized by

$$
\begin{equation*}
A_{\beta}=A_{S 1}(1-D)+A_{S 5}(1-D)+A_{S 4}(2 D-1) \tag{8}
\end{equation*}
$$

which results in

$$
A_{\beta}=\left[\begin{array}{cccc}
\frac{r_{1}-1}{L_{1}} & 0 & \frac{D-1}{L_{1}} & 0  \tag{9}\\
0 & \frac{r_{2}-1}{L_{2}} & 0 & \frac{D-1}{L_{2}} \\
\frac{1-D}{C_{1}} & 0 & -\frac{1}{R C_{1}} & -\frac{1}{R C_{1}} \\
0 & \frac{1-D}{C_{2}} & \frac{-1}{R C_{2}} & \frac{-1}{R C_{2}}
\end{array}\right]
$$

## 3. The Condition Number Background

### 3.1. The Norm of a Matrix

The notion of a norm is presented in the context of distances between individual vectors or matrices, generalizing the concept of the absolute value of a scalar [15]. Matrix norms can be obtained in many ways [16]. An $m \times n$ matrix can be viewed as a vector in $m n$-dimensional space. Therefore, any $m n$-dimensional norm can be used for determining the "magnitude" of a such matrix. Considering matrix A as

$$
A=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n}  \tag{10}\\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right]
$$

The norm of $A$ will be

$$
\begin{equation*}
\|A\|_{\infty}=\max \left(\left|a_{11}\right|+\ldots+\left|a_{1 n}\right| ; \ldots ;\left|a_{n 1}\right|+\ldots+\left|a_{n n}\right|\right) \tag{11}
\end{equation*}
$$

Therefore, it is described as the maximum value obtained by summing the absolute values of each row [17].

It is worth mentioning that other vector-induced norms that are common are the so-called "p-norms", represented as $\|A\|_{p}$, where $1 \leq p<\infty$. Among these, $\|A\|_{1}$, known as the 1-norm, and $\|A\|_{2}$, known as the 2-norm or Euclidean norm, are the most common. The 1-norm is obtained in a similar manner to $\|A\|_{\infty}$, only summing, instead, the absolute values of the elements for each column. The 2-norm is harder to compute, and it is determined by the sqrt of the largest eigenvalue of $A^{T} A$. Due to the structure of the statespace representation of the converter, $\|A\|_{\infty}$ is most suitable for use in the computations, as it can be correlated for each state variable [18].

### 3.2. The Condition Number of a Matrix

In the field of numerical methods, the condition number of a problem is defined as the maximum error magnification over all input changes, or at least all changes of a prescribed type. The condition number of square matrix A is the maximum possible error magnification factor for solving $A \cdot x=M$, $=$ for all right-hand sides $M$ [17], and it is described as follows:

$$
\begin{equation*}
\operatorname{cond}(A)=\|A\|_{\infty} \cdot\left\|A^{-1}\right\|_{\infty} \tag{12}
\end{equation*}
$$

where $\|A\|$ is the norm of the $A$ matrix.
Therefore, matrix $A$ is well conditioned if $\operatorname{cond}(A)$ is close to 1 and ill conditioned when cond $(A)$ is significantly greater than 1 . Conditioning, in this context, refers to the relative security that a small residual vector implies a correspondingly accurate approximate solution [18]. In non-mathematical terms, a poorly conditioned matrix is one in which, for a small change in inputs (independent variables), there is a large change in the response or dependent variable. This means that the correct solution/answer to the equation described by that matrix becomes hard to find. However, with the development of complex mathematical software such as MATLAB and others, an estimate of the condition number is often available.

## 4. The Converter's Condition Number

Since the state matrix describing the converter is a square matrix, it is believed to determine its condition number and observe how it could be used to describe the behavior of the system. To determine the condition number, it is necessary to calculate the norm of the averaged state matrix and the norm of its inverse, as suggested in relation (12). As the state matrix differs according to the duty cycle, the condition number will be determined for each situation when its value is below and above $50 \%$.

### 4.1. Converter with a Duty Cycle below $50 \%$

With the help of the symbolic math library in MATLAB, the norm of the $A_{\alpha}$ matrix, which is presented in relation (6), was determined. Its representation is depicted in relation (13).

$$
\left\|A_{\alpha}\right\|_{\infty}=\max (a ; b ; c ; d) \text { where }\left\{\begin{array}{c}
a=\left|-\frac{r_{1}}{L_{1}}\right|+\left|\frac{1-D}{L_{1}}\right| ;  \tag{13}\\
b=\left|-\frac{r_{2}}{L_{2}}\right|+\left|\frac{1-D}{L_{2}}\right| ; \\
c=\left|\frac{D}{C_{1}}\right|+\frac{4 \cdot|D|}{\left|C_{1} R\right|} ; \\
d=\left|\frac{D}{C_{2}}\right|+\frac{4 \cdot|D|}{\left|C_{2} R\right|}
\end{array}\right.
$$

In a similar manner, the norm of the inverse of $A_{\alpha}$ was determined, as shown in relation (14):

$$
\left\|A_{\alpha}^{-1}\right\|_{\infty}=\max (m ; n ; o ; p) \text { where }\left\{\begin{array}{c}
m=\frac{2 \cdot\left|D\left(L_{1}+L_{2}\right)\right|+2 \cdot\left|C_{2} r_{2}\right|+\left|C_{1}\left[2 r_{2}+R(1-D)\right]\right|}{|D \cdot|\left[2\left(r_{1}+r_{2}\right)+R(1-D)\right] \mid} ;  \tag{14}\\
n=\frac{2 \cdot\left|D\left(L_{1}+L_{2}\right)\right|+2 \cdot\left|C_{1} r_{1}\right|+\left|C_{2}\left[2 r_{1}+R(1-D)\right]\right|}{|D \cdot|\left[2\left(r_{1}+r_{2}\right)+R(1-D)\right] \mid} ; \\
o=\frac{|D| \cdot\left|2 L_{2} r_{1}+L_{1}\left[2 r_{2}+R(1-D)\right]\right|+\left|r_{1}\right| \cdot\left|2 C_{2} r_{2}+C_{1}\left[2 r_{2}+R(1-D)\right]\right|}{|D| \cdot\left|\left[R+2\left(r_{1}+r_{2}\right)-2 D\left(r_{1}+r_{2}\right)+R\left(D^{2}-D\right)\right]\right|} \\
p=\frac{|D| \cdot\left|2 L_{2} r_{2}+L_{2}\left[2 r_{1}+R(1-D)\right]\right|+\left|r_{2}\right| \cdot\left|2 C_{1} r_{1}+C_{2}\left[2 r_{1}+R(1-D)\right]\right|}{|D| \cdot\left|\left[R+2\left(r_{1}+r_{2}\right)-2 D\left(r_{1}+r_{2}\right)+R\left(D^{2}-D\right)\right]\right|}
\end{array}\right.
$$

As the norms of the matrices depend on the maximum value found in expressions (13) and (14), a simplification of the mathematical relations is intended. Given that in a practical implementation [13], the converter will have a symmetrical construction, the values of some components will coincide. Maintaining the overall approximation in a tolerable limit, the following can be concluded:

- All values of the circuit's components are positive;
- Considering the differences between the values of the same type of component are very small, it can be approximated that $L_{1}=L_{2}=L, C_{1}=C_{2}=C$ and $r_{1}=r_{2}=r$;
- Operating at a duty cycle smaller than $50 \%$ results in $0<D \leq 0.5$.

Applying these approximations to each of the norm elements in (13) and (14), it can be observed that the terms are two by two equal. By writing in (13), $a=b=x_{1 \alpha}$ and $c=d=x_{2 \alpha}$, and by writing in (14): $m=n=y_{1 \alpha}$ and $o=p=y_{2 \alpha}$, resulting in

$$
\left\|A_{\alpha}\right\|_{\infty}=\max \left(x_{1 \alpha} ; x_{2 \alpha}\right) \text { where }\left\{\begin{array}{l}
x_{1 \alpha}=\frac{r+1-D}{D}  \tag{15}\\
x_{2 \alpha}=\frac{D(R+4)}{C R}
\end{array}\right.
$$

and

$$
\left\|A_{\alpha}^{-1}\right\|_{\infty}=\max \left(y_{1 \alpha} ; y_{2 \alpha}\right) \text { where }\left\{\begin{array}{c}
y_{1 \alpha}=\frac{4(D L+C r)+C R(1-D)}{D[4 r+R(1-D)]}  \tag{16}\\
y_{2 \alpha}=\frac{(D L+C r)[4 r+R(1-D)]}{D\left[4 r(1-D)+R(1-D)^{2}\right]}
\end{array}\right.
$$

To determine $\left\|A_{\alpha}\right\|_{\infty}$ and $\left\|A_{\alpha}^{-1}\right\|_{\infty}$, a series of operations are conducted. It is noted that the operations and simplifications are applied identical to both terms of each norm. Therefore, the following is true:

1. To establish the maximum between $x_{1 \alpha}$ and $x_{2 \alpha}$, both terms are multiplied by $C /(r+1-D)$, which results in

$$
\begin{equation*}
\left\|A_{\alpha}\right\|_{\infty}=\max \left(\frac{C}{L} ; \frac{D}{r+1-D} \cdot \frac{R+4}{R}\right) \tag{17}
\end{equation*}
$$

2. Knowing that, in practice [13], $R \gg 4$, the $\frac{R+4}{R} \cong 1$ approximation is made. The relation through which the maximum is defined results in

$$
\begin{equation*}
\frac{C}{L} v s \cdot \frac{D}{r+1-D} \tag{18}
\end{equation*}
$$

3. In relation (18), we can observe that the norm of the system matrix, hence the condition number, depends on the ratio between the capacitor and inductor values with respect to the duty cycle. By taking into consideration the left-hand/right-hand side positioning of the terms in relation (18) and the order of the terms in relation (15), the norm of $A_{\alpha}$ is obtained as follows:

$$
\text { if }\left\{\begin{array}{l}
\frac{C}{L}>\frac{D}{r+1-D} \Rightarrow\left\|A_{\alpha}\right\|_{\infty}=x_{1 \alpha}  \tag{19}\\
\frac{C}{L}<\frac{D}{r+1-D} \Rightarrow\left\|A_{\alpha}\right\|_{\infty}=x_{2 \alpha}
\end{array}\right.
$$

4. In an equivalent manner, the maximum between $y_{1 \alpha}$ and $y_{2 \alpha}$ is determined. After obtaining a common denominator, the numerators of $y_{1 \alpha}$ and $y_{2 \alpha}$ are observed for establishing $\left\|A_{\alpha}^{-1}\right\|_{\infty}$, as shown in relation (20):

$$
\begin{equation*}
\left\|A_{\alpha}^{-1}\right\|_{\infty}=\max \left(\frac{C}{L+r \cdot \frac{C}{D}} ;\left(\frac{R-4}{R}+\frac{4 r}{R(1-D)}\right) \cdot \frac{D}{1-D}\right) \tag{20}
\end{equation*}
$$

5. Considering that a small value of $r$ is desired, the approximation $r<1$ will be made. As such, in a practical application [13], we consider that $R \gg 4$ and $R \gg r$ result in $(R-4) / R+4 r /(R(1-D)) \cong 1$. After some operations, the relation from which the maximum value is derived stands as

$$
\begin{equation*}
\frac{C}{L} v s \cdot \frac{D}{1-D} \cdot\left(\frac{C}{L} \cdot \frac{r}{D}+1\right) \tag{21}
\end{equation*}
$$

6. In this situation, the norm of the inverse matrix is also defined by the capacitor and inductor values ratio and the duty cycle. Considering the positioning of the maximum in relation (21) and the terms in relation (16), the norm of $A_{\alpha}^{-1}$ results in

$$
\text { if }\left\{\begin{array}{l}
\frac{C}{L}>\frac{D}{1-D} \cdot\left(\frac{C}{L} \cdot \frac{r}{D}+1\right) \Rightarrow\left\|A_{\alpha}^{-1}\right\|_{\infty}=y_{1 \alpha}  \tag{22}\\
\frac{C}{L}<\frac{D}{1-D} \cdot\left(\frac{C}{L} \cdot \frac{r}{D}+1\right) \Rightarrow\left\|A_{\alpha}^{-1}\right\|_{\infty}=y_{2 \alpha}
\end{array}\right.
$$

When the ESR value $r$ is ignored, relations (19) and (22) become identical for both instances. The condition number is then obtained as follows:

$$
\operatorname{cond}\left(A_{\alpha}\right)= \begin{cases}x_{1 \alpha} \cdot y_{1 \alpha}, & \frac{C}{L}>\frac{D}{1-D}  \tag{23}\\ x_{2 \alpha} \cdot y_{2 \alpha}, & \frac{C}{L}<\frac{D}{1-D}\end{cases}
$$

If the value of $r$ is taken into consideration, the starting points are relations (18) and (21). Here, because the left-hand term is the same in both cases, the sequence of the right-hand terms is of interest. Considering that $r>0$ and $0<D \leq 0.5$, it can be deduced that

$$
\begin{equation*}
\frac{D}{1-D} \cdot \frac{1-D}{r+1-D}<\frac{D}{1-D}<\frac{D}{1-D} \cdot\left(\frac{C}{L} \cdot \frac{r}{D}+1\right) \tag{24}
\end{equation*}
$$

In Figure 2, a graphical representation based on relation (24) is illustrated. The intervals defined by the $C / L$ ratio are specific to each matrix norm and depicted in blue for $\left\|A_{\alpha}\right\|_{\infty}$ and orange for $\left\|A_{\alpha}^{-1}\right\|_{\infty}$.
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\leftarrow \frac{C}{L} \rightarrow
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Figure 2. The norms' elements considering the C/L ratio at a duty cycle below $50 \%$.
The ratio is evaluated at the same time for each of the intervals. Therefore, depending on the value of the ratio, the condition number of the $A_{\alpha}$ matrix can be determined as follows:

$$
\operatorname{cond}\left(A_{\alpha}\right)= \begin{cases}x_{2 \alpha} \cdot y_{2 \alpha}, & \frac{C}{L}<\frac{D}{1-D} \cdot \frac{1-D}{r+1-D}  \tag{25}\\ x_{1 \alpha} \cdot y_{2 \alpha}, & \frac{C}{L}>\frac{D}{1-D} \cdot \frac{1-D}{r+1-D} \\ x_{1 \alpha} \cdot y_{1 \alpha}, & \frac{C}{L}>\frac{D}{1-D} \cdot\left(\frac{C}{L} \cdot \frac{r}{D}+1\right)\end{cases}
$$

### 4.2. Converter with a Duty Cycle above 50\%

When operating at a duty cycle greater than $50 \%$, the average state system matrix of the converter is determined in relation (9). With the help of the MATLAB symbolic toolbox, the norms of $A_{\beta}$ and $A_{\beta}^{-1}$ are determined. As in the previous situation, to simplify the norms' expressions, a series of approximations and assumptions based on a practical implementation [13] are necessary. Therefore, all circuit elements have positive values, and the same type of elements have identical values. Considering that $0.5 \leq D<1$, results in

$$
A_{\beta}=\max \left(x_{1 \beta} ; x_{2 \beta}\right) \text { where }\left\{\begin{array}{c}
x_{1 \beta}=\frac{r+1-D}{L}  \tag{26}\\
x_{2 \beta}=\frac{2+R(1-D)}{C R}
\end{array}\right.
$$

and

$$
A_{\beta}^{-1}=\max \left(y_{1 \beta} ; y_{2 \beta}\right) \text { where }\left\{\begin{array}{c}
y_{1 \beta}=\frac{C}{1-D}+\frac{2 L}{R(1-D)^{2}+2 r}  \tag{27}\\
y_{2 \beta}=\frac{L(1-D)+C r}{(1-D)^{2}}
\end{array}\right.
$$

To determine the maximum value between $x_{1 \beta}$ and $x_{2 \beta}$, both terms are multiplied with $C /(r+1-D)$, with the result that in a practical implementation [13], $R \gg 2$. In this sense, the maximum is identified via the comparison of

$$
\begin{equation*}
\frac{C}{L} v s \cdot \frac{1-D}{r+1-D} \tag{28}
\end{equation*}
$$

As previously stated, the norm of the matrix depends on the ratio of the capacitor and inductor values with respect to the duty cycle. By keeping track of the position of the terms in relation (28) and the order of the terms in the norm in expression (26), it can be concluded that

$$
\text { if }\left\{\begin{array}{l}
\frac{C}{L}>\frac{1-D}{r+1-D} \Longrightarrow\left\|A_{\beta}\right\|=x_{1 \beta}  \tag{29}\\
\frac{C}{L}<\frac{1-D}{r+1-D} \Longrightarrow\left\|A_{\beta}\right\|=x_{2 \beta}
\end{array}\right.
$$

The norm of the inverse matrix is deduced by comparing $y_{1 \beta}$ and $y_{2 \beta}$. After simplifying the relations and noting that $R \gg 2$, the relation from which the maximum between the two terms is established is

$$
\begin{equation*}
\frac{1-D-r}{1-D} v s . \frac{L}{C} \tag{30}
\end{equation*}
$$

It can be noted that in this case, the inverse of the ratio is taken into consideration when establishing the matrix norm. Therefore, by comparing the elements in relation (30) and correlating the maximum value obtained with the position of the terms in expression (27), we can conclude that

$$
\text { if }\left\{\begin{array}{l}
\frac{L}{C}<1-\frac{r}{1-D} \Longrightarrow \| A_{\beta}^{-1}  \tag{31}\\
\frac{L}{C}>1-\frac{r}{1-D} \Longrightarrow \| y_{1 \beta}^{-1}
\end{array} \|=y_{2 \beta}\right.
$$

A visual interpretation of relations (29) and (31) is represented in Figure 3. Here, the two intervals depict the values of the norms, with blue for $\left\|A_{\beta}\right\|$ and orange for $\left\|A_{\beta}^{-1}\right\|$.

To establish the condition number matrix $A_{\beta}$, the possible norm values combination must be determined. A series of observations can provide aid in this manner, such as the following:

- The values of the ratios $C / L$ and $L / C$ are positive
- $\quad$ The values of $r$ and $D$ are defined as $0 \leq r<1$ and $0.5 \leq D<1$;

Taking into consideration the previous observations, it can be concluded that

- $\quad(1-D) /(r+1-D)$ has a positive value, less or equal to 1 ;
- $\quad(1-D-r) /(1-D)$ has a value less than or equal to 1 , and it can be a negative value;
- $y_{1 \beta}$ can be a negative value, in which case it cannot be a valid solution for the norm;
- By analyzing the possible norm values, the condition number of the $A_{\beta}$ matrix can be determined as follows:



Figure 3. The norms' elements considering the $C / L$ ratio at a duty cycle above $50 \%$.

## 5. The Behavior of the Condition Number

Relations (25) and (32) will be evaluated to observe the behavior of the condition number of the converter's system matrix. By changing the value of the $C / L$ ratio, a series of graphic representations will be made for the various cases of the converter operation.

### 5.1. Converter Operating below a 50\% Duty Cycle

In Figure 4, the variation in the condition number of $A_{\alpha}$ is represented, specifically for the converter operating at a duty cycle less than $50 \%$. Here, the inductor's ESR is neglected; therefore, $r=0$. As can be seen, depending on the ratio of the capacitor and inductor values, at different duty cycles, $\operatorname{cond}\left(A_{\alpha}\right)$ has a different behavior. When discussing the relevance of the condition number in Section 3 of this paper, it has been mentioned that a small condition number value that is close to 1 should be of interest. The $C / L$ ratio takes values from 0 to 1 in Figure 4 a and values from 1 to 2 in Figure 4b.


Figure 4. Converter's condition number behavior with respect to $C / L$ ratio at duty cycles less than $50 \%$, without the inductor's ESR: (a) $C / L$ value less than $D /(1-D) ;(b) C / L$ value larger than $D /(1-D)$.

In Figure 4a, the condition number greatly increases as the $C / L$ ratio decreases. There are, however, points at which its value becomes unity, but they depend on the duty cycle. In Figure 4 b , the variation in $\operatorname{cond}\left(A_{\alpha}\right)$ is linear, increasing with the $C / L$ ratio. In both situations, for a specific duty cycle $D$, the values of the capacitors and inductors
utilized in the converter configuration can be optimized to obtain a smaller value for the condition number.

In a physical implementation, the inductor's ESR will be greater than zero. Nonetheless, a small value will be convenient. In this manner, the variation in $\operatorname{cond}\left(A_{\alpha}\right)$ for a series of different values of $r$ is represented in Figure 5. To reduce the complexity of the representation, the duty cycle's value is set to $D=0.3$ in relation (25).


Figure 5. Converter's condition number behavior with respect to the C/L ratio at a $30 \%$ duty cycle, considering the inductor's ESR: (a) C/L value less than $D /(1-D) ;(\mathbf{b}) C / L$ value larger than $D /(1-D)$.

As can be observed, the overall behavior of the condition number is similar to the one presented in Figure 4. However, by considering the presence of the inductor's ESR, we can observe that the unity value is no longer obtained. The difference in the variation in $\operatorname{cond}\left(A_{\alpha}\right)$ is specific for each value of $r$ in Figure 5a, as well as in Figure 5b.

### 5.2. Converter Operating above a 50\% Duty Cycle

Considering relation (32) and the representation shown in Figure 3, the variation in cond $\left(A_{\beta}\right)$ for the ideal case when $r=0$, is presented in Figure 6. In this situation, the interval-limiting expressions represented in Figure 3 are identical and equal to 1 . Despite the different values of the duty cycle, the behavior of the condition number is relatively similar for all the values. In Figure 6a, the representation corresponds to the sub-unitary values of the $C / L$ ratio, while in Figure 6b, the values of the ratio are greater than 1.


Figure 6. Converter's condition number behavior with respect to the $C / L$ ratio at duty cycles above $50 \%$, without the inductor's ESR: (a) C/ $L$ value less than $1 ;(\mathbf{b}) C / L$ value larger than 1.

Taking into consideration the series resistance of the converter's inductors, the variations in cond $\left(A_{\beta}\right)$ are presented in Figure 7. Here, the condition number's behavior is particular to each value of $r$, with the duty cycle being set at $60 \%$.


Figure 7. Converter's condition number behavior with respect to the $C / L$ ratio at a $60 \%$ duty cycle, considering the inductor's ESR: (a) C/ $L$ value less than $1 ;(\mathbf{b}) C / L$ value larger than 1 .

In Figure 7a, the $C / L$ ratio is sub-unitary. When compared to the representation from Figure 5a,b, we can observe that the abrupt change in the condition number's variation does not occur at the same $C / L$ ratio in this case. In addition, this aspect determines a larger deviation of cond $\left(A_{\beta}\right)$ for a $C / L$ ratio greater than 1 , as can be seen in Figure 7 b .

As in previous situations, with the inductor's ESR taken into consideration, the unity value for the condition number is no longer achievable. Furthermore, the overall behavior remains similar to the one for when the duty cycle is less than $50 \%$.

## 6. The Condition Number and the Converter's Performance

Having determined the manner in which the converter's condition number is correlated to its passive elements and the duty cycle, a brief analysis of the converter's behavior is proposed. With reference to Figure 7, the behavior of the converter's condition number for the inductor ESR of $r=0.6 \Omega$ at a duty cycle of $60 \%$ is represented in Figure 8.


Figure 8. IDBIC converter's condition number behavior with respect to the $C / L$ ratio at a $60 \%$ duty cycle and inductor ESR of $0.6 \Omega$.

It is worth mentioning that in order for the converter to operate in CCM, a suitable value for the inductor $L$ must be selected [13]. As mentioned before, in order to modify the condition number, different values of the capacitance $C$ are chosen, which will influence the $C / L$ ratio. By doing so, in Figure 8, we notice that there is a minimum value for the condition number variation. An analysis of the converter's behavior in this situation and a comparison with some circumstances of non-minimum values is undertaken in order to observe any particularities that might occur.

By using relations (26), (27) and (32), the converter's condition number was determined for different values of the $C / L$ ratio. The values were chosen with the aim of emphasizing the effect of the minimum and two more extreme points on the representation in Figure 8. Therefore, $C / L$ ratios of $0.2,0.4$ and 2 will output the condition numbers of $6.6,4$ (minimum) and 10.

Based on the output-to-input voltage transfer function and on input current-to-input voltage transfer function, which can be derived from the model of the converter in [14], a frequency response plot is presented in Figure 9.


Figure 9. Frequency response of the IDBIC converter for different instances of the converter's condition number: (a) output voltage with respect to the input voltage; (b) input current with respect to the input voltage.

When evaluating the frequency responses, it is noted that the bandwidth varies with the condition number. Therefore, in Figure 9a, as the condition number increases, the output voltage response bandwidth changes in an irregular fashion. The same observation can be made for the bandwidth of the input current in Figure 9b. Consequently, for the same value of the condition number, either the voltage response has a smaller bandwidth and the current response has a larger bandwidth, or vice-versa, all with respect to the response corresponding to the minimum value of the converter's condition number. Hence, by observing this aspect, the possibility that the condition number can be used as a convergent point to facilitate a behavioral analysis of the converter is emphasized.

Based on the same transfer functions, the open-loop response of the converter to a 50 V step input is presented in Figure 10.

Key aspects of the simulated model should be mentioned: the inductors L1 and L2 have values corresponding to the converter operating in CCM [13], the inductor ESR resistors $r 1$ and $r 2$ are $0.6 \Omega$, the load $R$ remains constant, the input voltage $V$ is 50 V and the duty cycle is $60 \%$. The only variable parameter is the value of $C 1$ and $C 2$, and it will correspond to a specific $C / L$ ratio in order to match the previously mentioned condition number values for the converter.

Once again, the converter's configuration was predefined for obtaining the same condition number values. Here, it can also be observed that for values different from
the minimum, the output voltage or input current step responses are not simultaneously favorable. In this manner, the voltage step response, depicted in Figure 10a for the converter with a condition number equal to 10 , is overdamped, reaching the steady-state value with no voltage overshoot. On the other hand, the step response of the input current has a large overshoot, for the exact same value of the condition number, as seen in Figure 10b. The case when the current in Figure 10b has the least amount of overshoot corresponds to a converter configuration that yields a condition number with a value of approximately 6.6. However, for the same situation, the voltage response in Figure 10a has the least desirable transient evolution, with the largest overshoot.


Figure 10. IDBIC converter's response to a 50 V step input for different values of the condition number: (a) output voltage response; (b) input current response.

Considering the voltage and current step response for when the converter's configuration produces the minimum value for the condition number, in Figure 10a,b, each response manages to compromise the optimum transient behavior for both the output voltage and the input current. Therefore, the responses simultaneously have the least amount of overshoot among the other possible configurations.

In order to observe the correlation between the condition number and its behavior, an open-loop simulation of the converter was made using PLECS software. The simulation model is presented in Figure 11.


Figure 11. The PLECS simulation model of the IDBIC converter.

The simulation starts by applying the input voltage to the converter, with all-zero initial conditions. The measured outputs are the inductor current and the output voltage. The results are illustrated in Figure 12. As in the previous case, three simulations were undertaken for the $C / L$ ratios of $0.2,0.4$ and 2 . The behavior of the output voltage and inductor current is similar to the one presented in Figure 10. The idea that the minimum value of the condition number, hence the corresponding $C / L$ ratio, delivers the best compromise regarding the open-loop response of the converter is also emphasized here. The transient behaviors of the output voltage in Figure 12a and the inductor current in Figure 12b underline this concept.


Figure 12. Open-loop simulation results for the IDBIC converter for different condition number configurations: (a) output voltage; (b) inductor current.

Although the practical implementation and performance benchmarking of the IDBIC converter are presented thoroughly in [13], for the purpose of this paper, relying just on the open-loop simulation helps to emphasize the idea of the condition number's influence over the switching behavior of the converter. Considering that the current paper has a theoretical approach, observing the simulated results of the converter's response can conclude that in the case of a switching model, the response adheres to the one anticipated by the proposed theoretical method, as presented in this paper. Understandably, the simulated circuit is partially idealized with regard to some aspects such as the lack of voltage drop across the semiconductor devices or lack of switching losses and conduction losses. These might lead to disparities regarding eventual experimental outcomes concerning things such as the gain or settling time of the observed parameters. Even so, the concept of the optimum converter response being connected to the minimum value of its condition number is not undermined by this approach, being primarily dependent on the capacitor and inductor values, as discussed and demonstrated before.

## 7. Conclusions

In this paper, a novel approach to observing the behavior of an electronic converter is proposed. The method evaluates the condition number of the state matrix of the converter in order to assess the possibility of integrating it in the design stage. After establishing the state matrices of the converter, a series of assumptions and approximations based on its operation are made. With this step, the mathematical relations for the norms and condition numbers of the state matrix for each of the converter's operation modes are derived. It is shown how the condition number depends on the passive elements present in the converter's topology and how the duty cycle at which the converter operates influences this measure.

The possibility of obtaining a correlation between the condition number and the converter's behavior is considered Hence, by observing the open-loop response of the converter for different values of its condition number, an association between the minimum value of the condition number and the optimal tradeoff regarding the converter's response
has been identified, thus providing an additional tuning element in the design stage of the converter.

For the future development of this work, observations regarding the condition number's influence on the behaviors of other types of electronics converters topologies are of interest. Furthermore, analyzing the corresponding circuit parameters that characterize the condition number for the different topologies, together with the idea of obtaining a systemic description of the condition number, for a group of interconnected or parallel-fed converters will be considered.
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