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Abstract: Visual Field (VF) measurements, crucial for diagnosing and treating glaucoma, often contain
noise originating from both the instrument and subjects during the response process. This study
proposes a neural network-based denoising method for VF data, obviating the need for ground truth
labels or paired measurements. Using a mask-imposed VF as an input for the neural network, while
the original VF serves as a training label, we evaluated performance metrics such as the accuracy,
precision, and sensitivity of denoised VFs. Orthogonal experiments were also employed to assess the
impact of mask number, mask structure, and replacement strategy on model accuracy. This study
reveals that mask number, replacement strategy, and their interaction significantly affect the accuracy
of the denoising model. Under recommended parameters, VF-Mask-Net effectively enhances the
accuracy and precision of VF measurements. Furthermore, in deterioration detection tasks, denoised
VFs display heightened sensitivity compared to their pre-denoising counterparts.

Keywords: glaucoma; visual field; neural network; noise reduction; deterioration detection

1. Introduction

Glaucoma is one of the most common causes of irreversible vision impairment and
blindness [1]. Visual field (VF) measurement using standard automated perimetry (SAP),
which assesses differential light sensitivity (DLS) across a subject’s field of view, is one of
the most important methods in glaucoma diagnosis [2]. As a physical and psychological
measure, the measurement process of VF introduces a lot of noise, which makes the
measurement results inaccurate [3]. However, a precise measurement of VF is crucial for an
accurate diagnosis and corresponding appropriate clinical treatment. In particular, when
the VF is used for deterioration detection, the signal change given by the VF measurement
needs to be larger than the perturbation of the noise [4].

Various approaches have been adopted to enhance the accuracy of VF measurements.
Certain researchers have endeavored to refine the SAP procedure [5–7], while others have
sought to augment the application of prior knowledge [8–12]. These endeavors aim to
ameliorate the accuracy of VF measurements and mitigate the test–retest variability in the
measurement process.

There are also some researchers who use data analysis methods to analyze collected VF
data and try to solve problems in the domain of grid-like data noise reduction [13]. Spatial
domain methods [14,15] use the correlation between pixels/image patches to denoise
the original image. In particular, a spatial filtering method that takes into account the
distribution of optic nerve fibers has been shown to reduce VF measurement noise and
improve the sensitivity of deterioration detection [16,17].
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Transform domain denoising methods [18,19] observe that the distribution of signal
and noise is different in transform domain morphology: the signal is usually concentrated
in a certain interval of the transform domain, while the noise is usually uniformly dis-
tributed in the entire transform domain. Then, the noise reduction of the original data is
implemented by designing the filter in the transform domain. On the basis of the above
methods, researchers have observed repetition and redundancy in the information in
images; thus, they propose methods based on non-local information, non-local means
filtering (NLM) [20], and block matching and 3D filtering (BM3D) [21]. By exploiting
the similarity between the patches in the image, these methods demonstrate better noise
reduction performance.

Now, with the development of neural networks, methods based on machine learn-
ing exhibit better performance. Multi-layer perceptron was introduced into the field of
image noise reduction in 2012, and the denoising performance can now reach a level
similar to that of BM3D, proving the effectiveness of neural network methods in noise
reduction tasks [22,23]. By performing normalization for each training mini-batch, batch
normalization normalizes the output distribution of each layer of the neural network,
facilitating accelerated training and mitigating gradient-related issues [24]. Additionally,
the residual neural network incorporates residual connections, enabling the direct transfer
of gradients and alleviating the vanishing gradient problem [25]. The combined use of
batch normalization and residual neural network techniques makes the training of deep
networks feasible. Leveraging these technologies in a deep denoising network results in
superior noise reduction performance [26,27].

However, these methods based on machine learning are supervised learning methods,
and they need labels to complete the training of the model or require the type and intensity
of the noise to be preset. For natural images, ground truth images without noise used as
labels are often difficult to obtain. Moreover, in the VF measurement, the noise of DLS at
each test point cannot be simply assumed to be a Gaussian distribution [28]. Noise2noise
presents a denoising framework that utilizes noisy images as labels for training [29]. It
asserts that noise-free images are not essential as labels and provides theoretical evidence
that training with noisy images yields results comparable to training with noise-free images.
Additionally, noise2void demonstrates that the process of learning itself can also lead to
effective noise reduction [30].

When it comes to VF measurement, similar to natural images, the ground truth VFs
are also often not available. Thus, supervised approaches cannot simply be used to train a
denoising neural network. In test–retest datasets, each subject takes multiple measurements
over a short period of time, and their visual function is clinically controlled at a stable level.
According to the idea of noise2noise, we can select two VFs in multiple measurements of a
subject, one as the input and the other one as the label to train the neural network, that is,
VF2VF [31]. However, VF2VF is limited to the test–retest dataset for training; the test–retest
dataset is still scarce, and there are still not many measurement data available.

Therefore, in this paper, we propose a training method called VF-Mask-Net using VFs
themselves as labels for training. VF-Mask-Net addresses the challenges associated with
labels and pairing in denoising networks, significantly broadening the scope of applicable
training sets. Building upon this foundation, we systematically analyzed the influence of
various mask factors, encompassing mask number, mask structure, replacement strategy,
and their interactions, on noise reduction performance. According to the parameters
recommended based on our experiments, VF-Mask-Net stands out as the sole method, to
the best of our knowledge, capable of concurrently enhancing both accuracy and precision
in VF data. Moreover, in comparison to other noise reduction methods, VF-Mask-Net
exhibits notable advantages in augmenting sensitivity.
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2. Materials and Methods
2.1. Datasets

All VFs were measured with the HFA (Carl Zeiss Meditec, Jena, Germany) using the 24-
2 test pattern and the SITA (Swedish Interactive Thresholding Algorithm) Standard testing
algorithm. This test measures DLS at 54 test locations on the retina. For the convenience
of processing, grid-like VF data were flattened into structured 54-dimension vectors in an
order from top to bottom and from left to right. Specifically, the 26th and 35th dimensions
of the vector indicate blind spots.

Two different types of datasets are discussed in this paper: the long-term follow-up
dataset and the test–retest dataset. In the test–retest dataset, subjects were clinically held in a
stable visual state. Multiple measurements were taken in a short period. Therefore, multiple
eye measurements in the test–retest dataset can be considered as multiple observations of a
unified visual state. Thus, the variance among VFs in these repeat measurements indicates
the inherent measurement variability [32]. Furthermore, the VF series for each eye, and the
same series with arbitrary reordering, represent stable series with no underlying change [33].
While in the long-term follow-up dataset, the visual function of subjects may have changed
due to aging or deterioration, the measurements in the dataset cannot be considered as
multiple observations of the same visual function state.

In this study, two long-term follow-up datasets and one test–retest dataset were used.
The Moorfields dataset is a long-term follow-up dataset sampled from electronic health
records of glaucoma clinics at Moorfields Eye Hospital in London [34]. In this study,
85,988 VF tests from 9169 eyes were sampled. The UKGTS dataset is another long-term
follow-up dataset including VF series from the United Kingdom Glaucoma Treatment
Study (UKGTS) [35,36]. This study was a randomized, double-masked placebo-controlled
clinical trial testing the hypothesis that treatment with a topical prostaglandin analogue,
compared with placebo, reduces the frequency of VF deterioration events. The dataset
consists of 9316 VF tests from 735 eyes. The Halifax dataset is a test–retest dataset from a
study conducted at Dalhousie University, Halifax Canada [37]. In this study, 30 eyes were
tested 12 times over in 3 months. More detailed information about each dataset can be
found in Table 1.

Table 1. Digital features of each dataset. The main characteristic information of the three datasets
used in this study is listed in the table for reference.

Dataset Number
of Eyes

Number of
VFs

Mean Times
of VF Tests

Mean Time
between VF

Tests

Mean/Longest
Follow-Up
Duration

Mean of
Pointwise
DLS (dB)

Std of
Pointwise
DLS (dB)

Mean MD
(dB)

Moorfields
dataset 9169 85,988 9.4 1.19 years 8.61/10.24 years 23.7 9.0 3.0

UKGTS
dataset 335 4007 12.0 70.0 days 1.96/2.48 years 25.7 7.0 2.4

Halifax
dataset 30 360 12.0 1 week 3/3 months 25.9 7.0 2.0

In our study, the Moorfields dataset was used as the training set to train the neural
network. The Halifax dataset was used to evaluate the accuracy and precision of different
models. In addition, the Halifax dataset and UKGTS dataset were used to evaluate the
sensitivity of deterioration detection before and after denoising.

This study adheres to the tenets of the Declaration of Helsinki. Patients’ data were
anonymized prior to investigation, and this paper does not contain any personal or sensitive
information.

2.2. VF-Mask-Net

Based on the idea of noise2void [30], VF-Mask-Net is a training method that does not
require ground truth as labels and does not require pairing two measurements of a single
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eye. Given a single VF without denoising, superimpose a mask on the VF as the input to the
neural network, and use the original VF without the mask as the label to train the network.

As depicted in Figure 1, a mask database encompasses masks with various factors.
The training set’s VF is amalgamated with randomly selected masks from the database to
construct the neural network input. Specifically, the DLS value of the pixel at the hollow
circle position remains unchanged, while the DLS value of the pixel at the solid circle
position (mask pixel) is replaced. The replaced value is sampled from the pixel at the
hollow rectangular position. The primary component of the loss function is constituted by
the mean squared error between the neural network output,

⌢
x , and the original VF without

denoising, x.
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Figure 1. Framework of VF-Mask-Net. Mask collections are the mask set we constructed, which
contain masks of different types and different parameters. For more information, refer to Figure 2.
During the neural network training process, a mask is randomly selected from the mask collections
to superimpose the original VF, x, and to form the combined input of the neural network. In the
example in this figure, the mask pixel of the circular gray shade is overwritten with the DLS value of
the surrounding red rectangle. The mean square error between the output of the neural network,

⌢
x ,

and of the original VF is used as the loss function.
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Figure 2. Different mask samples when the mask number takes the value of 4. The black solid circle is
the mask pixel that needs to be covered, and the black hollow rectangular is a pool of options available
for overriding the mask pixel. When VF is merged with the mask, the value of the solid pixel is
overwritten and replaced with a pixel in the pool of options, and the other pixels remain unchanged.

The neural network architecture incorporates a 5-layer fully connected network, en-
compassing the input layer, three hidden layers, and the output layer. Both the input and
output layers consist of 54 neurons, while each hidden layer is composed of 512 neurons.
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The activation function for the hidden layers is Rectified Linear Units (ReLUs), and for the
output layer, the Hyperbolic Tangent function (Tanh) is employed.

VFs are min–max normalized when inputted into the neural network, limiting the
input to the interval [−1, 1], as shown in Equation (1). x indicates the original VF, and
zzz indicates the VF after normalization. Then, the normalized VF is superimposed with
a random mask and inputted into the neural network. After the forward propagation of
the neural network, the model outputs ẑzz. Then, the output is restored to 0 db to 40 db by
inversing the normalization as shown in Equation (2).

zzz =
x − 20

20
(1)

x̂ = ẑzz× 20 + 20 (2)

The loss function of the model is shown in Equation (3). The first term of the loss
function is the mean squared error between the output of the neural network and the
original VF. The second term is the L2 norm of all multiplicative parameters of the neural
network, W, which is designed to prevent the model from overfitting the training set,
X. By minimizing the loss function, the parameters of the neural network are optimized
iteratively to obtain a denoising model. Root mean square propagation (RMSProp) [38]
is used to optimize the loss function. The learning rate is suggested to take the value of
0.00005, and the regularization coefficient λ is suggested to take the value of 0.0002.

L(X) = E(||x − x̂ ||2) + λ||W||2 (3)

2.3. Factors of the Mask

The construction of masks is affected by different factors, and the noise reduction
effect is also affected. In this study, we focused on factors such as the number of mask pixels
(mask number), the shape of the mask (mask structure), the replacement strategy of the DLS
value in the mask, and their interactions. To systematically assess and discern the factors
exerting the most substantial influence on noise reduction, we developed an orthogonal
table of L27(313) for in-depth analysis, as shown in Table S1 in the Supplementary Materials.

The factor “mask number” denotes the quantity of mask pixels subject to overwriting.
As the number of mask pixels increases, the neural network faces a greater challenge in
reconstructing more pixels, thereby intensifying the complexity of the noise reduction task.
Conversely, if the mask number is excessively small, the neural network is susceptible to
gravitating toward an identity map, potentially compromising the effectiveness of noise
reduction. To systematically investigate this phenomenon, we categorized the mask number
into three levels—specifically, with values of 4, 9, and 16—and conducted experiments
accordingly.

The factor “mask structure” refers to the arrangement of selected mask pixels. In
VF measurements, the correlation between each measurement pixel and its neighbors is
notably higher than the correlation with non-neighbors. Elevated connectivity between
overwritten pixels can erase potentially valuable neighbor information during the DLS
overwriting process, thereby amplifying the challenge of VF reconstruction by the neural
network. To systematically explore this impact, we categorized the mask structure into three
levels—random, connected, and block—and conducted experiments accordingly. In this
study, “random” implies that mask pixels are randomly sampled from the 54 dimensions of
VF without repetition; “connected” signifies that any two mask pixels are connected; and
“block” indicates that mask pixels exhibit higher connectivity. The three rows in Figure 2
illustrate several samples under the three levels of mask structure.

The factor “replacement strategy” denotes the approach employed to replace the
original value when overwriting the mask pixels. In this study, we investigated three
distinct strategies. The first strategy involves a straightforward replacement of the orig-
inal value with a fixed value (20 dB). The second strategy takes into account the limited
correlation between pixels in the upper and lower halves of the VF. Here, we extract the
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DLS value from the corresponding half of the mask pixel to execute the replacement. The
third strategy entails sampling DLS values from adjacent pixels of the mask pixel. The
three columns in Figure 2 showcase various samples illustrating the three conditions of
replacement strategies.

2.4. Assessment of VF Noise Reduction Performance

We evaluated the noise reduction effect of neural network from three aspects, accuracy,
precision and sensitivity. The test–retest dataset Halifax dataset, which is independent of
the training set, was used for accuracy and precision evaluation. Due to the stability of VF
measurements in the short term, the mean value of each eye in the Halifax dataset is taken
as an estimate of the ground truth measurement of such eye.

Accuracy reflects the unbiasedness of the denoising model, which is the most critical
aspect of the denoising model. In this paper, the mean deviation (MD) is used as the
evaluation index for accuracy, as shown in Equation (4). E(x) represents the ground truth
VF vector of the eye, and ||•||2 represents the L2 norm of the vector. MD captures the mean
deviation between the denoised VF and the ground truth VF. A smaller deviation signifies
that the denoised VF is in closer proximity to the ground truth, indicating higher accuracy
and superior denoising performance.

MD = ||x − E(x)||2 (4)

Precision gauges the stability of the model’s output. It assesses how the model output
responds to small perturbations in the input—essentially measuring the magnitude of
change volatility. In this study, precision is evaluated by considering the variance among
multiple measurements of one eye in the test–retest dataset, which reflects the volatility
of the input VFs. The corresponding output’s variance is then indicative of the model’s
precision. Consequently, the standard deviation among multiple measurements of one eye
after noise reduction is defined as the precision index, denoted as PD, as outlined in
Equation (5), where x represents the sample mean of multiple measurements of the eye.

PD = ||x − x||2 (5)

Sensitivity constitutes another crucial aspect that mirrors the performance of VF noise
reduction. In the course of noise reduction, subtle yet objectively present signals may be
diminished alongside the noise, potentially compromising the sensitivity of VF in tasks
related to deterioration detection. To assess sensitivity before and after noise reduction,
we employed both a straightforward distance-based deterioration detection method and a
widely used approach, Permutation Analyses of Pointwise Linear Regression (PoPLR) [39].

Specifically, in the distance-based methods, we assess the Euclidean distance between
the initial VF measurement and subsequent measurements. If the distance surpasses a
predefined threshold at a given specificity, it is inferred that deterioration has occurred;
otherwise, no deterioration is presumed. As for the PoPLR method, we rely on the de-
terioration detection index of PoPLR, denoted as SPoPLR [39]. A VF series is classified as
deteriorated when its SPoPLR exceeds the threshold established in the “no change” dataset.

We conducted a sensitivity comparison before and after denoising by constructing
ROC-like curves for the distance-based methods and PoPLR on both the Halifax dataset
and the UKGTS dataset. In the Halifax dataset, which served as a “no change” dataset, the
deterioration detection index establishes thresholds for determining whether the VF series
have deteriorated. The “hit rate” calculated on the UKGTS dataset based on these thresholds
has been shown to be positively correlated with the true positive rate [28]. Consequently,
the ROC-like curve evaluates sensitivity by plotting the hit rate against the false positive
rate. Furthermore, in clinical practice, deterioration detection is only meaningful at lower
false positive rate (FPR). Therefore, we specifically analyzed deterioration detection results
within the FPR range of 0% to 15%, utilizing the area under the corresponding curve as a
quantitative sensitivity index—referred to as the partial area under the curve (partial AUC).
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Furthermore, we introduced the concept of warning time for a series, defined as
the series number corresponding to a given FPR. In detail, we established the threshold
for deterioration detection under the specified FPR and subsequently assessed whether
the series has deteriorated based on this threshold. The series number, denoting when
deterioration is first detected, was designated as the warning time. This metric offers an
alternative perspective on the sensitivity difference before and after noise reduction. A
smaller warning time under a given FPR indicates heightened sensitivity in the VF data.

3. Results

All experiments were performed on Dell C4130. The operating system was Ubuntu
22.04 LTS. The neural network framework was built using Python 3.10.9 and PyTorch 1.12.0.

3.1. Improved Accuracy and Precision of Transformed VFs

We performed eight experiments under specific conditions: mask number set at 2,
mask structure designated as “random sample”, and the replacement strategy specified
as “half mask”. The results of these experiments indicate that, on average, the MD of the
VF after noise reduction is reduced by 0.34 dB compared to the pre-denoising state. This
reduction signifies a closer alignment of the denoised VF with the ground truth compared
to the VF before noise reduction. Additionally, the post-denoising precision index PD is, on
average, 0.76 dB lower than its pre-denoising counterpart, indicating increased stability in
the output of the noise reduction network.

Another indicator of enhanced precision is evident in the boxplots of the retest DLS, as
shown in the Figure 3. In VF measurement, when the DLS value of a test point in the VF is
denoted as d, the retest DLS of that test point, r, conforms to a mixed Weibull distribution, as
validated in ANSWERS [28]. The boxplot effectively illustrates the distribution of the retest
DLS. Comparing the boxplot after denoising with those before denoising, it is apparent
that the denoising model is efficacious in refining precision, as the boxplot after denoising
is encapsulated within the boundaries of the boxplots before denoising. This observation
substantiates the effectiveness of the denoising model in improving precision.

We compared the accuracy and precision of VF-Mask-Net with those of the traditional
noise reduction method spatial filter [16,17], neural network methods such as DnCNN [26]
and VF2VF [31], and the reconstruction method variational autoencoder (VAE) [40]. As
delineated in Table 2, VF-Mask-Net stands out as the sole method that effectively reduces
both MD and PD simultaneously. The spatial filter tends to maintain consistency with the
original values, resulting in marginal changes in MD and PD after denoising. DnCNN,
VF2VF, and VAE reduce PD but exhibit an increase in MD. Given that MD, representing
unbiasedness, holds a higher priority than PD, indicative of output stability, VF-Mask-
Net emerges as superior to the other methods when considering the combined factors of
accuracy and precision in noise reduction.

Table 2. MD and PD of different denoising methods.

Methods Original VF Spatial
Filter DnCNN VF2VF VAE VF-Mask-Net

MD (dB) 2.31 2.36 2.49 2.56 2.54 1.97

PD (dB) 2.12 2.14 0.99 0.79 1.04 1.36
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quartile, and the 95th quantile. The green dotted line is the diagonal of the quadrant and serves
to facilitate an observation of the deviation between the bin median and the ideal value. The blue
dashed line in the subplot below shows the fit to the 5% and 95% quantiles before denoising.

3.2. Higher Sensitivity of Deterioration Detection

As depicted in Figure 4, the distance-based deterioration detection method illustrates
a notable enhancement in the hit rate after noise reduction using VF-Mask-Net compared
to the pre-denoising state. The hit rate curve of the spatial filter remains largely unchanged
before and after noise reduction. The hit rate of VAE closely aligns with that of VF-Mask-
Net. Specifically, as outlined in Table 3, the partial AUC of VF-Mask-Net increases by
0.17, 0.18, and 0.17, respectively, compared to the original value for VF series lengths of
6, 8, and 10. Furthermore, at FPRs of 5%, 10%, and 15%, the hit rate after VF-Mask-Net
noise reduction is elevated by 21.3%, 20.0%, and 17.3%, respectively, compared to the
original values.
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show the relationship between hit rate and false positive rate when the sequence length is 6, 8, and
10, respectively.

Table 3. Partial AUCs of different denoising methods.

Methods Distanced-Based Methods PoPLR

Series Length 6 8 10 6 8 10

Original VF 0.3539 0.4038 0.4336 0.0996 0.1428 0.1800
Spatial filter 0.3551 0.4056 0.4357 0.1018 0.1427 0.1793

DnCNN 0.4718 0.5336 0.5665 0.0887 0.1365 0.1664
VF2VF 0.5131 0.5744 0.6090 0.0920 0.1218 0.1557

VAE 0.5382 0.6059 0.6468 0.0957 0.1316 0.1632
VF-Mask-Net 0.5229 0.5831 0.6107 0.1049 0.1473 0.1771

Furthermore, Table 3 presents the partial AUC results for other noise reduction meth-
ods. It is evident that the partial AUC of VF-Mask-Net surpasses that of the conventional
spatial filter and the neural network approaches DnCNN and VF2VF. Notably, VF-Mask-
Net ranks second, only being bested by the optimal outcome achieved by VAE under the
current deterioration detection method.

The outcomes of the PoPLR, another method for deterioration detection, are more
tightly clustered, as depicted in Figure 5. The curves of the original value, VF-Mask-Net,
and spatial filter essentially overlap and slightly exceed the results obtained with VAE.
Specifically, as indicated in Table 3, the partial AUC of VF-Mask-Net is optimal for series
lengths of 6 and 8 and is comparable to the optimal value for a series length of 10.

Another index indicating sensitivity, warning time, was also subjected to comparisons.
As illustrated in Figure 6, when the FPR ranges from 0% to 15%, the warning time curve of
VF-Mask-Net remains consistently stable and lower than the warning time curve before
noise reduction. This signifies that in clinical practice, at the same error probability, VF data
denoised by VF-Mask-Net consistently provide an early warning 1.73 times ahead of the



Electronics 2024, 13, 646 10 of 15

original data. Comparatively, spatial filter leads by 0.02 times, DnCNN leads by 1.35 times,
VF2VF leads by 1.77 times, and VAE leads by 2.03 times. VF-Mask-Net ranks second, only
being bested by the optimal outcome, VAE.
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3.3. Impact of Different Mask Factors on Accuracy and Sensitivity

We conducted eight repetitions for each experimental point specified in the orthogonal
experimental table (refer to Supplementary Materials Table S1) and subsequently carried
out variance analysis based on the experimental outcomes. According to the results, among
the three primary factors—mask number, mask structure, and replacement strategy—along
with the interaction factor formed by pairing each of the three main factors, it was observed
that mask number, replacement strategy, and the combined effect of mask number and
replacement strategy significantly impacted the accuracy of the model (p < 0.01). Conversely,
the remaining factors demonstrated no significant impact. A detailed analysis of these
findings is provided in this section.

To scrutinize the impact of mask number on accuracy, we conducted 21 sets of ex-
periments with the mask structure designated as “random” and the replacement strategy
as “half mask”, systematically varying the mask number from 0 to 20. Each experiment
was replicated eight times, and the outcomes are graphically represented in Figure 7a. It is
evident that as the mask number ascends from 0 to 2, the MD progressively diminishes,
signifying an improvement in the accuracy of noise reduction. Conversely, as the mask
number increases from 2 to 20, MD gradually elevates, indicating a diminishing noise re-
duction accuracy. The denoising network attains optimal accuracy when the mask number
is set at 2.
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Figure 7. The impact of different mask factors on accuracy and the relationship between accuracy and
sensitivity. (a) The impact of mask number on accuracy. The boxplot displays the 5% quantile, quarter
quantile, median, third-quarter quantile, 95% quantile of the test point. The solid orange line fits
the mean value of the results at each test point. (b) The impact of replacement strategy on accuracy.
(c) The impact of the interaction effect of mask number and replacement strategy on accuracy. (d) The
fitting results of partial AUC and MD based on orthogonal test results. The blue dots describe the
corresponding results of the partial AUC and MD of the orthogonal experiments, and the orange line
represents the regression curve fitted based on these results.

The choice of replacement strategy also exerts an impact on the accuracy of the
denoising network. As per the experimental outcomes derived from the orthogonal test,
among the three levels of replacement strategy, there is no significant difference between
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“half mask” and “neighbor mask”, while “fixed value” is significantly different from the
other two (p < 0.01). As illustrated in Figure 7b, the MD under the “fixed value” condition
is markedly higher than the MD under the “half mask” and “neighbor mask” conditions,
indicating that utilizing “half mask” or “neighbor mask” as the replacement strategy yields
higher accuracy. Furthermore, Figure 7b shows that the accuracy differences resulting from
the three levels of mask structure are relatively minor.

The interaction between mask number and replacement strategy also plays a role in
influencing the accuracy of the denoising network, as depicted in Figure 7c. Firstly, it is
apparent that the MD after noise reduction increases with the escalating mask number.
Secondly, concerning the replacement strategy, the MD for “fixed value” surpasses that of
“half mask” and “neighbor mask”. These observations align with the findings from the
individual factor analysis mentioned earlier. The interaction effect between mask number and
replacement strategy manifests in the varying change rates of MD for different replacement
strategies as the mask number increases. With increasing mask number, the MD for “fixed
value” experiences a more rapid ascent compared to the MD for “half mask” and “neighbor
mask”, signifying a faster decrease in accuracy.

Furthermore, we conducted an analysis of the correlation between sensitivity and
accuracy based on the results of the orthogonal experiments. As illustrated in Figure 7d, as
the MD steadily increases, the accuracy of the denoising network progressively diminishes,
and concurrently, the sensitivity of the denoising network also experiences a decline. MD,
serving as a representation of accuracy, and the partial AUC, indicative of sensitivity, exhibit
a significant correlation, with a Pearson correlation coefficient of −0.839 (p < 0.01).

In summary, for training the denoising network, our recommendation is to set the
mask number at 2 and utilize “half mask” or “neighbor mask” as the replacement strategy.
These configurations lead to favorable outcomes in terms of accuracy and sensitivity, as
supported by the results of our experiments and analyses.

4. Discussion

The issue of noise reduction in VF data has been thoroughly studied. In this paper,
operating without labeled or paired data, we introduce a neural network training method,
VF-Mask-Net, designed to enhance the accuracy and precision of VFs. In the subsequent
deterioration detection task, our experiments empirically validate that the denoised VFs
exhibit superior sensitivity compared to the original ones. Additionally, we conducted an
orthogonal experiment to dissect the influence of various mask factors on noise reduction
performance. Through this analysis, we identified the pivotal factors affecting noise
reduction performance and provided recommended parameters for these factors.

Compared to various denoising methods, VF-Mask-Net exhibits notable advantages.
Firstly, as a neural network method, VF-Mask-Net significantly broadens the applicability
of noise reduction techniques based on neural networks. Commonly used neural network
approaches like DnCNN [26] typically necessitate labeled data for training. VF2VF [31]
relies on multiple measurements of a subject for paired training, whereas VF-Mask-Net
operates without the need for labels or pairing. This training method significantly lowers
the entry threshold for the training set, expanding the range of applicable datasets.

Accuracy stands as the paramount index reflecting the efficacy of noise reduction.
According to our experiments, VF-Mask-Net is the only method that effectively reduces ac-
curacy. Though traditional noise reduction methods like spatial filters do not require labels
and pairing, they do not manifest a prominent noise reduction effect on VFs. Generating
models such as VAE also does not demand labels and pairing, yet the accuracy of the recon-
structed VF is reduced, and ensuring the unbiasedness of the VF becomes challenging. The
stringent conditions within the training set significantly constrain the volume of available
training data, preventing DnCNN and VF2VF from achieving higher accuracy.

The sensitivity of deterioration detection serves as another crucial metric for evaluating
noise reduction performance. In this study, we assessed the sensitivity of VF data in de-
tecting deterioration through two commonly employed methods: distance-based methods
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and the prevalent trend-based method, PoPLR. In the indicators defined by distance-based
methods, VF-Mask-Net exhibits a significant improvement in sensitivity compared to the
original data. Relative to other methods, VF-Mask-Net secures the second position and
closely approaches the optimal performance of VAE. Regarding the indicators defined by
PoPLR, the differences between various denoising methods diminish, yet VF-Mask-Net
still maintains a slight advantage over other denoising methods.

Ideally, high accuracy signifies a superior signal-to-noise ratio in the data, implying
that the data can more precisely capture changes in the visual situation, thereby enhancing
detection sensitivity. The relationship between partial AUC and MD, depicted in Figure 7d,
corroborates this hypothesis. Nevertheless, it is important to note that the sensitivity
of deterioration detection is also contingent on the specific method employed for such
detection. For instance, while the MD of VAE may be higher than that of VF-Mask-Net,
it exhibits the most sensitive deterioration detection performance among distance-based
methods. Conversely, in the PoPLR method, the sensitivity of VAE is lower compared to
VF-Mask-Net.

The selection of the mask also plays a crucial role in the performance of noise reduction.
When the mask overwrites an excessive amount of information, it becomes more challeng-
ing for the model to reconstruct the overwritten data, potentially leading to a decrease in
noise reduction performance. For instance, in the experiment examining the correlation
between accuracy and mask number, as the mask number exceeded 2, the MD gradually
increased. Further evidence was found in the experiment analyzing the correlation between
accuracy and replacement strategy, where the MD of “fixed value”—which overwrites
more information—was higher compared to that of “half mask” or “neighbor mask”, which
overwrite less information. However, it is important to note that the relationship is not
strictly linear, and the “more information overwritten, the better” is not a universal rule. If
the mask overwrites too little information, the disparity between the model’s input and
output becomes too minimal, potentially causing the model to collapse into an identity
map. For example, in the experiment investigating the correlation between accuracy and
mask number, the accuracy was higher when the mask number was 2 compared to when it
was 1 or 0. This underscores the need for a balanced approach in determining the extent of
information overwritten by the mask for optimal noise reduction performance.

When faced with VF measurement data, VF-Mask-Net provides a solution to simul-
taneously improve accuracy and sensitivity for VFs. VF data, characterized as a grid-like
dataset, possess unique attributes. In contrast to natural images, VF data have lower
dimensions, and each pixel retains fixed position information, imposing more significant
constraints than natural images. This fixed position information facilitates pixel-wise
quantitative analysis. Medical images share similarities with VF data, exhibiting relatively
fixed structures and simple, clear semantics. These shared features create favorable condi-
tions for the utilization of VF-Mask-Net, and we foresee its meaningful application and
advancement in related fields.

In summary, VF-Mask-Net presents an unsupervised denoising method leveraging
neural networks. This model enhances the accuracy and precision of VFs, resulting in
denoised VFs that exhibit increased sensitivity in deterioration detection.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/electronics13030646/s1, Table S1: Orthogonal experimental table
of mask factors.
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