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Abstract: Blockchain stands out in addressing the data security requirements of the Internet of
Vehicles. However, blockchain has storage pressure that cannot be met by most existing nodes. The
emergence of Mobile Edge Computing allows nodes closer to the users to undertake the caching and
computation process. Although sharding can alleviate the storage pressure on blockchain nodes,
frequent cross-shard communication can affect the overall performance of the blockchain. In this
paper, combining the features of traffic flow with strong regional similarity as well as inter-node
correlation, we propose two sharding methods based on the current Vehicle–Infrastructure–Clouds
three-tier service model. The proposed Content Sharding method can optimize node caching and
improve the cache-hitting ratio. The proposed node sharding method can effectively reduce the
system service delay by assisting nodes to cache the whole blockchain together across the network.

Keywords: internet of vehicles; blockchain; cache; sharding

1. Introduction

With the continuous development of 5G communication technology, the Internet
of Vehicles (IoV) has received widespread attention for its potential value in promoting
the development of mobile computing [1]. The classical Vehicle–Infrastructure–Clouds
three-tier service model realizes the vehicle–cloud interconnection and provides stable
links to support massive requests and application services [2]. The reliability and stability
of IoV data are essential for IoV. However, the traditional centralized database not only
suffers from the single-point-of-failure problem but also pays little attention to the data
integrity [3].

Blockchain holds potential and is promising for vehicular network applications [4].
The blockchain’s serial hash structure prevents data tampering. Some companies have al-
ready used blockchain in the automobile industry. The Mobility Open Blockchain Initiative
(MOBI) is a global nonprofit alliance of the world’s largest vehicle manufacturers. In 2021,
MOBI released its own white paper [5]. The MOBI core members include four of the world’s
largest automakers: BMW, Bosch, Ford, and GM. MOBI aims to accelerate the adoption and
diffusion of standards in blockchain, distributed ledger and related technologies for the
benefit of the mobility industry. Since 2020, Ford has already used blockchain solutions for
electric vehicle batteries.Blockchain and artificial intelligence are designed to support the
responsible recycling of the batteries [6]. However, directly deploying the whole blockchain
on a cloud server is not a good choice. The short communication distance between vehicles
and cloud servers as well as the high speed of vehicles leads to a limited communication
time [7]. Thus, cloud servers may not be able to meet the low-latency requirements of
mobile vehicles in real time.

The emergence of Mobile Edge Computing (MEC) can significantly assist cloud com-
puting [8]. MEC refers to the distribution of computing, communication, control and storage
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resources and services to edge devices close to end users, rather than handling all of them
on cloud servers. The traditional IoV architecture can be well adapted to the introduction
of MEC [9]. By delegating permissions for processing, cloud servers allow Edge Processors
along Road (EPRs) near the road to form a MEC model that provides vehicles with more
comprehensive coverage of interactions. MEC significantly alleviates the computational
and storage pressure on the cloud and decreases latency.

Although MEC can solve the problem of rapid content delivery to a certain extent,
storage capacity and communication cost problems arise [10]. On the one hand, the ca-
pacity of a single EPR may not be necessarily sufficient to store the complete blockchain.
Blockchain is a typical replicated state machine system. Each node maintains a complete
copy of the data in the system. This increases the reliability of the system but also increases
the storage pressure on the participants. Due to the append-only nature of blockchain,
the storage problem becomes more severe over time. On the other hand, the consensus
mechanism of blockchain guarantees the reliability of the uploaded data through nodes
intercommunicating. In the peer-to-peer (P2P) network of blockchain, the complexity of
consensus communication increases with the number of EPRs in an exponential tendency.

Sharding or partitioning is an effective means to address blockchain storage and
communication problems. Network sharding and transaction sharding are common choices
for most blockchain scaling. Network sharding or Node Sharding (NS) packs nodes into
groups, allowing autonomous management within the group to reduce communication
complexity [11]. Transaction sharding or Content Sharding (CS) groups data into various
network shards, allowing different network shards to store only the content they are
interested in [12]. The significance of sharding is to help the majority of EPRs with limited
resources maximize their services to other peers and vehicles. Those services consist of
interest content queries and network state communication [13].

The purpose of introducing both NS and CS is to bind the service tendencies of EPRs
to the block contents. Most of the existing sharding protocols are randomized or semi-
randomized or geographically based. Although such approaches improve security and
unpredictability, they may also lead to high inter-shard switching costs or vulnerability
with almost fixed partitions. Traffic data are naturally associated with geographical location
and traffic flow. These features can be used as the basis for evidence-based sharding. Due
to the limitation of geographic location, the traffic characteristics of a road section will not
fluctuate greatly. As a result of the mobility of traffic flow, each EPR has a similarity to its
neighbors. Such a distribution pattern is conducive to achieving more stable partitioning
results along with a certain degree of randomness.

Taking into account the above background description and the issues raised mentioned
above, this paper introduces MEC into the blockchain-based IoV system. Considering the
current resource-limited status of EPRs, this paper designs a combination of NS and CS
to allow EPRs in the same partition to store blocks with similar content and in different
partitions to jointly cache the complete blockchain.

• A Traffic-Data-based Vibration Sharding (TDVS) method is used to reduce node
storage pressure in blockchain. TDVS divides EPRs based on traffic data and node
topology, which facilitates the internal autonomous management of nodes within a
shard and the cooperation of nodes between shards to provide external services.

• A Traffic-Data-based Genetic Algorithm (TDGA) is used to optimize the node cache.
The TDGA optimizes the local cache of an EPR by finding the most suitable blocks for
its storage based on the cost of cache hits at different locations.

• Comparative experiments in five different hardware environments demonstrate the
feasibility of the above mechanisms. Five different experimental environments are
set up depending on the type of node hardware implementation and the type of
transmission links. The effectiveness of the proposed methods is demonstrated in
terms of delay and the cache miss rate.

The rest of this paper is organized as follows. Section 2 reviews the state-of-the-art
studies. Section 3 describes the system model and TDVS method. Then, Section 4 depicts
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the TDGA along with group caching. Section 5 shows the experiment results. Finally,
Section 6 concludes this paper.

2. Related Work
2.1. Blockchain Integrated with IoV

Blockchain is an emerging decentralized and distributed database that was originally
served with Bitcoin [14]. The underlying P2P network is a shared feature of both blockchain
and IoV. The key advantages of blockchain models can be summarized as decentralization,
trust and security [15]. Therefore, it is widely recommended to integrate blockchain into
the IoV network. Ref. [16] proposes a blockchain-based authentication mechanism for
vehicular ad hoc networks (VANETs). It uses blockchain technology to authenticate the
identity of vehicles and the messages they exchange during handover. Luc et al. [17]
combine Hyperledger Sawtooth as the blockchain with an Inter Planetary File System as a
distributed storage system. The combination of these two types helps cars send accident
data to smart contracts. Ref. [18] proposes a novel architecture for managing road traffic
events in vehicular ad hoc networks (VANETs). The system makes use of a permissioned
blockchain and micro-transactions to reduce the amount of communication and storage
overhead required. Ref. [19] proposes a blockchain-based protocol to achieve vehicle-to-
infrastructure authentication and vehicle-to-vehicle broadcasting authentication. It achieves
lightweight handover authentication without the help of a transportation infrastructure.

Blockchain has received a lot of attention due to its security features of non-tampering
and consensus mechanisms. Most of the existing literature uses blockchain only as a more
secure database, yet does not propose solutions to the practical problems posed by the
introduction of blockchain into the IoV. In order to make blockchain better fit into the IoV,
this paper focuses on the storage pressure of blockchain on EPRs based on the existing
transportation structure.

2.2. Node Partitioning in IoV

Network partitioning is recognized as an effective auxiliary approach for solving
transportation tasks on large-scale traffic networks [20]. Ref. [20] proposes a network-
partitioning-based domain-decomposition framework to improve graph convolutional
network-based predictors’ performance on large-scale transportation networks. Some
of these similar methods are static partitioning approaches, where the model needs to
be reconstructed every time the data change. In reality, traffic characteristics change in
space and time and will continue to spread to adjacent areas. Ref. [21] proposes a novel
three-step framework for a dynamic urban arterial partition using the data collected by
automatic license plate recognition devices, which are widely installed in China. Ref. [22]
presents a Privacy-Preserving Asynchronous Federated Learning and Vertical partitioning-
based Algorithm that reduces the duration of idling at red lights and improves the fuel
consumption of ITS. Nevertheless, it does not consider the high complexity of partition.

Dynamic partition is essential. Moreover, the partition method must be able to quickly
adapt to the traffic data. The TDVS algorithm proposed in this paper reaches exponential
complexity only at the worst time spot. In the common case, TDVS can dynamically divide
the EPRs with linear complexity.

2.3. Storage Pressure on Blockchain

One of the key issues that affect the performance of a blockchain is the storage.
Blockchain was originally designed as a replicating state machine system. Each node of the
blockchain stores a complete copy of the blockchain. This pattern improves the security
of the blockchain but at the same time brings great pressure on storage [10]. Presently,
the Bitcoin blockchain size is around 15 GB, and this number is increasing at the speed
of around 1 MB per hour [23]. Ref. [24] points out multiple challenges of the blockchain
technique, including the blockchain size, which is the storage challenge that we focus on.
The original storage optimization plan is pruning [25]. A node with validated historical
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blocks can obtain the current system state; thus, the old transactions can be discarded
to save space. For situations where historical data are required, pruning cannot be used.
Therefore, more effective and innovative solutions are yet to be proposed.

Ref. [24] allows that blockchain only stores the storage address of data returned by
the Interplanetary File System, thus reducing the storage space overhead of the blockchain
and ensuring data security. However, this scheme utilizes additional data structures to
ensure blockchain recovery. Ref. [26] designs an improved hybrid architecture design which
uses an Advanced Time-variant Multi-objective Particle Swarm Optimization Algorithm
(AT-MOPSO) for determining the optimal number of blocks that should be transferred to
the cloud for storage. Ref. [27] selects old blocks which were created previously and are
less likely to be queried and stores them in the cloud. Based on this idea, they develop
objective functions related to query probability, storage cost, and local space occupancy,
which naturally narrows down the problem to block selection. Ref. [10] proposes a deep
reinforcement learning approach to solve the block selection problem, which involves
identifying the blocks to be transferred to the cloud. The above solutions illustrate that
optimization of the block locations can solve the storage pressure to some extent.

The unique traffic flow attributes and node topology of IoV naturally lead to different
demands of blocks in different regions. In this paper, the TDVS for Node Sharding and
TDGA for Content Sharding are combined to reduce vehicle query latency. Node Sharding
is closely related to IoV data. Content Sharding, on the other hand, relieves the storage
pressure of blockchain. This paper combines blockchain and IoV tightly, which has certain
practical and realistic significance.

3. MEC Design on Blockchain-Based IoV Structure
3.1. Brief Description of Three-Tier IoV

Referring to the current research on IoV, the basic architecture of this paper is based
on the description in the review [2]. The three-tier network architecture designed consists
of the Vehicle Layer, Edge Processor (EP) Layer and Remote Service (RS) Layer as shown in
Figure 1.

Figure 1. Three-tier IoV.

3.1.1. Vehicle Layer

The first layer contains vehicles and on-board sensors, which are the initiator of the
network services. Vehicles collect data alongside roads and their own driving information
through on-board sensors. These information is then integrated and sent over a wireless
network to the nearest EPR. This process follows the protocol specification of MEC and
uses wireless protocols such as 802.11. By transferring the heavier tasks of storage and
computation from the vehicle to the responsible EPR, MEC compensates for the lack of
resources of end users.
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Following the requirement of lightweight nodes in the blockchain, there is no need for
the vehicles to store the full blockchain. Vehicles only store the headers of blocks and verify
the legitimacy of block content through the Simplified Payment Verification Protocol [25]
when needed.

3.1.2. Edge Processor (EP) Layer

The second layer network consists of EPRs on both sides of the roads and edge
processors. EPRs serve as the edge service providers. EPRs are responsible for accepting
the data uploaded by end users as well as providing services such as queries. The growing
popularity of Intelligent Transport Systems will increase the number of EPRs by leaps
and bounds. However, the communication and management complexity may become a
performance bottleneck for the whole service network. Thus, we design an NS technique
to implement the zoning of EPRs. The specific partitioning technique will be described in
the next section.

3.1.3. Remote Service (RS) Layer

The third layer is composed of cloud server nodes, which are set as nodes with
sufficient storage and computation resources. In the IoV environment, those remote high-
performance servers are able to provide a secure full blockchain storage environment and
fulfill heavy computational tasks. The cloud server layer informs the EP Layer of the
calculation results to help EPRs better adapt to the network demand.

The communication mode between nearby layers is a hybrid communication with both
wireless and wired links. It is obvious that wireless communication is set up between the
Vehicle Layer and EP Layer. In view of the current road infrastructure development, the EP
Layer and RS Layer are designed to be a combination of wired and wireless communications.
Given that most EPRs are fixed as hardware, the probability of adjusting their position is
small. Hence, in addition to wireless communication between EPRs, underground cables or
other physical approaches can be used to realize intra-layer and inter-layer communications.

3.2. Traffic-Data-Based Vibration Sharding and Chief Processor Layer

In the MEC concept, edge servers communicate messages to provide services to
end users in a cooperative manner. On the one hand, the increasing number of edge
devices will directly increase the communication complexity of edge services; on the
other hand, road information has strong regional characteristics, and the road information
collected by neighboring EPRs is likely to have strong similarity. Therefore, the model
that requires all EPRs to communicate globally is not applicable to the current vehicle
networking environment.

3.2.1. Traffic-Data-Based Vibration Sharding Mechanism

In light of the above situations, we divide the EP Layer into several small shards based
on its recent traffic data. The specific sharding mechanism is named Traffic-Data-based
Vibration Sharding (TDVS). The details of TDVS follow below.

Three typical traffic flow parameters are chosen to characterize the state of the data
collected at a node during a certain period of time. The triplet is shown as (2):

fi = (vi, qi, di) (1)

F = { fi | 1 ≤ i ≤ I} (2)

where vi, qi and di denote the average speed, number and density of traffic in a period of
time monitored by an EPR with index i (EPRi). I is the total number of EPRs and for any i,
there exists 1 ≤ i ≤ I. Traffic Density is the number of vehicles on a lane per unit length
(meter) at a given instant in time:

ωij =∥ fi − f j ∥2 (3)
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φij =
fi · f j

∥ fi ∥2 · ∥ f j ∥2
(4)

where ωij and φij denote the Euclidean distance and cosine distance of EPRi and EPRj,
where 1 ≤ i, j ≤ I:

A = {aij | aij = 1 or aij = 0 for adjacent nodes or not} (5)

Ni = {EPRj | aij = 1} (6)

where A and Ni are the adjacency matrix of the EP Layer and neighbor set of EPRi. Then,
the influence value between two nodes can be represented as (7):

βij =
| Ni ∩ Nj |
| Ni ∪ Nj |

e−ωij (7)

The basic traffic capacity is defined as the maximum number of vehicles passing
through the road section in a unit of time [28]. It can be obtained from Table 1 according
to [29].

Table 1. Basic traffic capacity table.

vi 20 30 40 50 60 80 100

pcui 1100 1300 1300 1350 1400 1750 2000

Here, vi is the average speed of EPRi, and the corresponding traffic capacity is pcui.
Traffic saturation is the ratio of the actual traffic flow to the traffic capacity. It is one of the
important indicators reflecting the level of road service. Referring to Table 1, the saturation
value can be calculated in (9):

Qi =
qi

pcui
(8)

The TDVS mechanism involves a two-part process: temporary center selection and
node partitioning. The sharding quality depends heavily on the choice of the initial center
of each shard. Therefore, based on the IoV environment, a temporary center selection
algorithm is proposed to solve the initialization problem, shown in Algorithm 1. K is
denoted as the total number of shards, where 1 ≤ K ≤ I. τ counts the current period from
the launch of the system.

It is time consuming to re-select the center node for each grouping process. Thus, we
set a threshold Υ to mark the version of the center node selection policy over a period of
time. Under the complex version, all nodes participate with their traffic data; under the
simple version, the current set of centers is derived from the previous set L.

Traffic data are naturally mobile, leading to the saturation of neighboring nodes with
high similarity over time [30]. Hence, a saturation-based node-partitioning algorithm is
employed to divide EPRs into shards with determined centers. Pseudocode for partition is
presented as Algorithm 2.

Element i in C represents the specific shard of EPRi. As mentioned before, the RS
Layer has strong computational power. Therefore, the RS Layer accomplishes the above
TDVS task. Cloud servers in the RS Layer notify the EP Layer of the results via wired or
wireless links.

The worst complexity of Algorithm 1 is O(I2), where all nodes are in a fully connected
graph. Yet within a preset time period Υ, the complexity can be reduced to O(I). The worst
complexity of Algorithm 2 is also O(I). Therefore, the total complexity of TDVS ranges
from O(I) to O(I2), where O(I2) only occurs at regular intervals Υ.
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Algorithm 1 Pseudocode for temporary center selection.

Input: attribute matrix of all nodes (F), adjacency matrix (A), number of shards K, current
timer τ, re-partition time threshold Υ, previous leader group L

Output: temporary leaders of K clusters L
1: L = ∅
2: if τ < Υ then
3: for EPRi ∈ L do
4: for EPRj ∈ Ni do
5: Qj =

qj
pcuj

6: end for
7: EPRj = argmin

EPRj∈Ni

(∥ Qi −Qj ∥1)

8: Ñi = Ni
9: while EPRj ∈ L do

10: Ñi = Ñi − {EPRj}
11: EPRj = argmin

EPRj∈Ñi

(∥ Qi −Qj ∥1)

12: end while
13: L = L ∪ {EPRj}
14: end for
15: τ = τ + 1
16: else
17: for each EPRi do
18: for EPRj ∈ Ni do
19: ωij = ∥ fi − f j ∥2

20: βij =
|Ni∩Nj |
|Ni∪Nj |

e−ωij

21: end for
22: Bi = ∑

EPRj∈Ni

βij

23: end for
24: N = {EPRi|1 ≤ i ≤ I}
25: while | L | < K or N != ∅ do
26: EPRi = argmax

EPRi∈N
(Bi)

27: L = L ∪ {EPRi}
28: N = N− {EPRi} − {Ni}
29: end while
30: τ = 0
31: end if
32: L = L
33: return L

Algorithm 2 Pseudocode for node partition.

Input: attribute matrix of all nodes (F), adjacency matrix (A), number of clusters K, maxi-
mum iterations T, temporary leaders of K clusters L

Output: classify results array C
1: C = []1×I
2: for each EPRi do
3: c = argmin

EPRj∈L
(φij)

4: C[i] = c
5: end for
6: return C
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3.2.2. Chief Processor Layer

Intra-shard communication uses the Linear Practical Byzantine Fault Tolerance
(L-PBFT) model [31], which requires a primary node to lead the consensus process for a
certain period of time. Inter-group communication also requires a representative of each
shard to simplify the communications. Consequently, Chief Processors (CPs) are devised
to lead intra-shard communication and coordinate inter-shard communication. As shown
in Figure 1, the Chief Processor Layer consists of some special chief EPR from each zone.
The above partitioning algorithm is only used to divide ordinary EPRs in a fixed time
period, and the temporary center is only used for dividing. Semi-random CP selection
criteria are designed as follows in order to make CP more unpredictable:

k̂ = SHA256(prev_hash ∥ Qk) mod card(Shardk) (9)

For each shard k, Qk and prev_hash are denoted as the saturation of the last CP and
previous hash value of the global latest block. SHA256 stands for a cryptographic hash
function designed by the National Security Agency. card(Shardk) counts the total number
of elements in shard k. k̂ stands for the temporary index of EPR in the current shard. If the
node with k̂ is not responsive, then we take the next one in turn. The above process is
handled by the shard itself with L-PBFT consensus.

4. Group Caching and Content Sharding

Traditional approaches commonly utilize a central server to cache the blockchain. We
propose a Content Sharding mechanism to allow nodes within one group to cache similar
blocks and nodes between various groups to cooperatively store the whole blockchain.
The ES Layer provides services to vehicles in the form of cooperative search. This pattern
can reduce the complexity of the central server to a certain extent, and at the same time
improve the response speed of EPRs and balance the network load.

4.1. Group Caching and Data Access Costs

Since the blocks are scattered on different EPRs, the block storage of one EPR may not
always be able to fully cover its incoming block query requests. Therefore, EPRs need to
cooperate with each other to provide complete services. Different search paths for different
cache locations of the blocks are shown in Figure 2. The cost of a node accessing its own
storage list is different from the cost of a node forwarding a query through a network
request. In order to be able to better describe the above process, we define the cost function
for a single data access request, a single EPR in (10):

℧(r̆)
i,j,r =



0 if r̆ ̸= i
w1 if r̆ = i & b̌j ∈ Ei

2w1 + w2 + Dis if r̆ = i & b̌j /∈ Ei & b̌j ∈ Es

w1 + w2 + w3 + Dk1,k2 if r̆ = i & b̌j /∈ Ei & b̌j ∈ Shardk2

w4 if r̆ = i & b̌j ∈ RS Layer

(10)

where b̌j is a block with sequence number j and 1 ≤ j ≤ J, where J is the total number of
blocks. Then, the blocks caching in EPRi can be denoted as Ei = {b̌j | b̌jinEPRi}. ˆReqr
stands for request with sequence number r and 1 ≤ r ≤ R, where R is the total number of
requests. r̆ is the index of EPR being requested, where 1 ≤ r̆ ≤ R. In Shardk1 , EPRs is one
of the neighbors of EPRi, which caches b̌j.

There exist five search paths for various cache locations. w1 and w2 stand for the cost
of search local and neighbor cache; w3 stands for the cost of the forward request to another
Shardk2 ; w4 stands for the cost of the offered help from remote storage. Dis and Dk1,k2
represent the transmission cost on short links between EPRi, EPRs in the same Shardk1 and
long links between Shardk1 and Shardk2 .
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Since the TDVS algorithm takes into account the topology, there exists w1 < w2 ≪
w3 ≪ w4. Hence, the cost of a single request grows larger as the block cache location
becomes farther.

Figure 2. Different search paths due to different cache location.

4.2. Content Sharding

In the context of network data caching, whether a block is stored on a EPR depends on
how often the block is accessed and how much it costs to query or forward. This process
requires continuous learning and revision of the system. So, we employ the Traffic-Data-
based Genetic Algorithm (TDGA) to solve the block cache location problem. The GA
simulates the process of block caching as the evolution of a population. In the temporal
dimension, the population keeps reproducing to adapt to the data access patterns; in the
spatial dimension, the individuals within the population interact and collaborate with
each other, exploring to find an excellent evolutionary direction. Scholars have already
been using Genetic Algorithms (GAs) to solve caching problems. For example, Ref. [32]
introduces a self-tuning cache replacement policy based on which the future request of a
cache block is forecast based on its access pattern. The proposed policy constantly balances
among the potential attributes of the object in the cache memory: recency, frequency,
size, and time. However, Ref. [32] focuses on the traditional cache policy rather than the
blockchain field. The TDGA combines the GA and blockchain concept tightly to realize an
effective block caching strategy. The pseudocode of the GA is Algorithm 3.

We use Ek to stand for a set of cached blocks in Shardk. Thus, an individual of the GA
is denoted as (11), where 1 ≤ m ≤ M and M is the population size:

xm = {Ek | 1 ≤ k ≤ K} (11)

The fitness of this individual is (12):

ζm =
1

∑R
r=1 ∑J

j=1 ∑I
i=1 ℧

(r̆)
i,j,r

(12)
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Thus, the population and its fitness set can be represented as (13):

X = {xm | 1 ≤ m ≤ M},F = {ζm | 1 ≤ m ≤ M} (13)

Algorithm 3 Pseudocode for GA.

Input: population size M, mutation possibility ξ, crossover possibility η, convergence
threshold ϵ, maximum iterations T̂, total number of blocks J

Output: best individual xmax
1: current timer t← 0
2: X(0) ← random generate M individuals
3: F(0) ← ∅
4: xmax ← ∅, ζmax ← ζmax

(0) ← 0
5: for xm

(0) ∈ X(0) do
6: ζm

(0) ← FC(xm
(0))

7: F(0) ← F(0) ∪ {ζm
(0)}

8: end for
9: while t < T̂ do

10: X(t+1), F(t+1) ← RWS(X(t), F(t))
11: for m1 and m2 from 1 to M with step = 2 do
12: xm1

(t+1) and xm2
(t+1) from X(t+1)

13: r1 = random float ∈ [0, 1)
14: r2 = random float ∈ [0, 1)
15: if r1 < η then
16: ˆxm1

(t+1), ˆxm2
(t+1) ← CO(xm1

(t+1), xm2
(t+1))

17: else if r2 < ξ then
18: ˆxm1

(t+1) ←MU(xm1
(t+1), J)

19: ˆxm2
(t+1) ←MU(xm2

(t+1), J)
20: end if
21: xm1

(t+1) ← ˆxm1
(t+1)

22: xm2
(t+1) ← ˆxm2

(t+1)

23: end for
24: F(t+1) ← ∅
25: for xm

(t+1) ∈ X(t+1) do
26: ζm

(t+1) ← FC(xm
(t+1))

27: F(t+1) ← F(t+1) ∪ {ζm
(t+1)}

28: end for
29: xmax

(t+1) with ζmax
(t+1) = argmax

xm (t+1)∈X(t+1)

(ζm
(t+1))

30: xmin
(t+1) with ζmin

(t+1) = argmin
xm (t+1)∈X(t+1)

(ζm
(t+1))

31: if ζmax < ζmax
(t+1) then

32: if ζmax
(t+1) − ζmax < ϵ then

33: BREAK
34: end if
35: ζmax ← ζmax

(t+1)

36: xmax ← xmax
(t+1)

37: end if
38: t← t + 1
39: end while
40: return xmax

In Algorithm 3, Roulette Wheel Selection (RWS) is one of the selection methods and
follows the definition in [33]. The probability of an individual being selected is proportional
to the size of its fitness. The Fitness Calculation (FC) function refers to (12).

The Crossover (CO) function follows the rule of two-point crossover in [34], shown in
Algorithm 4. There are some well-known crossover operators, such as single point, two
point, k point, uniform, and so on. As concluded in [34], these methods both have pros
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and cons. Single-point crossover is easy to implement, but it lacks diversity. Two-point
crossover has a similar effect, but it is applicable on small subsets. Uniform crossover
has better recombination potential but still lacks diversity. Other crossover solutions have
redundancy issues and premature convergence.

Based on real tests, we apply two-point crossover in our design. There are two reasons:

• Two-point crossover has lower complexity and cost. Considering the previously
mentioned node shard mechanism, the entities that are actually involved in the genetic
algorithm are drastically reduced after partitioning. In other words, the size of xm in
the cache reallocation is reduced from I (total number of EPRs) to K (total number of
shards), where K≪ I. Thus, two-point crossover with lower complexity and operating
cost is well suited to the model of this paper.

• Two-point crossover makes sense in the context of the real world. The chromosome
designed in this paper is a list of blocks cached by all shards. The cached list is
actually equivalent to a single gene. The crossing of two individuals can be considered
as exchanging a useful cache with each other. Thus, two-point crossover makes
physical sense.

Algorithm 4 Pseudocode for CO.

Input: two individual xm1
(t+1) and xm2

(t+1)

Output: two individual after crossover ˆxm1
(t+1) and ˆxm2

(t+1)

1: index1 = random integer ∈ [0, K)
2: index2 = random integer ∈ [0, K)
3: if index1 > index2 then
4: switch index1 and index2
5: end if
6: switch Eindex1 in xm1

(t+1) and Eindex2 in xm2
(t+1)

7: ˆxm1
(t+1) ← xm1

(t+1) after switch
8: ˆxm2

(t+1) ← xm2
(t+1) after switch

9: return ˆxm1
(t+1), ˆxm2

(t+1)

There are also many types of mutation operations. Based on the best combination of
operations mentioned in [34], we choose to use the value displacement mutation to fit the
two-point crossover above, shown in Algorithm 5.

Algorithm 5 Pseudocode for MU.

Input: an individual xm
(t+1), total number of blocks J

Output: an individual after mutation x̂m
(t+1)

1: index1 = random integer ∈ [0, K)
2: index2 = random integer ∈ [0, | Eindex1 |)
3: index3 = random integer ∈ [0, J)
4: changes the block in Eindex1 with position index2 into b̌index3

5: x̂m
(t+1) ← xm

(t+1) after change
6: return x̂m

(t+1)

In the area of selecting ratios of crossover and mutation, recent scholars have used
different parameters. Ref. [35] tests the crossover rate from 0.1 to 0.9 and finds out that the
best crossover rates are 0.5 and 0.6. Ref. [36] sets the mutation rate to be 0.25. Ref. [37] sets
the crossover rate = 0.7 and mutation rate = 0.01 to 0.04. Ref. [38] suggests that the general
value of the crossover probability is 0.4 to 0.99, and the range of mutation probability is
0.0001 to 0.1. Ref. [39] sets the crossover rate = 0.8 and mutation rate = 0.01. Ref. [40] sets
the crossover rate = 0.5 and mutation rate = 0.01. Ref. [41] sets the crossover rate = 0.7 and
mutation rate = 0.3.
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In the actual optimization, we find out that the combination of the crossover rate = 0.4
and mutation rate = 0.5 can achieve a more stable and high fitness value. The crossover rate
seems to be smaller while the mutation rate seems to be larger than the settings described
above. Such a choice is based on considerations of both scale and the experimental results.
On the one hand, the crossover part of a chromosome is 2

K of the individual size, which
is a relatively large proportion in the case of a smaller value of K. for better management.
This leads to a smaller crossover probability. Moreover, the number of digits involved in
the mutation operation is less compared to the number of digits in the whole chromosome
( 1

individual size ). This leads to a larger mutation probability. On the other hand, based
on actual tests and attempts, larger crossover rates and smaller mutation rates lead to
high-fitness individual oscillations and difficulty in convergence. Ref. [42] proposes that
crossover appears to be more efficient than the mutation in larger population sizes, and the
mutation is more efficient in small populations. Taking into account that cache allocation
should be highly real time, the population size needs to be scaled down to a smaller
range. So under the condition of a small population, the combination of a higher mutation
probability and lower crossover probability can obtain better experimental results indeed
also in accordance with the theoretical description.

In our design, the crossover and mutation strategies are dichotomous in each iteration.
Although most genetic algorithms are used with both of these two, we have observed in
real-world tests that using both operations leads to a faster increase in the fitness of the
population but inevitably leads to oscillations at the high points as time goes by. Ref. [32]
also suggests that crossover and mutation strategies do not work for every chromosome.
Ref. [43] makes the same choices: pairs of the permutations are randomly selected, and a
crossover operation is conducted between those pairs. Each newly obtained offspring then
undergoes either another crossover or a mutation operator. Ref. [44] mentions that only
some of the offspring can participate in the mutation. Ref. [45] uses a mutation probability
to control for the dichotomy between crossover and mutation operations. Therefore, it
is a feasible solution to set the crossover and mutation operations to be alternative for
each individual.

We train the population by simulating a set of regular requests such as the fixed
frequency of blocks being accessed on the EP Layer. The output xmax contains the block
lists of each shard.

With sufficient computing resources, the RS Layer integrates the data reported by the
lower layer and undertakes GA. The CPs of each shard broadcast the block list issued by
the RS Layer to other ordinary nodes within the same shard. One block list is shared within
the shard and is the most compatible with the data features of the assigned shard.

Furthermore, EPRs within the same shard will filter the blocks suitable for their
service pattern. The filtering principle is based on the relevance degree introduced in the
next section.

4.3. Relevance Degree of Blocks on EPRs

EPRs aim to select the blocks that are most valuable to them. Therefore, we define a
measurement of the storage priority between a block and a EPR. The Relevance Degree
(RD) can influence whether the block can stay or not. Firstly, the presentation of the pattern
of the block content and the node being accessed needs to be numerically settled.Then, the
relevance between these two is assessed.

Due to the variety of types of on-board applications, the structure and content of
data may vary greatly from application to application. However, the way of describing
the data of different applications is more likely to have textual descriptions or textual
remarks. Therefore, in order to be compatible with the data uploaded and downloaded in
the network, we exploit some values relating to keywords to describe a segment of data.
Details of the numerical depiction of a segment of data are below.

Firstly, some professional lexical tools or manual methods can be applied to produce
a list of words that appear in certain IoV data. Since this part is beyond our scope, it
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will not be introduced later. We mainly focus on the depiction of a segment of data after
structuring and its subsequent evolution. Referring to the implementation of the Term
Frequency-Inverse Document Frequency (TF-IDF) method [46], ψi and ρj are denoted as
the quantitative expression of history requests of EPRi and the content analysis expression
of block b̌j. V is the total number of keywords:

ψi = [ψ
(1)
i , ψ

(2)
i , ..., ψ

(V)
i ], ρj = [ρ

(1)
j , ρ

(2)
j , ..., ρ

(V)
j ] (14)

The Kullback–Leibler (KL) divergence in [47] and Jensen–Shannon (JS) divergence
in [48] are both used for a measurement of how one probability distribution is different
from a second. JS divergence has relatively small numerical fluctuations and is symmetrical.
Thus, the Relevance Degree between EPRi and b̌j is denoted as (16):

KL(ψi ∥ ρj) =
V

∑
v=1

ψ
(v)
i log

ψ
(v)
i

ρ
(v)
j

, (15)

RD(EPRi, b̌j) = JS(ψi ∥ ρj) =
1
2

KL(ψi ∥
ψi + ρj

2
) +

1
2

KL(ρj ∥
ψi + ρj

2
)

⇒ JS(ψi ∥ ρj) =
1
2

V

∑
v=1

ψ
(v)
i log

2ψ
(v)
i

ψ
(v)
i + ρ

(v)
j

+
1
2

V

∑
v=1

ρ
(v)
j log

2ρ
(v)
j

ψ
(v)
i + ρ

(v)
j

(16)

EPRs picks the top several blocks closest to them and then add them to the local cache.

4.4. Complexity Analysis

The space complexity (SC) of the GA relates to the number of individuals (M) and the
individual capacity (C1). The individual capacity relates to the total number of EPRs (I)
and the total number of blocks contained in a single EPR (C2). The space complexity of the
GA algorithm is given in the following formula:

SC = M× C1 = M× I × C2 (17)

The time complexity (TC) of the GA relates to the number of iterations (T̂) and the
number of individuals M:

TC = T̂×M (18)

Parallelization Process

The TDGA searches for the global optimal solution as much as possible by using a
large number of individuals and generations. Therefore, the number of iterations T̂ and
the number of individuals M need to be large enough. For a single node to run the above
algorithm, the time complexity and space complexity are indeed high.

However, the crossover and mutation operations designed in this paper involve at
most two neighboring individuals. Moreover, these two neighboring individuals can be
determined immediately after the start of each iteration. Therefore, the crossover and
mutation operations at each round of iteration can be processed in parallel.

It is a reasonable assumption that all EPRs participate in the algorithm computation.
For each computation node, the number of individuals to be processed per iteration is
M
I , where I represents the total number of EPRs. Each computation node can perform

the crossover, mutation and updating of fitness on each set of individuals. Finally, the I
computation results are aggregated to the main process, and the new population is derived
using the RWS mentioned above in [33]. For a single computation node, the space and time
complexities are reduced to S̃C and T̃C below:

S̃C =
M
I
× C1 =

M
I
× I × C2 = M× C2 (19)
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T̃C = T̂× M
I

= O(T̂) (20)

There are some recommendations of the chosen M in the literature. Ref. [49] believes
that population size = 20 is enough. Ref. [35] tests the population size from 20 to 200 and
generation size from 200 to 500. The results show that a higher number of generations
with a smaller population size performs better. And the best combination is a population
size of 50 and generation size of 100. Refs. [39,40,50] set the population size to be 100.
Ref. [42] refers that a population size of less than about 1000 chromosomes has positive
effects. Ref. [51] conducts a series of experiments to prove that for functions with a large
number of dimensions, a size of 800 individuals with a number of generations equal to
1000 seems to be the most favorable. Thus, M can be set to about 300, practically (between
20 and 1000).

At the time of writing this paper, the total number of Bitcoin blocks is between
800,000 and 900,000. Thus, a 900,000-bit array can be used to store the block list within one
node. Therefore, C2 is set to be 900,000 bits.

Referring to (19), S̃C = M× C2 = 33.75 MB , which is far less than the memory of the
fourth-generation Raspberry Pi (8GB) deployed in the next experiment section.

The total number of EPRs has the same order of magnitude as M, which causes M
I

in (20) to be a small constant compared to T̂. As for the chosen generation number T̂, we
were not able to find a unified standard figure. Refs. [36,39,50] set the generation size to be
100. Ref. [37] sets the value to be 200. Refs. [40,41] set it to be 1000. Moreover, in the next
section, we also find that the highest fitness holds up at about 1000 generations. As a result,
T̂ can be set to 1000 in general, which is also affordable for Raspberry Pi (8 GB) deployed in
the next experiment section.

The process of the TDGA has a short time interval, or can be triggered at regular inter-
vals or under other suitable conditions. If the frequency of data updated is high under the
current road conditions, then the task of data analysis is frequently added to the schedule
of the RS Layer with high priority, which in turn leads to real-time changes in the block
storage of the EPRs to meet the rapidly changing road environment. As mentioned earlier,
the resource of the RS Layer is much better than the other two lower layers. Therefore,
under the impetus of the rapidly updated and generated data, the increasing pressure of
the other two lower layers is mainly manifested in communication. Pressure on the RS
Layer is obviously greater than that of the other two layers, which will not reflect on the
response speed of IoV services. In summary, the complexity of the TDGA can endure the
rapid road information changes under the above algorithms.

5. Experiments and Analysis

Since the framework is based on the IoV environment, the experimental environment
uses the fourth-generation Raspberry Pi (RP) and Mac host (MH) to simulate the IoV
environment. Mac has 2.3 GHz of CPU performance and 16 GB of memory space. Raspberry
Pi has 1.5 GHz of CPU performance and 8 GB of memory space. The Java programming
language is used to implement the framework and the comparison tests. The experimental
environment uses a 5G router from TP_LINK as a routing relay.

The experimental data use a combination of simulated data from the SUMO (1.19.0)
application [52], highD dataset [53] and some locally generated random data. The SUMO
(Simulation of Urban Mobility) application is an open-source transportation simulation
software. SUMO provides interfaces to set up the structure of the road topology and
configure the speed and number of vehicles for each road. The HighD dataset is a large
natural vehicle trajectory data for German highways. THe HighD dataset contains the speed
and positions of vehicles collected at fixed time intervals. Simulated data are used for the
framework simulation test, and the locally random data are used to simulate directionally
oriented data interest pointing, i.e., different sections of the road have different data
characteristics as mentioned before. All data are stored in the blocks. The block parameters
designed in this experiment are shown in Table 2.
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Table 2. Block parameters.

Total Blocks Block Capacity Transaction Size Link Cost

13,333 16 transactions ≤64 bytes random floats from 5 to 10 1

1 Dimensionless link cost for convenience of calculation.

Block parameters are slightly different from the traditional Bitcoin block. The size of a
traditional Bitcoin block is about 1 MB to 4 MB, and the average Bitcoin transaction is about
250 bytes [25]. Due to the limitations of the equipment used for the simulation experiments,
we reduce both the transaction and block size.

5.1. Sharding Result Comparison

TDVS uses both traffic flow data and topology information to group nodes. The pur-
pose is to classify nodes that communicate frequently or collect the same tendency of data
in the same group. In order to verify that the division of TDVS is indeed effective, this
paper uses comparative experiments to verify the partition effect.

HighD data with 171 time episodes are applied to the following experiments. The com-
parison algorithm uses K-means partition (KMP) and geographical partition (GP) [53].
Although the HighD dataset contains geographical information, the number of collection
points is not suitable for our study, so we divide 169 areas according to the span of latitude
and longitude to create 169 virtual ERPs across 4 lanes, which is in accordance with the
description of HighD. GP is designed for grouping nodes based only on their geographical
location. KMP [54] is a division-based clustering algorithm that divides the sample features
into classes according to their Euclidean square distance. K is set to 4 in order to match the
HighD dataset. Thus, KMP groups EPRs based only on their traffic data.

The quality of partition result is measured by four metrics: K-means Loss function
(KML) and Negative Compactness (NC) [55], Havrda–Charvat Entropy (HCE) [56], and
Modularity Value (MV) [57]. Figures 3–6 are line charts for these four values.

Figure 3. K-means Loss function (KML).
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Figure 4. Negative Compactness (NC).

Figure 5. Havrda–Charvat Entropy (HCE).
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Figure 6. Modularity Value (MV).

KML and HCE are related to the node attribute values. Smaller values indicate that
the node attribute vectors are more similar in the same shard, whereas the node attribute
vectors in different shards are more divergent. NC and MV are related to the node topology.
Small NC and large MV both indicate that nodes in the same shard are tightly connected,
while nodes in different shards are sparsely connected.

5.2. Cache Comparison

The TDGA utilizes the link cost and relevance degree to allocate blocks into appropri-
ate shards. In this paper, we test the latency of EPRs of processing vehicle requests to cor-
roborate the usability of TDGA. The comparison algorithms use Frequency(or Popularity)-
Based Caching (FBC) [58], Load-Balancing-based Caching (LBC) [58] and Digital Twin
Collaborative Caching (DTCC) [59] mechanisms. FBC allocates blocks based on the fre-
quency of requests on ERPs or, in other words, the percentage of the number of times that
EPR has been requested out of the total number of requests globally; the LBC algorithm
focuses on the balanced capacity of EPRs.

The DTCC algorithm originally deals with the problems of local cache and the edge
cache model. DTCC has strong similarities to the problem described in this paper, so it is
used as a comparison algorithm. However, its evaluation formula cannot be directly used
in the design context of this paper, so we make a little modification as follows:

• We modify the embeddings of the cache content and task into the TF-IDF value of
blocks and EPRs.

• We change the frequency of the occurrence of the task and the mean frequency of the
occurrence of complete tasks into the query frequency of blocks on EPRs.

• We change the consumption of computing tasks into the link cost shown in Table 2.
• Since the original description of caching in [59] is not very detailed, we have tried

as much as possible to reproduce the author’s ideas. Our reconstruction scheme is
as follows: after each request, EPRs add the block of the current request to the local
memory; after every 100 requests, EPRs delete the blocks with the lowest evaluated
value in the local memory (we set 10% of the total local cache); and for every 100 re-
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quests, EPRs swap the local memories with each other to delete overlapping and low
evaluated value blocks.

The above mechanism is named the DTCC-like mechanism or DTCCL in the following
descriptions. TDGA, FBC and DTCCL are conducted after every 100 requests, and LBC is
conducted after every request. The crossover rate is set to 0.4, and the mutation rate is set
to 0.5.

The following initial experimental conditions are the same for all three algorithms:

• The number of EPRs is 10, and the capacity of each EPR is 100 blocks. The cost of
links is the same, which is randomly generated in advance. The topology of EPRs is
shown in Figure 7. This is a basic road model containing horizontal and vertical roads
and intersections. All EPRs are divided into K = 3 shards with three colors (blue for
the up three roads, orange for the middle four roads and green for the bottom three
roads). More complex roadway models would indeed be more convincing, and that
will be our future works. In this paper, the usage of a basic but effective road model is
sufficient to show the effect of the algorithm we designed. The network schematic is
given in Figure 8.

• There exists a fixed list of requests for simulating the historical request for blocks on
EPRs. The list is recycled and can be used to simulate regular request tendencies, such
as requests on two adjacent days that may be extremely similar.

Figure 7. Topology of EPRs.

Figure 8. Network schematic.

Each EPR does not contain any cache after the initial session of the system. As the ve-
hicle nodes keep issuing query requests, the EPRs return query results to the vehicles based
on different caching patterns. The nodes also record the query time and update the local
cache. The main java interfaces applied are InetAddress, MulticastSocket, DatagramPacket.
We also apply Thread, ConcurrentLinkedQueue and ExecutorService to realize a multi-thread
EPR in order to process requests as much as possible.
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The actual IoV is a mixed environment with both wired and wireless network transmis-
sion. Thus, this simulation experiment employs wired and wireless links at the same time.
Based on the various hardware implementations and transmission types corresponding to
various types of nodes, we classify them into five modes as shown in Table 3.

Table 3. Five modes.

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

EP Layer RP RP RP RP MH

RS Layer RP RP MH MH MH

Link Type wireless wired wireless wired MH local

The latency for a request is defined from the time an ERP receives a request until the
EPR obtains the exact block cache for that request. We take the average delays computed
by all nodes. Experiment times range from 200 to 1300. The line charts are plotted in
Figures 9–13. Based on equipment limitations, we have only included the DTCCL compari-
son data in Figure 13. The trend and the gap can already be clearly seen.

Figure 9. Latency for Mode 1.

Figure 10. Latency for Mode 2.
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Figure 11. Latency for Mode 3.

Figure 12. Latency for Mode 4.

Figure 13. Latency for Mode 5.
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We use data from 200 to 1300 experiment times for two reasons. On the one hand,
the number of experiments below 200 is too small to see the effect of the algorithm. On the
other hand, after reaching 1300 times, the trend of the line graph tends to be flat, and the
data of the line graph from 200 to 1300 times already show the obvious effect of the
experiments, so there is not much need to continue to increase the number of experiments
above 1300 times.

Experimental results show that the TDGA does outperform the other two algorithms
in terms of delay. With the joining of RP, the overall delay is increased. Due to the gap in
the performance of MH and RP, the more MH that takes up the work, the lower the latency.
It is clear that there is a substantial reduction in the delay in the case of all host nodes.
The case of all RP nodes has the highest delay. The performance of the wired network
connection is overall higher than the performance of the wireless connection; this is due to
the speed of transferring the data, and the package delivery rate becomes faster.

As mentioned earlier, caches may be available locally, in other shards or at remote
services. The location statistics of the cache hit times for the three algorithms are shown
in the following Figures 14–19. Moreover, based on the equipment limitations, we only
included the DTCCL comparison data in Figure 19. The trend and the gap can also already
be clearly seen.

The similarity in the trend of the five line graphs is due to the fact that the different
modes only affect the delay rather than the hit rate. The hit rate is related to the caching
algorithm used. As we can be seen from the trend, the TDGA algorithm seeks as little help
as possible from other shards or remote services.

Figure 14. Cache hit times for Mode 1.
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Figure 15. Cache hit times for Mode 2.

Figure 16. Cache hit times for Mode 3.
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Figure 17. Cache hit times for Mode 4.

Figure 18. Cache hit times for Mode 5.
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Figure 19. Cache hit times for Mode 5 with DTCCL.

Defining the ratio of cache miss as the ratio of intra-group cache requests and remote
services cache requests to the total number of requests, the following Tables 4–8 show the
ratio of cache miss for the five modes. Only in Table 8, we add the DTCCL data due to the
equipment limitations.

Table 4. Cache miss ratio for Mode 1.

200 300 400 500 600 700 800 900 1000 1100 1200 1300

TDGA 0.2300 0.2866 0.2975 0.3020 0.3233 0.3271 0.3262 0.3411 0.3300 0.3372 0.3283 0.3453

FBC 0.4750 0.5733 0.5625 0.5640 0.6300 0.5900 0.6150 0.5966 0.6140 0.6018 0.5975 0.6123

LBC 0.5150 0.6600 0.6325 0.6560 0.6733 0.6985 0.7200 0.7388 0.7090 0.7272 0.7016 0.7184

Table 5. Cache miss ratio for Mode 2.

200 300 400 500 600 700 800 900 1000 1100 1200 1300

TDGA 0.2550 0.2567 0.2950 0.3000 0.3167 0.3014 0.3263 0.3378 0.3400 0.3309 0.3392 0.3338

FBC 0.4750 0.5633 0.5650 0.5800 0.5817 0.5643 0.5913 0.6178 0.6410 0.6236 0.6217 0.6308

LBC 0.5050 0.5500 0.6575 0.7160 0.7267 0.6686 0.6888 0.7211 0.7320 0.7236 0.7300 0.7423

Table 6. Cache miss ratio for Mode 3.

200 300 400 500 600 700 800 900 1000 1100 1200 1300

TDGA 0.2050 0.2967 0.3125 0.2900 0.3167 0.3329 0.3338 0.3344 0.3320 0.3355 0.3375 0.3346

FBC 0.4400 0.5767 0.4950 0.5600 0.6233 0.6029 0.6300 0.5922 0.5900 0.6073 0.6142 0.6431

LBC 0.5950 0.6100 0.6275 0.6680 0.7117 0.7200 0.7175 0.7200 0.7340 0.7300 0.7208 0.7346
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Table 7. Cache miss ratio for Mode 4.

200 300 400 500 600 700 800 900 1000 1100 1200 1300

TDGA 0.2700 0.2900 0.2875 0.3320 0.3067 0.3229 0.3350 0.3156 0.3320 0.3364 0.3375 0.3323

FBC 0.4050 0.5733 0.5900 0.6280 0.5683 0.5929 0.5975 0.6222 0.6340 0.6073 0.6275 0.6469

LBC 0.6500 0.6300 0.6325 0.6820 0.6883 0.7143 0.7000 0.7256 0.7010 0.7055 0.7117 0.7238

Table 8. Cache miss ratio for Mode 5.

200 300 400 500 600 700 800 900 1000 1100 1200 1300

TDGA 0.2400 0.2967 0.3075 0.3000 0.3117 0.3429 0.3400 0.3344 0.3350 0.3355 0.3350 0.3277

FBC 0.4650 0.6100 0.5925 0.5500 0.5733 0.6086 0.6275 0.6411 0.6110 0.6327 0.6217 0.6500

LBC 0.5850 0.6867 0.6575 0.6680 0.6350 0.6657 0.6913 0.7167 0.7030 0.7073 0.7150 0.7215

DTCCL 0.6050 0.6667 0.6300 0.6280 0.6333 0.6529 0.6638 0.6678 0.6800 0.6491 0.6542 0.6746

The TDGA cache miss ratios gradually stabilize due to the fact that the results of
the TDGA are more stable and match the tendency of the requested data. The increasing
cache miss ratios for the remaining two methods are due to the fact that the consideration
of only a single factor is no longer suitable for complex request environments over time.
Overall, the TDGA has more reliable performance in terms of both the latency and hit rate.
The cache miss rates are relatively similar for all five modes, which is consistent with the
results of the previous latency line charts.

6. Conclusions

In this paper, Node Sharding and Content Sharding are introduced into the blockchain-
based IoV system. To cope with the difficulties in managing the large number of nodes, this
paper designs the TDVS method to organize EPRs into different groups. TDVS relies on
traffic data of both a temporal and spatial nature. Grouping the management scheme im-
proves the communication efficiency by reducing the communication complexity. Aiming
to alleviate the memory limitation issues of EPRs, this paper aims to optimize the node local
memory through the TDGA. Based on the above grouping results, the TDGA gives a more
superior data storage scheme based on the link cost and request pattern. Finally, this paper
uses the real HighD dataset and SUMO simulation dataset to verify the practicality of the
above two proposed methods. The two methods proposed in this paper both outperform
the traditional clustering and caching methods in terms of the latency and hit rate.

There are still some shortcomings in this paper on the introduction of blockchain
into IoV. We will focus on the improvement of the blockchain consensus mechanism
for the grouping scheme and the design of node behavior after the adoption of multi-
ple blockchains.
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Abbreviations
The following abbreviations are used in this manuscript:

CO Crossover
CP Chief Processor
CS Content Sharding
EP Edge Processor
EPR Edge Processors along Road
FBC Frequency-Based Caching
FC Fitness Calculation
GA Genetic Algorithm
GP Geographical Partition
HCE Havrda–Charvat Entropy
JS divergence Jensen–Shannon divergence
KL divergence Kullback–Leibler divergence
KML K-means Loss function
KMP K-means partition
L-PBFT Linear Practical Byzantine Fault Tolerance
LBC Load-Balancing based Caching
MEC Mobile Edge Computing
MH Mac host
MU Mutation
MV Modularity Value
NC Negative Compactness
NS Node Sharding
P2P Peer-to-Peer
RD Relevance Degree
RP Raspberry Pi
RS Remote Service
RWS Roulette Wheel Selection
SC Space Complexity
SUMO Simulation of Urban Mobility
TC Time Complexity
TDGA Traffic-Data-based Genetic Algorithm
TDVS Traffic-Data-based Vibration Sharding
TF-IDF Term Frequency-Inverse Document Frequency
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