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Abstract: Autonomous driving in urban areas is challenging because it requires understanding
vehicle movements, traffic rules, map topologies and unknown environments in the highly complex
driving environment, and thus typical urban traffic scenarios include various potentially hazardous
situations. Therefore, training self-driving cars by using traditional deep learning models not only
requires the labelling of numerous datasets but also takes a large amount of time. Because of
this, it is important to find better alternatives for effectively training self-driving cars to handle
vehicle behavior and complex road shapes in dynamic environments and to follow line guidance
information. In this paper, we propose a method for training a self-driving car in simulated urban
traffic scenarios to be able to judge the road conditions on its own for crossing an unsignalized
intersection. In order to identify the behavior of traffic flow at the intersection, we use the CARLA
(CAR Learning to Act) self-driving car simulator to build the intersection environment and simulate
the process of traffic operation. Moreover, we attempt to use the DDPG (Deep Deterministic Policy
Gradient) and RDPG (Recurrent Deterministic Policy Gradient) learning algorithms of the DRL
(Deep Reinforcement Learning) technology to train models based on the CNN (Convolutional Neural
Network) architecture. Specifically, the observation image of the semantic segmentation camera
installed on the self-driving car and the vehicle speed are used as the model input. Moreover, we
design an appropriate reward mechanism for performing training according to the current situation
of the self-driving car judged from sensing data of the obstacle sensor, collision sensor and lane
invasion detector. Doing so can improve the convergence speed of the model to achieve the purpose
of the self-driving car autonomously judging the driving paths so as to accomplish accurate and
stable autonomous driving control.

Keywords: self-driving cars; deep reinforcement learning (DRL); deep deterministic policy gradient
(DDPG); recurrent deterministic policy gradient (RDPG); CARLA (CAR Learning to Act)

1. Introduction

In recent years, the advent of Artificial Intelligence (AI) and rapid advancements in
chip technologies have revolutionized the field of autonomous driving [1]. AI-powered
systems, combined with sophisticated sensors and efficient processing units, have pro-
pelled the development of self-driving vehicles, representing a significant milestone in
the transportation industry. This intersection of AI and chip technologies has not only
enhanced the capabilities of autonomous vehicles but has also paved the way for a safer,
more efficient and sustainable future in transportation.

The escalation of traffic accidents at intersections, especially those without traffic
signals in densely populated urban areas, underscores the pressing need for enhanced
safety measures in the realm of autonomous driving. Statistics reveal a staggering 35%
increase in the incidence of fatalities and injuries at unsignalized intersections [2], highlight-
ing the urgency for autonomous driving technologies to possess an elevated capacity to
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adapt to unpredictable scenarios. These areas present complex and dynamic environments,
demanding that autonomous driving technologies possess an elevated capacity to adapt
to unpredictable scenarios. The intricacies of navigating through uncontrolled intersec-
tions and densely trafficked cityscapes require autonomous vehicles to swiftly process
and respond to real-time changes, making split-second decisions to ensure the safety of
passengers and pedestrians alike.

In the past, numerous experts and scholars have proposed the feasibility assessments
of Intelligent Transportation Systems (ITS) and autonomous driving technologies [3]. These
propositions emphasized the potential of establishing vehicle-to-infrastructure communi-
cation networks, fostering collective action and accident prevention. Such systems were
envisioned to enhance overall traffic convenience, minimize commuting time and costs and
reduce the occurrence of accidents [4]. However, due to the substantial costs associated with
the initial infrastructure setup and network integration, achieving widespread adoption
and implementation has posed significant challenges [5,6].

As a result, the current focus primarily revolves around the integration of Advanced
Driver Assistance Systems (ADAS) and blind-spot detection systems [7] as mainstream
solutions. These systems serve to alert drivers and offer limited, passive driving assis-
tance capabilities. Yet, they fall short of meeting the aforementioned requirements, thus
highlighting the necessity for further advancements in autonomous driving technologies.

To better facilitate the application of autonomous driving technologies in heavily
congested urban areas, researchers have made notable strides in integrating deep learning
models and simulated environments [8]. Chen et al. [9] utilized ConvNet [10] feature
extractors to simulate multi-lane highway driving behaviors in the TORCS simulator [11].
Building upon this work, Sauer et al. [12] extended the application by implementing a
Conditional Affordance-Based Learning Model based on VGG16 [13]. Here, the traditional
PID controller serves as the decision module, mapping the model’s predicted affordance
indicators into actions, thereby addressing the limitations highlighted in [9] and achieving
advanced autonomous driving behavior control in urban areas.

Furthermore, several studies have endeavored to integrate Deep Reinforcement Learn-
ing (DRL) with the field of autonomous driving [14]. Wolf et al. [15] employed DQN to teach
self-driving cars lane-keeping behaviors in simulated environments. Kendall et al. [16]
utilized forward-facing camera imagery, current vehicle speed and steering angles as in-
puts to train lane-keeping policies, demonstrating the applicability of DRL in real-world
self-driving scenarios. Agarwal et al. [17] proposed DRL strategies for urban driving tasks,
encompassing lane tracking, intersection navigation and adherence to relevant traffic rules.
Their training process incorporated top-view semantic segmentation images and traffic
light states, enabling the learning of driving strategies to facilitate decision-making in
urban environments.

In many cases, research endeavors in the field of autonomous vehicles have leveraged
simulators such as CARLA [18], TORCS [11], AirSim [19] and AWS DeepRacer [20] to mini-
mize costs and streamline development efforts. Considering the environmental requisites
and the feasibility assessment for implementation, this paper ultimately opts to utilize
CARLA as the platform for self-driving car training to accomplish the goals outlined in
this research.

The structure of this paper is divided into five sections. Section 1 describes the purpose
and motivation for writing this paper, along with discussing related research. Section 2
provides the theories and knowledge required for this paper, e.g., DQN, the DDPG, the
RDPG and so on. In Section 3, we carefully formulate an appropriate reward-generation
mechanism and elaborate the two DRL models proposed by us. Section 4 constructs the
simulation environments required for training and testing of our models and analyzes the
experimental results. Finally, Section 5 provides a summary of this paper.
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2. Preliminaries
2.1. Modular Pipeline

Modular pipeline (MP) is an approach in autonomous driving systems that comprises
a series of modules, primarily including perception, decision-making and motion plan-
ning modules. Each module is tasked with specific responsibilities within the overall
architecture. The perception module collects data from onboard sensors such as cameras,
LiDAR and RADAR, which creates a high-dimensional state representation of the vehicle’s
surroundings and includes tasks such as semantic segmentation [21], object tracking [22],
object detection [23] and traffic sign identification [24].

The decision-making module is responsible for receiving the vehicle’s state and mak-
ing decisions such as lane-keeping, left-lane changing and right-lane changing. Meanwhile,
the motion planning module adheres to the decision commands and state displays, con-
trolling actions such as steering, throttle and braking based on the instructions. Given the
interdependencies between the modules, integrating them effectively becomes crucial for
achieving optimal behavioral control in the concatenated applications.

2.2. Reinforcement Learning

Reinforcement learning (RL) focuses on improving an autonomous agent’s behavior
in accomplishing assigned tasks through interactions with the environment, resembling
human or biological learning patterns. The functioning of reinforcement learning is illus-
trated in Figure 1, where the agent observes each step (t) and obtains the environment’s
state (St ∈ S). Based on the input state, the agent selects discrete or continuous actions
(At ∈ A) as the output. After executing the action and interacting with the environment,
the agent acquires a new state (St+1) and receives a reward (Rt+1 ∈ R).
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The Markov decision process (MDP) elucidates the theoretical framework and stan-
dards followed by the agent in dealing with decision-making problems within reinforce-
ment learning. MDP is composed of a set of states (S), a set of actions (A), transition
probabilities (P) and a reward function (R), denoted collectively as (S, A, P, R).

The performance of the RL agent is evaluated by the reward mechanism, making the
design of such a mechanism a crucial aspect in aligning the actions executed by the agent
with the desired outcomes. The goal of the agent is to maximize the cumulative reward
obtained during its lifetime, which can be represented by Equation (1) [25]:

R = ∑H
k=0 γkrt+k (1)

Here, γ represents the discount factor that signifies the discounting value of future
rewards, ranging between 0 and 1. Specifically, a value close to 0 implies a focus on
immediate actions, with the agent considering short-term rewards. Conversely, a value
closer to 1 signifies a more forward-thinking approach, considering future rewards to
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achieve better long-term rewards. On the other hand, H refers to the time steps in the MDP,
where H = ∞ under unrestricted conditions. However, in typical training contexts, H is
often set as a finite value since scenarios terminate either after a fixed number of time steps
or when the agent reaches a designated goal state, referred to as a terminal state.

When the state (s) is input, an action (a) is chosen to enter the environment, resulting in
a new state (s′), a transition probability p(s′,r|s,a) ∈ (0,1) and a reward R(s,a). The Stochastic
Policy π: S → P(A) maps probabilities from the state space to the action set. The goal
of reinforcement learning is to find the optimal policy π* that maximizes the expected
cumulative discounted reward, as denoted in Equation (2) [25]:

π∗ = argmaxEπ
π

{
∑H−1

k=0 γkrk+1|s0 = s} (2)

2.3. Q Learning

Q learning is an off-policy algorithm which applies the temporal-difference (TD) [26]
equation. At the beginning, the Q function and the initial state s are randomly initialized,
and action a is selected according to ε-greedy. After the selected action a is applied to the
environment, a reward R and a new state s’ will be obtained, and subsequently the Q value
of the pair (s, a) is updated according to the following equation:

Q(s, a) = Q(s, a) + α[R + γmax
a′

Q
(
s′, a′

)
− Q(s, a)

]
(3)

After updating the Q function, we can continue to choose a random action with
ε-greedy or choose the action a with the largest Q value, repeating the above steps until the
final state is reached. More specifically, the update method of Q-Learning is to continually
update the Q function with the largest Q value of the next state. That is, Qπ(s, a) represents
the expected cumulative return after taking action a from state s under the policy π, as
shown in Equation (4) [25]:

Qπ(s, a) = Eπ

{
∑H−1

k=0 γkrk+1|s0 = s, a0 = a} (4)

2.4. DQN

In environments with large state spaces, traditional Q-Learning struggles with the im-
practicality of learning and storing Q-values for each state. The deep Q-Network (DQN) [27]
addresses this by integrating deep learning with Q-Learning by using a deep neural net-
work (DNN) to approximate Q-values for high-dimensional states so as to manage the vast
computational complexity and storage issues. More specifically, this approach approxi-
mates the Q-value distribution using a function, as depicted in the equation below:

Q(s, a, ω) ≈ f (s, a, ω) (5)

In the above equation, Q(s, a,ω) represents the approximate Q-value with the param-
eter ω of the DNN, which needs to be precisely adjusted during the raining procedure.

By leveraging the power of deep learning, DQN efficiently handles complex and high-
dimensional state spaces, contributing significantly to the advancement of reinforcement
learning in various applications, including autonomous driving systems. Particularly, in
advanced DQN versions, a target network that is identical in structure to the main network
but with periodically updated parameters is used to estimate the target value for enhancing
training stability, as the architecture shown in Figure 2.



Electronics 2024, 13, 484 5 of 20
Electronics 2024, 13, x FOR PEER REVIEW 5 of 20 
 

 

 
Figure 2. The architecture of DQN. 

2.5. Policy Gradient 
Policy Gradient and Q-Learning are two different reinforcement learning strategies. 

The latter seeks to learn the best actions based on the highest expected rewards using a 
method like ε-greedy; while the former directly learns the best policy through a probabil-
istic approach, determining actions based on a learned probability distribution. Within 
Policy Gradient, Stochastic Policy Gradient (SPG) [28] is used for discrete action spaces, 
adjusting policy based on probability distribution; while Deterministic Policy Gradient 
(DPG) [29] is better for continuous action spaces, aiming for a deterministic policy solu-
tion. 

2.6. Actor–Critic 
Actor–Critic [30] is an algorithm that combines Policy Gradient and value function 

algorithms, i.e., a hybrid of Policy Gradient and value function-based algorithms. It em-
ploys two networks for training: Actor and Critic. The Actor is trained using the Policy 
Gradient method, determining which action to take based on the input state. The Critic, 
on the other hand, uses the value function method. It updates network parameters based 
on the current state and action from the Actor, as well as the received reward. Based on 
this, it evaluates actions using the value function. Finally, the Actor improves its actions 
based on the Critic’s evaluations. 

2.7. DDPG 
Deep Deterministic Policy Gradient (DDPG) [31], introduced by DeepMind in 2016, 

is an algorithm derived from the Actor–Critic architecture, enabling learning through both 
the Q-function and policy methods, effectively addressing problems with continuous ac-
tion spaces. More specifically, the DDPG algorithm combines deep learning techniques 
with DPG, structured into the Actor and Critic networks. The Actor component utilizes a 
deep neural network to approximate a deterministic policy function for predicting actions; 
while the Critic component employs a deep neural network to approximate the state-ac-
tion Q function for action value prediction. This approach resembles the methodology of 
DQN. Hence, DDPG can be seen as an extension of DQN tailored for continuous action 
spaces, which is rooted in the principles of the Actor–Critic method. Moreover, the Actor–
Critic architecture is further segmented into the target network and the online network 
for enhancing training stability, just like DQN. 

To further enhance the stability and convergence speed of the algorithm, DDPG em-
ploys the Experience Replay mechanism. This technique involves storing a collection of 
past experiences and then randomly sampling from this collection during training. By 

Figure 2. The architecture of DQN.

2.5. Policy Gradient

Policy Gradient and Q-Learning are two different reinforcement learning strategies.
The latter seeks to learn the best actions based on the highest expected rewards using a
method like ε-greedy; while the former directly learns the best policy through a probabilistic
approach, determining actions based on a learned probability distribution. Within Policy
Gradient, Stochastic Policy Gradient (SPG) [28] is used for discrete action spaces, adjusting
policy based on probability distribution; while Deterministic Policy Gradient (DPG) [29] is
better for continuous action spaces, aiming for a deterministic policy solution.

2.6. Actor–Critic

Actor–Critic [30] is an algorithm that combines Policy Gradient and value function
algorithms, i.e., a hybrid of Policy Gradient and value function-based algorithms. It
employs two networks for training: Actor and Critic. The Actor is trained using the Policy
Gradient method, determining which action to take based on the input state. The Critic, on
the other hand, uses the value function method. It updates network parameters based on
the current state and action from the Actor, as well as the received reward. Based on this, it
evaluates actions using the value function. Finally, the Actor improves its actions based on
the Critic’s evaluations.

2.7. DDPG

Deep Deterministic Policy Gradient (DDPG) [31], introduced by DeepMind in 2016, is
an algorithm derived from the Actor–Critic architecture, enabling learning through both
the Q-function and policy methods, effectively addressing problems with continuous action
spaces. More specifically, the DDPG algorithm combines deep learning techniques with
DPG, structured into the Actor and Critic networks. The Actor component utilizes a deep
neural network to approximate a deterministic policy function for predicting actions; while
the Critic component employs a deep neural network to approximate the state-action Q
function for action value prediction. This approach resembles the methodology of DQN.
Hence, DDPG can be seen as an extension of DQN tailored for continuous action spaces,
which is rooted in the principles of the Actor–Critic method. Moreover, the Actor–Critic
architecture is further segmented into the target network and the online network for
enhancing training stability, just like DQN.

To further enhance the stability and convergence speed of the algorithm, DDPG em-
ploys the Experience Replay mechanism. This technique involves storing a collection of past
experiences and then randomly sampling from this collection during training. By learning
from a diverse set of experiences, the algorithm can improve its robustness and overall
performance. Furthermore, OU Noise (Ornstein–Uhlenbeck Process) is typically combined
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with DDPG to aid in learning deterministic policies [32]. During the training phase, OU
Noise is incorporated into the actions to enhance the agent’s exploration rate. Particularly,
OU Noise assists the agent in exploring temporal correlations between neighboring actions,
thereby enhancing the exploration intensity in the selected direction.

The structural layout of the DDPG algorithm is shown in Figure 3, emphasizing
the interplay between the Actor and Critic networks and the integration of Experience
Replay. Note that µ(·) and µ′(·) denote the output of the online network and the target
network according to their input, respectively. Moreover, yi is the temporary target Q value
predicted by the Target Critic network for the Online Critic network to update its future
evaluation on the Q value of the current state-action pair.
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2.8. RDPG

RDPG (Recurrent Deep Deterministic Policy Gradient) [33] is an advancement built
upon the DDPG algorithm, incorporating two key modifications. First, RDPG replaces the
hidden layer neurons in DDPG with long short-term memory (LSTM) cells [34]. Specifically,
an LSTM cell involves three critical gate units that regulate information flow: Forget gate,
Input gate and Output gate. The Forget gate determines which information to discard or
retain, while the Input gate controls the incorporation of current input and new memory
units. Both of these stages utilize Sigmoid functions to generate values in the [0, 1] range,
dictating the proportion of data flow. Finally, the Output gate decides which information
needs to be output, with the values constrained to the [−1, 1] range via the Tanh function.
The architecture of an LSTM cell is depicted in Figure 4.

Secondly, RDPG introduces historical states ht as inputs, enabling the model to capture
the dynamic nature and long-term influences of the environment. These enhancements
equip RDPG with the capability to adapt to complex and evolving scenarios more effectively.
The structural layout of the RDPG algorithm is shown in Figure 5.
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2.9. CARLA Simulator

CARLA [18] is an open-source autonomous driving simulator focusing on urban
environments. It offers detailed urban content like city layouts, vehicles, pedestrians and
road signs, using the Unreal Engine for realistic scene rendering and physical behavior
simulation. The simulator includes both static and dynamic 3D objects and allows for
environmental customization with 18 weather and lighting conditions.
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2.10. Driving Scenes

To train autonomous driving behaviors effectively in dynamic traffic environments [35,36],
we employ a semantic segmentation camera on the training vehicle. This camera captures
the driving scene and uses semantic segmentation to classify each pixel, simplifying the
visual data by focusing on relevant features and reducing complexity. This technique’s
significant impact on training efficiency in deep reinforcement learning is noted. However,
due to GPU memory constraints, image frames are resized to 224 × 224 pixels and undergo
preprocessing to match the neural network’s input format. Specifically, images from
the CARLA sensor are initially in RGBA format and are converted to RGB by removing
the alpha channel, which reduces image transparency but does not affect the semantic
segmentation’s ability to differentiate objects based on color, as shown in Figure 6 below.
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3. Our DRL Models

In this section, we begin to clearly explain how we devised and trained our two
DRL models for controlling a self-driving car to perform the behavior of crossing an
unsignalized intersection, including turning right, going straight and especially turning left.
In particular, both our models are constructed mainly based on the existing Convolutional
Neural Network (CNN) architecture. Although CNN architecture is well known in building
models for extracting critical features from an image to facilitate decision making, we still
need to decide how many convolution layers and pooling layers should be used for our
application. On the one hand, the two DDPG and RDPG learning algorithm proposed in
the literature are exploited for training our DRL models. However, we have to carefully
design the reward mechanism for these two algorithms to train the models to be faster and
more accurate. Note that the above two issues both must be manipulated by building a
proper experimental learning environment and carrying out a long process of trial and
error. This is our work’s main contribution. Here, the block diagram shown in Figure 7
is exploited to illustrate the relationship between CARLA and our driving-control DRL
models. Thanks to the architecture of such a simulation tool, for the different DRL learning
algorithms, such as DDPG and RDPG, we just need to replace the source code in the DRL
model with another one. Furthermore, CARLA can generate realistic sensed data and send
them directly to the DRL model for the training procedure. After the training has finished,
upon receipt of the required sensed data, the DRL model can continuously provide decision
actions to CARLA for the purposes of emulating the process of crossing an unsignalized
intersection autonomously.
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3.1. The Reward Mechanism

The reward mechanism plays a key role in training the DRL model since it determines
the convergence speed and the decision accuracy. Here, our reward mechanism is composed
of six main constituents for accurate driving control, including velocity control and steering
control. Their numeric values are derived according to the current situation of the self-
driving car judged from sensed data of certain sensors, like the obstacle sensor, lane invasion
detector and collision sensor, that are additionally installed on the car module. Note that
the above sensors are only utilized for evaluating the reward obtained by performing the
chosen action during the training procedure. Their sensed data are not actually fed into the
DRL model. This means that we need not to really mount these sensors on a self-driving
car for normal operations. Only the observation image of the road ahead captured by the
semantic segmentation camera, installed beside the rearview mirror of the car, and the
car speed are employed as the inputs of our DRL models for the training procedure and
decision making in real applications. Through the reward mechanism, the DRL model
will learn how to transform information obtained by sensors used for training into that
obtained by sensors used for rewarding.

First of all, the concept of navigation with waypoints used in [35] is adopted to prevent
the training car from deviating from the driving path properly arranged when it crosses
the intersection. Before each behavior, a sequence of waypoints will be generated via
navigation in advance, as seen in the example shown in Figure 8 for the going-straight
behavior of crossing the intersection. The car will follow these waypoints to obtain a
higher score and thus accomplish correct path keeping by designing an appropriate reward
constituent Rwaypoint for this objective, expressed as follows:

Rwaypoint =
(

Twaypoint −
∣∣Pcar − Pwaypoint

∣∣2)× wwaypoint (6)

where Twaypoint is the threshold for deciding whether the car deviates from the waypoint
too much, Pcar is the position of the car, Pwaypoint is the position of the next waypoint and
waypoint is the regulation weight for the deviation distance. Specifically, because the car
is required to pass through a waypoint as closely as possible, the method for the above
equation to calculate the score is to measure the straight-line distance between the car and
the next waypoint and then subtract the square of such a value from a predefined baseline
to get the result.



Electronics 2024, 13, 484 10 of 20

Electronics 2024, 13, x FOR PEER REVIEW 10 of 20 
 

 

Next, the self-driving car cannot run into any obstacle upon its driving. Hence, an 
obstacle sensor is mounted on the car for detecting the obstacle ahead on the driving path, 
like the building, vehicle, pedestrian and so on. Such a sensor can provide the distance to 
the obstacle detected and thus is utilized to calculate the score. If the safe distance is too 
short, the training car must be rewarded a negative score to ensure driving safety. The 
resultant equation for this new reward constituent 𝑅  is expressed in the following: 

𝑅 = 𝐶 × 𝑤 , 𝐷 <  𝑇 −𝐶 × 𝑤 ,      𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒            (7)

where 𝐶  is a constant denoting the baseline magnitude of this constituent affecting 
the total reward, 𝑤  is the regulation weight for 𝐶 ,  𝑇  is the threshold 
for deciding whether the car is keeping a safe distance from the obstacle ahead and 𝐷  is the distance between the car and the detected obstacle. 

 
Figure 8. An example sequence of waypoints generated via navigation for the going-straight behav-
ior of crossing the intersection. 

Furthermore, the training car must keep running on the lane assigned to it in a way 
that it cannot deviate from its navigation route and move into another lane or even onto 
the sidewalk. To detect such a scenario of traffic regulations violation, a lane invasion de-
tector is installed on the self-driving car, which can also assist the car in identifying the 
driving area so as to improve the control accuracy of the autonomous driving system and 
reduce the risk of accidents. The equation of this constituent Rlane is shown below: 𝑅 =  −𝐶 × 𝑤 ,    𝐿𝑎𝑛𝑒 𝐼𝑛𝑣𝑎𝑠𝑖𝑜𝑛0,                             𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒         (8)

where 𝐶  is a constant denoting the baseline magnitude of the above constituent 
affecting the total reward and 𝑤  is the regulation weight for 𝐶 . 

On the other hand, another reward constituent 𝑅  is used to indicate whether 
the self-driving car really collides with a car or an obstacle and should consequently be 
awarded a negative score to prevent such a scenario from occurring. To identify this fatal 
problem, a collision sensor is installed on the car. The equation of this constituent is shown 
below: 

Figure 8. An example sequence of waypoints generated via navigation for the going-straight behavior
of crossing the intersection.

Next, the self-driving car cannot run into any obstacle upon its driving. Hence, an
obstacle sensor is mounted on the car for detecting the obstacle ahead on the driving path,
like the building, vehicle, pedestrian and so on. Such a sensor can provide the distance
to the obstacle detected and thus is utilized to calculate the score. If the safe distance is
too short, the training car must be rewarded a negative score to ensure driving safety. The
resultant equation for this new reward constituent Robstacle is expressed in the following:

Robstacle =


Cobstacle × wobstacle, Dobstacle < Tobstacle

−Cobstacle × wobstacle, Otherwise
(7)

where Cobstacle is a constant denoting the baseline magnitude of this constituent affecting
the total reward, wobstacle is the regulation weight for Cobstacle, Tobstacle is the threshold for
deciding whether the car is keeping a safe distance from the obstacle ahead and Dobstacle is
the distance between the car and the detected obstacle.

Furthermore, the training car must keep running on the lane assigned to it in a way
that it cannot deviate from its navigation route and move into another lane or even onto the
sidewalk. To detect such a scenario of traffic regulations violation, a lane invasion detector
is installed on the self-driving car, which can also assist the car in identifying the driving
area so as to improve the control accuracy of the autonomous driving system and reduce
the risk of accidents. The equation of this constituent Rlane is shown below:

Rinvasion =

{
−Cinvasion × winvasion, Lane Invasion

0, otherwise
(8)

where Cinvasion is a constant denoting the baseline magnitude of the above constituent
affecting the total reward and winvasion is the regulation weight for Cinvasion.

On the other hand, another reward constituent Rcollision is used to indicate whether
the self-driving car really collides with a car or an obstacle and should consequently be
awarded a negative score to prevent such a scenario from occurring. To identify this
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fatal problem, a collision sensor is installed on the car. The equation of this constituent is
shown below:

Rcollision =

{
−Ccollision × wcollision, Obstacle Collision

0, otherwise
(9)

where Ccollision is a constant denoting the baseline magnitude of this new constituent
affecting the total reward, and wcollision is the regulation weight for Ccollision.

The last two constituents concern the motion stability of the self-driving car, the
purpose of which is to train the car to run more steadily, that is, without much deviation
in its driving direction and velocity, so as to make the passengers within the car feel more
comfortable. If the current change has not deviated much compared with the previous
one, the reward score is higher; otherwise, it is lower. The equations of these two reward
constituents Rsteer and Rthrottle are expressed as below:

Rsteer = (Tsteer − |Srt − Srt−1|)× wsteer (10)

Rthrottle = (Tthrottle − |Tht − Tht−1|)× wthrottle (11)

In Equation (10), Tsteer is the threshold for deciding whether the car has changed its direction
suddenly, Srt and Srt−1 separately denote the steering angles at times t and t − 1 (t > 0)
and wsteer is the regulation weight for the fifth constituent. In Equation (11), Tthrottle is the
threshold for deciding whether the car has changed its velocity abruptly, Tht and Tht−1
denote the throttle values at times t and t − 1(t > 0) and wthrottle is the regulation weight
for the sixth constituent.

Eventually, the total reward Rtotal is constructed by summing the above six reward
constituents, and thus its equation is expressed as follows:

Rtotal = Rwaypoint + Robstacle + Rinvasion + Rcollision + Rsteer + Rthrottle (12)

3.2. System Architecture

This paper proposes a hybrid framework, as shown in Figure 9. It shows a stack
of semantic segmentation images as input to a Convolutional Neural Network (CNN).
In addition to the CNN, various measurements such as speed, lane invasion, collision,
obstacles and waypoints are also input to a combined module. Such a module is then con-
nected to a DDPG (Deep Deterministic Policy Gradient) or RDPG (Recurrent Deterministic
Policy Gradient) agent. The agent processes these inputs and decides on actions such as
steering angle, brake and throttle. The output of the agent’s actions is then evaluated in
the environment, resulting in a reward value that is fed back to the agent for updating
future decisions. This setup illustrates a closed-loop system where the agent learns from
the environment to improve its driving policy.
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3.3. Training Process

DDPG and RDPG differ only in their input dimensions and the structure of the hidden
layers in their neural networks. The training stages are identical. More specifically, the
steps of the training process are listed as follows:

1. First, the simulation environment is initialized. Multiple reference vehicles are gen-
erated at specified locations, and a training vehicle is placed at the starting point. A
reference vehicle autonomously selects a path to enter the intersection, while the train-
ing vehicle must travel a short initial section to achieve a speed of over 20 km per hour.
This is to prevent a low speed from triggering the environment’s reset mechanism.

2. After obtaining the current environmental state (st), it is input into the two Actor
networks of DDPG and RDPG. The Actor networks then generate an action output
(at) based on the input state, including throttle, brake and steering control values.
These actions are applied to the simulation environment, leading to the acquisition
of the next state (st+1) and the cumulative reward (rt). The collection of experiences
(st, at, rt, st+1) is stored in the Replay Buffer accordingly.

3. Once the Replay Buffer stores a set amount of training data, a batch of N experiences
(st, at, rt, st+1) is selected and fed into the training model for the update of the Actor
and Critic networks.

4. To maintain the correct operation of the training vehicle, reset conditions are estab-
lished. These include detecting unstable acceleration and deceleration behaviors of
the vehicle, sensing collisions with other objects and whether the vehicle reaches the
final goal. If any of these conditions are met, the training environment is reset and
corresponding penalties are applied. In contrast, if the conditions are normal, the
vehicle’s driving actions continue to be controlled by the Online Actor network.

The overall training process flow is thus depicted in Figure 10.
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4. Experimental Results and Discussion
4.1. Training Environment

The Town04 map of CARLA, as shown in Figure 11, is the environment adopted by us
for the training of autonomous driving. We select an intersection on this map to serve as
the training spot, which is a crossroad where two-way single-lane roads converge.

The map setup for the training spot is further detailed in Figure 12, which shows
specific points of interest relevant to the training exercises. The starting point for the
autonomous driving training is marked with a red dot on the map. This is the location
from which the autonomous vehicle begins its navigation training. The endpoints, which
are the goals the autonomous vehicle aims to reach during training, are marked with dots
in different colors corresponding to different driving maneuvers. The endpoint for a right
turn is indicated with a purple dot, the endpoint for continuing straight is marked with
a yellow dot and the endpoint for a left turn is shown with a green dot. Each of these
colored dots represents the final coordinates that the autonomous vehicle is trained to reach,
depending on the control training it undergoes, i.e., the training is for making a right turn,
going straight or making a left turn at the intersection.



Electronics 2024, 13, 484 14 of 20Electronics 2024, 13, x FOR PEER REVIEW 14 of 20 
 

 

 
Figure 11. The top-down view of the Town04 map in CARLA. 

 
Figure 12. The setup for the autonomous driving training at the intersection. 

This paper enhances the reality of intersection simulations by using the CARLA sim-
ulator’s Traffic Manager to control reference vehicles. These vehicles operate autono-
mously, adhering to traffic rules, maintaining safe distances and observing speed limits. 
Unlike the main autonomous vehicle being trained, they are programmed to disregard 
traffic lights, as this study focuses on unsignalized intersection control. The reference ve-
hicles navigate randomly chosen paths on the intersection to simulate the continuous traf-
fic flow at the intersection, as the scenario shown in the Figure 13 below. 

 
Figure 13. Random positioning and navigation of reference vehicles generated. 

Figure 11. The top-down view of the Town04 map in CARLA.

Electronics 2024, 13, x FOR PEER REVIEW 14 of 20 
 

 

 
Figure 11. The top-down view of the Town04 map in CARLA. 

 
Figure 12. The setup for the autonomous driving training at the intersection. 

This paper enhances the reality of intersection simulations by using the CARLA sim-
ulator’s Traffic Manager to control reference vehicles. These vehicles operate autono-
mously, adhering to traffic rules, maintaining safe distances and observing speed limits. 
Unlike the main autonomous vehicle being trained, they are programmed to disregard 
traffic lights, as this study focuses on unsignalized intersection control. The reference ve-
hicles navigate randomly chosen paths on the intersection to simulate the continuous traf-
fic flow at the intersection, as the scenario shown in the Figure 13 below. 

 
Figure 13. Random positioning and navigation of reference vehicles generated. 

Figure 12. The setup for the autonomous driving training at the intersection.

This paper enhances the reality of intersection simulations by using the CARLA simu-
lator’s Traffic Manager to control reference vehicles. These vehicles operate autonomously,
adhering to traffic rules, maintaining safe distances and observing speed limits. Unlike the
main autonomous vehicle being trained, they are programmed to disregard traffic lights,
as this study focuses on unsignalized intersection control. The reference vehicles navigate
randomly chosen paths on the intersection to simulate the continuous traffic flow at the
intersection, as the scenario shown in the Figure 13 below.
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4.2. Hyperparameter Configuration

Adjusting hyperparameters is a crucial step in deep reinforcement learning, used to
optimize the performance and generalization ability of the model. Hyperparameter values
must be set manually before model training, as these parameters cannot be learned directly
from the training. Therefore, experiments must be conducted to find the best combination
of hyperparameters to improve model the effectiveness.

First, the configuration for the Experience Replay Buffer is shown in Table 1. Note
that due to the difference in the input state dimensions between DDPG and RDPG, the
capacity of the buffer set up for RDPG is smaller than that for DDPG. On the other hand,
in the experiments with DDPG and RDPG, an Epsilon decay strategy is employed so that
the proportion of the noise (OU Noise) added to the action can be adjusted over time. The
initial value of Epsilon is set to 1, and after the Replay Buffer stores 500 pieces of data,
the subsequent training process will decay Epsilon by 0.999 every 100 steps, until Epsilon
decays to 0.01. The hyperparameter configuration used in this paper is listed in Table 2:

Table 1. Experience Replay Buffer configuration.

The Parameter Name Value

DDPG Replay Buffer Size 16,000
DDPG Batch Size 150

DDPG Replay Buffer training threshold 500
RDPG Replay Buffer Size 6000

RDPG Batch Size 150
DDPG Replay Buffer training threshold 500

Table 2. Hyperparameter configuration.

The Parameter Name Value

Learning rate α Actor = 0.0001; Critic = 0.001
Discount factor γ 0.9

Tau (τ) 0.005
OU Noise: θ All = 0.35
OU Noise: σ Throttle = 0.1; Other = 0.2
OU Noise: µ Throttle = 0.2; Other = 0

Epsilon (ε) start 1
Epsilon (ε) decay 0.99
Epsilon (ε) min 0.01

4.3. Training Results

In this thesis, two different algorithms, DDPG and RDPG, are used to train the au-
tonomous driving control mechanism with the CARLA simulator. During the training
process, multiple reference vehicles are generated to simulate the dynamic scenarios of
real intersections. Moreover, the training car exploits the sensing modules to detect the
environmental changes and explores the appropriate driving strategies to complete the task
of crossing an unsignalized intersection. In particular, the focus of this research is to train
the self-driving car to complete the three basic driving maneuvers: turning right, turning
left and going straight through the intersection. In addition, by observing the convergence
rate and cumulative rewards of different training models, we can understand the efficiency
performance of the agents under the training of both models. The training results are
visualized clearly by showing the cumulative rewards of the three maneuvers in Figure 14,
as well as the convergence rate in Figure 15. Each chart corresponds to a distinct driving
behavior, where the cumulative reward and loss convergence of the DDPG algorithm is
shown in as orange line, while the results of the RDPG algorithm is shown as the blue line.
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4.4. Discussion

According to Figure 14, we can find that the cumulative rewards obtained from the
RDPG training for the three target actions are all superior to those from the DDPG training,
especially for straight movements and left turns. Specifically, after 200 episodes, the
rewards obtained from RDPG gradually increased, whereas DDPG still shows significant
fluctuations, and the final maximum reward value obtained is also lower than that of the
RDPG method. These differences in performance can be also reflected in the loss values
of the two models shown in Figure 15. Although the two algorithms consistently exhibit
good performance, it can be observed that the RDPG algorithm begins to converge for right
turns after about 1300 training episodes and for straight movements around 1700 episodes,
while the DDPG algorithm begins to converge for right turns and straight movements
during much later episodes, specifically at the 1400th and 1900th episodes, respectively.
This indicates that DDPG requires a larger number of episodes to stabilize, revealing slower
learning efficiency. Moreover, from the training results, we can see that the convergence
speed for learning a right turn is faster compared to the other two maneuvers. This is
primarily because interferences from other vehicles upon making a right turn are much
fewer than those encountered during the other two maneuvers. Finally, we can conclude
that since the RDPG algorithm is capable of processing time-series data, it exhibits better
performance compared to the DDPG algorithm.

5. Conclusions

In this paper, we introduced a hybrid architecture that combines the DDPG and RDPG
algorithms with the perception module of a modular pipeline to address the driving task
of traversing intersections without traffic signals. This includes driving maneuvers for
right turns, going straight and left turns. Additionally, to avoid collisions with other
dynamic vehicles and intrusions into prohibited pedestrian areas, a reward mechanism
is elaborately designed to enable the DRL models to generate appropriate action control
values for accurate and smooth autonomous driving.

Moreover, the experimental results show that the RDPG method outperforms the
DDPG one. Such a performance promotion is mainly attributed to the incorporation of
neural cell with the long-term memory capability, which significantly improves the model’s
ability to recognize environmental factors and then quickly formulate effective driving
strategies under dynamic traffic conditions. Finally, the use of semantic segmentation
technology combined with strategic reinforcement learning must have low-latency sensing
and high-accuracy recognition capabilities for application in real-world autonomous ve-
hicles. Future developments in this field are definitely expected to be able to meet these
requirements of substantial computational power so as to really accomplish the methods
presented in this study after fine tuning.
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