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Abstract: Moving traces are essential data for target detection and associated behavior recognition.
Previous studies have used time–location sequences, route maps, or tracking videos to establish
mathematical recognition models for behavior recognition. The multimodal approach has seldom
been considered because of the limited modality of sensing data. With the rapid development of
natural language processing and computer vision, the multimodal model has become a possible
choice to process multisource data. In this study, we have proposed a mathematical model for
aircraft behavior recognition with joint data manners. The feature abstraction, cross-modal fusion,
and classification layers are included in the proposed model for obtaining multiscale features and
analyzing multimanner information. Attention has been placed on providing self- and cross-relation
assessments on the spatiotemporal and geographic data related to a moving object. We have adopted
both a feedforward network and a softmax function to form the classifier. Moreover, we have enabled
a modality-increasing phase, combining longitude and latitude sequences with related geographic
maps to avoid monotonous data. We have collected an aircraft trajectory dataset of longitude
and latitude sequences for experimental validation. We have demonstrated the excellent behavior
recognition performance of the proposed model joint with the modality-increasing phase. As a result,
our proposed methodology reached the highest accuracy of 95.8% among all the adopted methods,
demonstrating the effectiveness and feasibility of trajectory-based behavior recognition.

Keywords: aircraft behavior recognition; trajectory recognition; multimodal model; modality increasing;
data fusion

1. Introduction

Behavior recognition, an essential task in target detection, is an analysis process to
identify a target’s behaviors that appear within their actions. A moving vehicle (for example,
an aircraft, ship, or automobile) is always assumed to be a target to be detected, and its
moving paths have been widely used for abnormal detection [1], traffic management [2],
and movement understanding [3].

Many researchers have worked on trajectory-based behavior recognition. A tradi-
tional behavior recognition process commonly includes two stages: data preprocessing
and classification. The data preprocessing stage aims to transform irregular sequences
into fixed-size features. Principal component analysis (PCA) [4], dynamic time warp-
ing (DTW) [5], and other linear projection methods [6] were adopted to process moving
traces. Besides, curve approximation and reconstruction can realize length alignment
effectively [7,8]. Moreover, trajectory segmentation was used to degenerate original tra-
jectories to equal-length samples [9,10]. The second stage focuses on classification tasks.
Nearest-neighbor (NN) methods combined with support vector machine (SVM) [11,12],
fast NN [13], and Riemannian manifold [14] have been presented, introducing sample
clustering to the classification models. Probability estimation by statistical models was
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introduced to behavior recognition [15,16]. The Dirichlet process and its variants have been
highly concentrated [17,18]. Researchers have recently focused on a deep neural network
as an end-to-end classifier. For one-dimensional time series, the recurrent neural network
(RNN) [19] and long short-term memory (LSTM) [20,21] have been used to explore data
correlation between different moments. For two-dimensional route maps, the convolutional
neural network (CNN) structure has been adopted to extract image-level features [22–24]
or assemble new feature vectors [25]. However, all the above methods were designed on
single-modality data: one-dimensional series or two-dimensional images. These methods
cannot conduct behavior identification on multimanner data from multiple sources.

In this study, we assume that the behavior recognition system can access the real-time
position records of an airplane by ground-based radars and receive the public geo-map
service via an internet connection. We attempt to establish a multimodal model for aircraft
behavior recognition on both one-dimensional position sequences and two-dimensional
geographic images. We have constructed a model with feature abstraction, cross-modal
fusion, and classification layers to achieve this goal. In the feature abstraction layer,
we have adopted the transformer and pyramid vision transformer (PVT) for multiscale
feature abstraction. Then, we introduced the shuffle module and multiple attentions
for heterogeneous feature merging in the cross-modal fusion layer. A fully connected
multilayer network and a softmax sublayer were combined to form the classification layer.
Meanwhile, we collected moving-trace sequences of aircraft behaviors with longitude
and latitude coordinates and transformed these sequences into geographic images for
multimodal data generation. Experimental results demonstrate the superiority of the
proposed methodology (including the multimodal model and the modality-increasing
phase) on time–position series. The academic contributions of this study are as follows:

(1) Provide a sophisticated recognition model on two types of trajectory data.
(2) Abstract multiscale sequence and image modality features in the proposed model.
(3) Present a modality-increasing approach to longitude and latitude sequences.

The rest of this paper is organized as follows: Section 2 describes the details of our
proposed methodology. Section 3 introduces the trajectory data we used. Experimental
results and corresponding discussions are given in Section 4. Finally, we conclude this
study in Section 5.

2. Methods
2.1. Motivation

Multimodal models have attracted academic communities’ attention in action and
expression recognition [26–28], image and video classification [29,30], medical diagno-
sis [31–33], disease diagnosis [34], and clinical prediction [35]. Heterogeneous feature
representation [36] and classification enhancement are two main objectives of multimodal
models. On the other hand, the regular approaches to accessing plane trajectories depend
on global positioning systems (GPS) and automatic dependent surveillance broadcasts
(ADS-B) providing real-time longitude and latitude coordinates. Other sensing approaches
(for example, images and videos via cameras) are difficult to apply because of the wide
range of the moving area of a flying vehicle, which hinders the usage of multimodal models
in aircraft behavior recognition. Therefore, proposing a behavior classification method
utilizing multisource trajectory data and preparing multimodal data from coordinate se-
quences are necessary.

2.2. Notations

We assume the available trajectory data consist of two modalities: one is a time–
position sequence with longitude and latitude, and the other one is a map image containing
geographic information about the moving routes. Accordingly, the time–position sequences
can be denoted as

slon =
[

x1
lon, · · · , xN

lon

]
(1)
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slat =
[

x1
lat, · · · , xN

lat

]
(2)

where slon and slat are, respectively, the longitude and latitude sequences. N is the fixed
sequence length. xN

lon and xN
lat are the coordinate values at the N-th moment, respectively.

Then, we can combine slon and slat to

s = [slon, slat]
T ∈ R2N (3)

where s is a one-dimensional vector of the sequence modal. On the other hand, the route
map image matrix IMG can be represented as

IMG =
{

imgi,j

}
=

{(
imgR

i,j, imgG
i,j, imgB

i,j

)
i,j

}
∈ RH×W×3 (4)

where imgR
i,j, imgG

i,j, and imgB
i,j represent the pixel values of the red-, green-, and blue-

channel images. H and W denote the images’ height and width, respectively. imgi,j is the
pixel value vector at the i-th row and j-th column (i ∈ [1, H] and i ∈ [1, W]).

2.3. The Proposed Methodology
2.3.1. Framework

The framework of the proposed multimodal model on trajectory sequence (MMTS)
(Supplementary Materials) is demonstrated in Figure 1. The MMTS model first generates
images from the time–position trajectory sequence via the geographic map generation
module, bringing geo-information around the airplane traces to the original data. We
combined the sequence and image data as multimodal inputs to the proposed model.
Furthermore, we customized the feature abstraction, cross-modal fusion, and classification
layers to obtain multiscale features, joint-modality information, and predicted behaviors.
We finally constructed a classification model on aircraft tracks with multisource data.
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2.3.2. Geographic Map Generation

We practiced a modality increase approach from single-type data to binary-type ones,
which allows the multimodal model to conduct behavior recognition. We intended to
generate image-format samples based on latitude and longitude sequences and involve
additional topographic information around the trajectory. The detailed procedure is as follows:

Step 1: Define the longitude sequence slon and latitude sequence slat as follows:

slon =
{

x1
lon, · · · , xi

lon, · · · , xN
lon

}
slat =

{
x1

lat, · · · , xi
lat, · · · , xN

lat
} (5)
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where xi
lon and xi

lat are the longitude and latitude positions of a flying plane at the i-th mo-
ment. Then, we reconstruct a sequence containing paired positions as{(

x1
lat, x1

lon
)
, · · · ,

(
xN

lat, xN
lon

)}
.

Step 2: Draw the positions on a blank image and connect the drawn points sequentially
to show the trace shape.

Step 3: Replace the image background with an actual map according to the paired
longitude and latitude coordinates.

Step 4: Save the image at a preset resolution.
All the steps can be directly programmed with open map interfaces and automatically

implemented if network communication is available. This procedure makes a hybrid
dataset with both sequence and image modalities.

2.3.3. Feature Abstraction Layer

The feature abstraction layer contains a transformer encoder, a PVT, up/downsampling,
and feature map reshaping modules. The sequence and image data are processed parallelly
in this layer.

• Sequence processing

We utilized a transformer encoder [37] and an up/downsampling module to ab-
stract multiscale time-sequence features. In the transformer encoder, the input position
sequence will go through normalization, position embedding, attention, and feedforward
network processing.

We assume each coordinate in the input latitude and longitude sequence is a token
and perform input sequence normalization as follows:

snor =

[
x1

lon − xlon√
slon − xlon

, · · · ,
xN

lon − xlon√
slon − xlon

,
x1

lat − xlat√
slat − xlat

, · · · ,
xN

lat − xlat√
slat − xlat

]
(6)

where snor denotes the normalized sequence input. xlon and xlat are the mean values of
the latitude and longitude subsequences, respectively. We can achieve normalized sub-
sequences, enhancing the directional information hidden in a moving trace. We then
conducted position embedding for order information attachment. We defined the em-
bedded vector length M satisfying N ≤ M and used the zero padding strategy for length
alignment if N < M. Accordingly, we can guarantee to gain an M-length vector spading ∈ RM.
Subsequently, we conducted position encoding as follows:

cod(m) = sin( m
M )

semb = spadding + cod (7)

where cod is an M-dimensional position vector, m is an integer position index that satisfies
1 ≤ m ≤ M, and semb is the vector after position embedding. A multiattention structure
with h channels was used in the attention part. We divided semb into h subsequences with
equal lengths of M

h and denoted the i-th subsequence as si
emb. For the i-th channel, we

defined the query, key, and value vectors as qi, ki, and vi, respectively. Three code weights,
wq

i , wk
i , and wv

i , were adopted for computing qi, ki, and vi as follows:

qi = si
embwq

i
ki = si

embwk
i

vi = si
embwv

i

(8)

Then, the output of the i-th attention can be achieved by

Attentioni = softmax(qiki
T)vi (9)
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where softmax(•) is a function estimating the position weights. Accordingly, the outputs of
h-head attention can be obtained as follows:

head = [attention1, · · · , attentionh]
zseq = norm(semb + head)

(10)

where head ∈ RM is the concatenated output of the h attentions, and norm(•) represents a
normalization function transforming the vector variance to 1. z ∈ RM is the output of the
attention part. In the feedforward network, we used a two-layer feedforward network with
a Rectified Linear Unit (ReLU) activation function. The neuron numbers of the hidden and
output layers are set to L and M, which leads to an output of the first transformer encoder
with the same size as the embedded input sequence semb.

We stacked 6 identical transformer encoders and obtained a final encoding result
of z′seq ∈ RM. Meanwhile, the up/downsampling module provides multiscale sequence
features based on z′seq. We use bilinear interpolation and mean pooling for upsampling and
downsampling, respectively. Accordingly, we abstracted 5 sequence feature vectors: z1

seq,
z2

seq, z3
seq, z4

seq, and z5
seq with 4M, 2M, M, M/2, and M/4 lengths, respectively.

• Image processing

We adopted the PVT [38] model to form 4 feature images, F1, F2, F3, and F4, with
4-, 8-, 16-, and 32-stride resolution shrinking, respectively. Patch embedding (PE) and
spatial-reduction attention (SRA) were utilized in each resolution shrinking stage.

We firstly used 4-stride resolution shrinking, compressing the original image IGM to
IMG1 with H

4 × W
4 size as follows:

IMG1 =



img1
1,1 · · · img1

1,j · · · img1
1,W/4

...
. . .

...
img1

i,1 img1
i,j img1

i,W/4
...

. . .
...

img1
H/4,1 · · · img1

H/4,j · · · img1
H/4,W/4


∈ R

H
4 ×W

4 ×12

img1
i,j =

[
img4×i−3,4×j−3, · · · , img4×i−3,4×j+1, · · · , img4×i+1,4×j+1

]
∈ R12

(11)

where i ∈ [1, 2, · · · , H/4], j ∈ [1, 2, · · · , W/4], and img1
i,j denote the pixel value vector of

the position (i,j) on IMG1. Each pixel value vector here is of 48 (=3 × 4 × 4) dimensions.
Then, PE was conducted to reduce the dimensions of the pixel value vector img1

i,j from 48

to a preset embedding dimension C by a projection matrix P1 ∈ R48×C as follows:

IMG1
PE =

{
img1

i,j · P1
}
∈ R

H
4 ×W

4 ×C (12)

where IMG1
PE is the feature image after PE in the first stage. IMG1

PE is subsequently
delivered to the input of the SRA-based transformer encoder, and the corresponding output
is the feature image F1 ∈ R

H
4 ×W

4 ×C. We can repeat the above resolution shrinking process
and assign the obtained feature image as the input. Accordingly, the other three feature
images F2 ∈ R

H
8 ×W

8 ×C, F3 ∈ R
H
16×

W
16×C, and F4 ∈ R

H
32×

W
32×C can be gained by 8, 16, and

32 strides.
On the other hand, we used “feature map reshaping” to stretch the obtained ten-

sors F1, F2, F3, and F4 to z1
img ∈ RH·W·C/16, z2

img ∈ RH·W·C/64, z3
img ∈ RH·W·C/256, and

z4
img ∈ RH·W·C/1024, respectively, as multiscale image features.

2.3.4. Cross-Modal Fusion Layer

The cross-modal fusion layer comprises the shuffle module and multiple attention channels.
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The shuffle module blends the sequence and image features to multiscale fused vectors
as follows:

z4×(i−1)+j
com =

{
[zi

seq
T, zj

img
T]

T
}

(13)

where i = {1, 2, 3, 4, 5}, j = {1, 2, 3, 4}, and z4×(i−1)+j
com represent the [4 × (I − 1) + j]-th

fused feature. We can gain 20 fused feature vectors
{

z1
com, · · · , z20

com
}

with different i, j
combinations.

We injected each fused feature vector into an associate attention encoder without word
embedding. Then, each fused feature vector can be seen as a sequence. If we set z1

com = snor,
we can perform a computational process according to Formulas (7)–(10). We record the
final output of Formula (10) as an encoded feature vector z1

encod with the same size of
z1

com. Following this manner, we can obtain 20 encoded feature vectors
{

z1
encod, · · · , z20

encod
}

with the same length as 20 input vectors
{

z1
com, · · · , z20

com
}

. Therefore, the self-relation
information of fused feature vectors is involved in the encoded feature vectors for the
classification layer.

2.3.5. Classification Layer

We used a three-layer feedforward network and a softmax function in the classifica-
tion layer.

We primarily joined all 20 encoded features for the feedforward network as a vector x.
We use the ReLU activation function for this network, and the network output o can be
denoted as follows:

o = {o1, · · · , oK} = ReLU(x · W1 + b1) · W2 + b2 (14)

where ReLU(·) performs the ReLU function; W1 and W2 are the weight matrices between
the first and second and the second and third network layers, respectively; b1 and b2 are
the bias values of the second and third network layers, respectively; and K is the number of
behaviors to be identified.

We adopted a softmax function to normalize the classification output o as follows:

σi =
eoi

K
∑

j=1
eoj

(15)

where σi is the possibility of the i-th behavior, and the behavior with the highest possibility
is the final result of our proposed methodology.

3. Dataset

We collected flight routes represented by a time series of longitude and latitude
coordinates. All the data were exported from the GPS positioning records of several aircraft.
We selected three typical aircraft behaviors as our identification objectives as follows:

Behavior 1: Direct flighting between fixed positions;
Behavior 2: Patrolling around a specific area;
Behavior 3: Hovering before landing.

We extracted specific paragraphs from the collected flight routes as samples related
to the objective behaviors and set associated labels as Behavior 1–3 (K = 3). In total, we
arranged 2880 trajectory samples in sequence modality and adjusted the sequence length
of each sample to 512 by DTW [5]. This means that the model parameters N and M satisfy
N = M = 512. Detailed information on the collected dataset is listed in Table 1. We selected
a typical sequence sample from each behavior category and demonstrated the selected
three series samples with Matlab 2018b in Figure 2a–c, respectively. We used red and
blue lines to describe a moving aircraft’s longitude and latitude trace. Behavior 2 shows a
distinguished moving trend considering the latitude and longitude lines compared with
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Behavior 1 and 3. On the contrary, Behaviors 2 and 3 exhibit similar periodic waves and
changes, which may lead to misjudgment of classifiers. Therefore, the data of sequence
modality cannot independently support high-performance behavior recognitions. More
data-level information should be added for a behavior recognition task.

Table 1. Category and modality information of original sequence data.

Category Label Number of Samples Length Modality

Behavior 1 720 512 Sequence
Behavior 2 720 512 Sequence
Behavior 3 1440 512 Sequence

Total number 2880
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Figure 2. Typical time–position sequences of (a) Behavior 1, (b) Behavior 2, and (c) Behavior 3.

We attempted to visualize a flight trajectory on a map, representing supplemented
geographic information in image modality. Figure 3a–c shows the generated maps with a
Python map library named cartopy according to the coordinate sequences in Figure 2a–c,
respectively. Rivers, land, borders, and other topographic information around moving
traces are presented in the generated images. We labeled a moving trace’s start and end
points with green and red points, respectively. Blue, baby blue, black, and cinereous were
assigned to indicate the areas of trace, river, border, and land, respectively. Regarding image
modality, Behaviors 2 and 3 can be clearly distinguished on geographic elements, although
they have similar sequence data. Meanwhile, the geographic elements of Behavior 1 and 3
are close, which would harm behavior recognition. Intuitively, combining the sequence and
image data for trajectory identification and further behavior discrimination is necessary.
We uniformly adjusted the resolution size of all generated images to 224 × 224. Thus, both
H and W of the proposed methodology are equal to 224.
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4. Results and Discussion
4.1. Settings

We used 10-fold cross-validation to form the training and testing sets. We divided
2880 multimodal samples into 10 parts. We picked up 72, 72, and 144 samples of Behavior
1, 2, and 3, respectively, for each part without repetition. Thus, we can constitute 10 trials
based on different training and testing data combinations. In each trial, we used nine and
one parts for the training and testing, respectively.

We introduced four reference methods, including spectral clustering (SP) [39], trans-
former [37], clustering-GRU (CGRU) [40], and vision transformer (ViT) [41] to evaluate
performance. Among these reference methods, SP is a traditional approach containing
subtrajectory clustering and classification phases on time series. Both the transformer and
CGRU are designed with deep network units for sequence processing. The difference
between the transformer and CGRU is that the transformer was originally intended for
natural language processing and mining long-range correlations in sentence sequences,
while the CGRU is a trajectory recognition model that incorporates a clustering treatment.
ViT is a variant of the transformer designed for image feature abstraction and recognition.
We adopted ViT into the comparison as a behavior recognition model on image data.

We set the weight decay parameter and learning rate to 10−4 and 10−5, respectively,
for the proposed MMTS model. We utilized the pretrained weights as the initial weights
of the image encoder and time series encoder from the CLIP model. We employed a
random initialization approach to initialize the proposed model: the truncated normal
distribution was considered for all the linear sublayers to avoid the negative influence of
outlier samples. We set the mean, standard deviation, and bias of the distribution to 0,
0.02, and 0, respectively. We adopt a two-stage training strategy to avoid underfitting or
overfitting: (1) Module training phase: we freeze the weights of the transformer encoder
and PVT parts of the feature abstraction layer and enable the training in the cross-modal
fusion and classification layers. (2) End-to-end phase: we activate the weights of the
transformer encoder and PVT parts of the feature abstraction layer and perform entire
model training.

We assigned 8-head attention for the transformer and set the sequence vector dimen-
sion N = M = 512 in the feature extraction layer, Thus, the dimensions of the multiscale
sequence features are 2048, 1024, 512, 256, and 128. We set the PVT embedding patch size
C to 3 and the height H and width W of the original images’ size to 224. Accordingly,
the sizes of the four feature maps F1–F4 are 56 × 56 × 3, 28 × 28 × 3, 14 × 14 × 3, and
7 × 7 × 3. In the cross-modal fusion layer, the dimensions of 20 fused and encoded features
depend on the utilized sequence and image features. In the classification layer, the input
vector dimension of the feedforward network in the classification layer becomes 78,347
according to the total dimension of all 20 encoded features. Considering three behaviors to
be recognized (K = 3), the neuron numbers of the input, hidden, and output layers of the
feedforward network are 78,347, 100, and 3, respectively.

In the following discussion, the behavior recognition accuracy is calculated by

A =
Ncorrect

Nsample
× 100% (16)

where Ncorrect and Nsample are the correctly identified and total sample numbers, respectively.

4.2. Behavior Recognition Accuracy

We performed all the baseline methods and our proposed MMTS on the dataset
illustrated in Section 3. The training and testing data arrangement complies with the
schedule described in Section 4.1. We listed all the recognition accuracies, corresponding
averages, and standard deviations in Table 2. We placed the collected standard deviations
after the average values and separated them with “±” signs.
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Table 2. Behavior recognition accuracy comparison (%).

Method Modality
Trial

Average
1 2 3 4 5 6 7 8 9 10

Spectral clustering
(SP) [39] Sequence 83.6 84.3 82.1 79.9 75.2 85 78.9 77.3 79.9 86.9 82.3 ± 5.1

Transformer [37] Sequence 80.1 71.3 56.2 60.5 64.8 65.5 76.6 64.8 64.8 80.1 67.2 ± 7.2
Clustering-GRU

(CGRU) [40] Sequence 87.9 81.4 89.9 85.2 87.5 85.8 89 80.3 85.1 80.1 87.2 ± 4.4

Vision transformer
(ViT) [41] Image 87.6 91.2 84.6 80.6 80.7 86.2 78.4 90.3 83.5 87.6 84.8 ± 4.2

MMTS(Ours) Sequence
and image 98.1 99.4 90.6 97.6 96.8 87.6 98.1 91.6 96.5 98.1 95.1 ± 3.9

Regarding average accuracy, MMTS outperforms all adopted methods, achieving a
top score of 95.1%, 9% higher than the second-ranking CGRU algorithm. The direct classifi-
cation of trajectory data using the transformer yields the poorest result at 67.2%, as it solely
relies on sequence modality features without any pretreatments. Both CGRU and SP are
methods with clustering pretreatment, and their accuracies are 87.2% and 82.3%. CGRU’s
accuracy is 4.9% higher than SP’s. We infer the reason is CGRU uses the GRU structure
for deep feature extraction. In the utilized dataset, the valuable information contained in
the sequence modality is significantly less than in the image modality. Consequently, ViT
attains a higher recognition accuracy on image data at 84.8%, in contrast to the subpar per-
formance of the transformer. The multimodal methods MMTS have proved more effective,
extracting more helpful information on multisource data than the reference methods.

The standard deviations in Table 3 reflect the stability of the methods. Our proposed
MMTS method maintained accuracy within the range of [87.6%, 99.4%] in 10 trials, ob-
taining a minor standard deviation among all adopted methods at 3.9%. This means the
robustness of the proposed methodology is trustworthy.

Generally, the superiority of the proposed MMTS model is clearly demonstrated in
this subsection. The multimodal manner would enhance the behavior recognition accuracy
with satisfied stability.

Table 3. Ablation test results (%).

Method Average Accuracy Accuracy Variation

Full MSM
Submodel 1 (without image features)

95.1
80.8

/
−14.3

Submodel 2 (without sequence features) 87.5 −7.6
Submodel 3 (without multiscale sequence

feature extraction) 85.7 −9.4

Submodel 4 (without cross-modal fusion) 83.2 −11.9

4.3. Ablation Test

We designed four submodels from the MMTS model to validate the multimodal data,
multiscale, and cross-modal fusion considerations behind the proposed MMTS model. The
submodels are as follows:

Submodel 1: Conducted on sequence data and lets the output of PVT reach zero in the
feature abstraction layer.

Submodel 2: Conducted on image data and lets the output of the transformer encoder
reach zero in the feature abstraction layer.

Submodel 3: Excludes multiscale sequence generation by removing the up/downsampling
module of the feature abstraction layer.

Submodel 4: Excludes classification on the abstracted sequence and image features by
removing the cross-domain fusion layer.
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We tested the four submodels in this subsection, demonstrating the correctness and
effectiveness of our considerations in model construction. Accordingly, we just performed
a comparison between the su-models and the full model, and no existing models were
used as reference methods. We used Submodels 1 and 2 to validate the multimodal
data consideration for trajectory-based behavior recognition. Submodels 3 and 4 were
customized to test the effectiveness of the multiscale and cross-modal fusion considerations.

We calculated the average recognition accuracy from the recognition accuracy of the
four submodels in 10 trials. The corresponding average values are recorded in Table 3.
Lower average accuracy means a more significant influence of the removed part. Submodel
1 gains the lowest score of 80.8%, a 14.3% decrease compared with the full MMTS model.
This implies the significant contribution of image modality to the model performance.
The cross-modal fusion consideration is the second most important factor in multimodal
classification owing to an 11.9% accuracy reduction caused by Submodel 4. Multiscale
consideration leads to a 9.4% accuracy variation in Submodel 3, which is more effective
than Submodel 2. Thus, the impact of considerations on model performance can be ranked
as multimodal data consideration > cross-modal fusion consideration > multiscale con-
sideration. Although the sequence modality has the weakest impact (a 7.6% performance
decrease) on the MMTS model due to relatively less information for trajectory classifica-
tion, it is still a fundamental factor in trajectory recognition tasks. It cannot be ignored in
real applications. Hence, all considerations are meaningful and can support high-quality
behavior recognition tasks.

5. Conclusions

In this paper, we assigned a feature abstraction layer, cross-modal fusion layer, and
classification layer to form a multimodal model for behavior recognition of moving traces.
Image data generation, multiscale feature abstraction, and cross-modal feature fusion are
considered and integrated to enable multimodal classification based on single-series data
and explore correlations and self-relations between different data manners. We presented
the details of the designed model and increased modality method. The experimental
results confirm the excellent performance of the proposed methodology in a 10-fold cross-
validation. MMTS achieves better behavior recognition accuracy in validation than the
single-modal methods. Moreover, an ablation test validated the effectiveness of the primary
considerations of our proposed model. As a result, the proposed model is a suitable choice
for trajectory-based tasks.

In the future, we should pay attention to automatic modality data alignment and
deeper cross-modal fusion approaches. We also plan to study and analyze state-of-the-art
(SOTA) models more to improve the precision and robustness of our multimodal models.

Supplementary Materials: The code of the proposed model can be accessed at https://github.com/
kiiiko/MMTS on 12 January 2024.
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