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Abstract: PIWI-interacting RNAs (piRNAs) are a kind of important small non-coding RNAs and play
a vital role in maintaining the stability of genome. Previous studies have revealed that piRNAs not
only silence transposons, but also mediate the degradation of a large number of mRNAs and lncRNAs.
Existing computational models only focus on mRNA-related piRNAs and rarely concentrate on
lncRNA-related piRNAs. In this study, we propose a novel method, MLPPF, which is designed for
multi-label prediction of piRNA functions based on pretrained k-mer, positional embedding and
an improved TextRNN model. First, a benchmark dataset, which contains two types of functional
labels, namely mRNA-related and lncRNA-related piRNAs, was constructed by processing piRNA-
function-annotated data and sequence data. Moreover, pretrained k-mer embedding fused with
positional embedding was applied to get the sequence representation with biological significance.
Finally, an improved textRNN model with Bi-GRU and an attention mechanism was employed for
implementing the piRNA functional label prediction task. Experiments substantiate that our model
can effectively identify the piRNA functional labels, reveal the key factors of its subsequences and be
helpful for in-depth investigations into piRNA functions.

Keywords: piRNA functional label predictor; k-mer positional embedding; multi-label classification

1. Introduction

Genetic factors have important biological functions and are closely related to diseases.
Identifying the biological functions of genetic factors is useful in analyzing the complex
mechanisms of diseases and helpful in disease prevention, diagnosis, and treatment. piR-
NAs are a kind of small non-coding RNA (sncRNA) discovered in 2006 that bind to the
PIWI subfamily of the Argonaute protein. They are slightly longer than miRNAs by ap-
proximately 24–32 nucleotides. They lack clear secondary structures but have two sequence
preferences (the 5′ end uridine or 10th adenosine) [1,2].

Based on their origins, piRNAs are divided into three categories: piRNAs derived
from inter-gene regions, piRNAs derived from mRNA, and piRNAs derived from lncRNA.
Given their different origins, piRNAs have a variety of functions. Early studies found
that piRNAs can recognize and silence transposons, thereby maintaining the stability of
the genome structure [3]. As early as 2014, Gou et al. [4] found that piRNAs guided the
large-scale elimination of mRNAs at the later stage of spermatogenesis in mice; that was
the first research to demonstrate that piRNAs regulate mRNAs. In 2015, Watanabe et al. [5]
discovered that piRNAs from transposons and pseudogenes mediate the degradation of
large amounts of mRNA and lncRNA in mice. In 2019, Dai et al. [6] revealed that piRNAs
are widely involved in mRNA translational activation in sperm cells and conducted in-
depth and systematic research on the molecular mechanisms of positive piRNA regulation
in target gene translation. Recent research on a C. elegans model showed that the regulatory
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range of piRNAs involves almost all mRNAs in germ cells [7]. In summary, these break-
through studies suggest that piRNA functions are important and diverse and that they
mediate a highly complex RNA regulatory network.

Identifying piRNA functions is a fundamental and challenging problem. There are
currently two existing recognition methods: biological experimental methods and com-
putational methods. Many biological experimental techniques can be used to recognize
piRNA functions, such as immunoprecipitation. However, experiments identifying piRNA
functions are time-consuming, expensive, have only a minor flux, and require professional
operators. With the establishment of piRNA-specific databases and the accumulation
of piRNA-related functional data, it is possible to predict piRNA functional labels via
computational methods [8].

Much research has been conducted in identifying the functional labels of miRNAs
and lncRNAs, but prediction algorithm research on piRNA functional labels is still in its
infancy. The current study focuses on mRNA-related piRNA using a miRNA-like mecha-
nism [4,9,10], and lncRNA-related piRNA is disregarded. In 2017, Liu et al. [11] proposed
2L-piRNA, the first piRNA function predictor. By extracting features such as pseudo-
nucleotide components (PseKNC) and using SVM classifiers, the authors built a two-layer
ensemble classifier. The first layer is used to identify whether a query RNA molecule is
piRNA or non-piRNA with 86.1% accuracy. The second layer identifies whether a piRNA
is involved in mRNA deadenylation with 77.6% accuracy. In 2018, Li et al. [12] presented a
2L-piRNAPred algorithm based on features including nucleotide composition, positional
specificity, physicochemical properties, and an F-value feature selection algorithm, achiev-
ing accuracies of 89% (first layer) and 84% (second layer). In 2019, Khan et al. proposed
the first computational tool based on deep learning, 2L-piRNADNN [13]. This method
constructs a deep neural network based on feature vectors containing dinucleotide autoco-
variance and physicochemical properties, with accuracies of 91.81% (first layer) and 84.52%
(second layer). In 2020, Zuo et al. [14] proposed 2lpiRNAred using a sparse representation
classifier (SRC) and a support vector machine with a radial basis function using Markov
distance (SVMMDRBF). This study also proposed a new feature selection algorithm based
on Luca fuzzy entropy and Gaussian membership function (LFE-GM), with accuracies
of 88.72% (first layer) and 79.97% (second layer). Meanwhile, Khan et al. [15] proposed
a 2L-PseKNC algorithm based on PseKNC and deep neural networks. This algorithm
uses principal component analysis (PCA) to select features and can achieve accuracies of
94.73% (first layer) and 85.21% (second layer). In summary, such studies only focus on
mRNA-related piRNA recognition and their performance still needs to be improved.

In addition to the above studies, only a few prediction tools for piRNA target loci are
available. Gou et al. [4] were the first to identify the potential targeting sites of piRNAs
within the three prime untranslated regions (3′ UTRs) of MIWI-associated mRNAs. In
that study, miRanda [16], a miRNA target prediction tool, was used. Based on the experi-
mental data of Gou et al. [17], pirnaPre was the first tool designed for piRNA target locus
identification. It used mouse data and selected a combination of MIWI CLIP-seq-derived
features and position-derived features to train an SVM classifier. A training area under
the curve (AUC) of 0.87 was achieved, and 3781 mRNAs from 2587 protein-coding genes
were predicted as potential piRNA targets. pirScan [18,19] is another tool for predicting
piRNA target sites based on established targeting rules from C. elegans and C. briggsae data.
Yang et al. [20] developed the first deep learning method based on multi-head attention,
identifying piRNA targeting sites on C. elegans mRNAs and obtaining an AUC of 93.3%
using an independent test set. However, these methods used experimentally validated data
from specific species and cannot currently be extended to other organisms.

Recent studies have demonstrated that a piRNA can perform different functions in
different times and spaces and can have multiple functional labels. For example, a piRNA
can not only eliminate transposons during the ping-pong cycle but also mediate mRNA
degradation in late cell stages [21]. Thus, there is a need for a careful investigation and
dissection of piRNA functions. In this study, we propose a novel method, MLPPF, designed
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for multi-label predictions of piRNA functions based on pretrained k-mer embedding,
positional embedding, and an improved TextRNN model. First, a benchmark dataset was
constructed by processing piRNA-function-annotated data and sequence data. Moreover,
pretrained k-mer and positional embedding were applied to achieve biologically significant
sequence representation. Finally, an end-to-end model that couples the discriminative
power of representation with an improved textRNN was used to implement the piRNA
functional label prediction task. Compared with the other three methods, MLPPF per-
formed best and revealed the key factors of piRNA subsequences, thus demonstrating its
effectiveness.

2. Materials and Methods

To identify the functional labels of piRNAs, our study builds a benchmark dataset,
encodes a piRNA sequence with pretrained k-mer and positional embedding; and treats the
piRNA function identification problem as an imbalanced multi-label learning issue by using
an improved TextRNN model. The prediction process scheme is shown in Figure 1 and
is divided into 4 main steps. They are benchmark dataset construction, piRNA sequence
encoding, TextRNN model construction, and performance evaluation, which are explained
in detail below.

Electronics 2024, 13, x FOR PEER REVIEW  3  of  14 
 

 

Recent studies have demonstrated that a piRNA can perform different functions in 

different times and spaces and can have multiple functional labels. For example, a piRNA 

can not only eliminate transposons during the ping‐pong cycle but also mediate mRNA 

degradation in late cell stages [21]. Thus, there is a need for a careful investigation and 

dissection of piRNA  functions.  In  this study, we propose a novel method, MLPPF, de‐

signed for multi‐label predictions of piRNA functions based on pretrained k‐mer embed‐

ding, positional embedding, and an improved TextRNN model. First, a benchmark da‐

taset was constructed by processing piRNA‐function‐annotated data and sequence data. 

Moreover, pretrained k‐mer and positional embedding were applied to achieve biologi‐

cally significant sequence representation. Finally, an end‐to‐end model that couples the 

discriminative power of representation with an improved textRNN was used to imple‐

ment the piRNA functional label prediction task. Compared with the other three methods, 

MLPPF performed best and revealed the key factors of piRNA subsequences, thus demon‐

strating its effectiveness. 

2. Materials and Methods 

To identify the functional labels of piRNAs, our study builds a benchmark dataset, 

encodes a piRNA sequence with pretrained k‐mer and positional embedding; and treats 

the piRNA function identification problem as an imbalanced multi‐label learning issue by 

using an improved TextRNN model. The prediction process scheme is shown in Figure 1 

and  is divided  into 4 main steps. They are benchmark dataset construction, piRNA se‐

quence encoding, TextRNN model construction, and performance evaluation, which are 

explained in detail below. 

 

Figure 1. Framework illustration of piRNA functional label prediction. Figure 1. Framework illustration of piRNA functional label prediction.

2.1. Datasets

According to the NONCODE and piRBase databases, Liu et al. [11] constructed the first
and most popular benchmark dataset for identifying mouse piRNA functional subsets in
2017, containing 1418 non-piRNA sequences; 709 piRNAs with the function of instructing
target mRNA deadenylation; and 709 piRNAs without such a function. In 2020, they
improved the dataset by increasing the contents of the three subsets to 798, 1257, and 2068,
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respectively. Although fruit fly species were added to this improved dataset, most studies
still focus on mRNA-related piRNAs and ignore lncRNA-related piRNAs.

In our study, mRNA-related and lncRNA-related piRNAs were considered. The
piRNA target data were downloaded in 2022 from piRBase (http://bigdata.ibp.ac.cn/
piRBase, accessed on 20 January 2022) and extracted from the published literature [22].
After eliminating redundant data, 2628 non-duplicate piRNA sequences were obtained.
In a piRNA target record, piRBase provides a piRBase name linked to detailed informa-
tion concerning the piRNA, a target gene/transcript ID, a target site, and other relevant
information. According to the interaction characteristics of piRNAs, piRNA sequences are
marked with functional tags. We focused on two types of functional labels: mRNA-related
piRNAs and lncRNA-related piRNAs. The functional labels for specific piRNAs are based
on predicted and experimentally validated information about piRNA target sites. piRNA
target mRNAs in mouse tissues were extracted from the published literature and used
to experimentally verify piRNA target relationships. The prediction of potential piRNA
target lncRNAs was performed the same way as piRNA target mRNA cleavage in mouse
testes is predicted [4,9,10].If the piRNA only targets an mRNA, the functional label of the
piRNA is marked as [1, 0]. If the piRNA only targets a lncRNA, the functional label of
the piRNA is marked as [0, 1]. If both piRNA-mRNA and piRNA-lncRNA interactions
exist, the functional label of the piRNA is marked as [1, 1]. In the benchmark dataset, the
distribution of functional piRNAs reveals that 1806 piRNAs are only related to mRNA,
accounting for 68.7%. Additionally, 538 piRNAs are only related to lncRNA, accounting
for 20.5%. Furthermore, 284 piRNAs are related to both mRNA and lncRNA, accounting
for 10.8%.

2.2. Sequence Embedding

In our study, a fusion of k-mer word embedding and positional embedding was used
to obtain a piRNA sequence representation with biological significance, resulting in high
accuracy and reliability in the prediction.

2.2.1. k-mer Word Embedding

RNA sequences need to be encoded into a numeric vector before machine learning can
take place. Most biological sequence analysis methods use one-hot encoding for their k-mer
fragments. While such encoding is popular, it results in high sparsity and does not consider
the biological significance of ribonucleic acids. It hardly reflects sequence similarities and
differences.

Inspired by studies on natural language processing (NLP), we analogized a piRNA
sequence to a sentence and its k-mer subsequence to a word. By using a word-embedding
model, representations of piRNA sequences with biological significance were obtained.

Referenced to Zeng et al. [23], a piRNA sequence, S, can be denoted as

S = N1, N2, . . . , Nn (1)

where Ni is the i-th nucleotide, Ni ∈ {A, G, C, T}, i = 1, 2, 3, . . . , n, and n is the length of the
piRNA sequence. The piRNA sequence is stored in a cDNA (complementary DNA) format.

We used a sliding window to extract m k-mer sequence fragments from a piRNA
sequence S, as follows:

f (S) = S1:k, S2:2+k, . . . , Sm:m+k (2)

m = n− k + 1 (3)

where Si:i+k is the i-th k-mer subsequence, k is the width of the sliding window, and m is
the number of k-mer subsequences in the piRNA sequence, S.

Word2vec [24] is a word-embedding technique designed to represent standard words
in a corpus as vectors with word semantics. This technique has improved multiple natural
language processing tasks. The Skip-gram model is a useful example of a Word2vec model;

http://bigdata.ibp.ac.cn/piRBase
http://bigdata.ibp.ac.cn/piRBase
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it is used to obtain the embedding vectors of k-mers. piRNA sequences in the piRBase
database serve as a corpus, and their k-mer sequence fragments, extracted by the sliding
window, are used to pretrain vectors with biological meanings in an unsupervised manner.
To maximize the probability of the target k-mer and the co-occurrence of the context
sequence, the word vector ei of the k-mer sequence fragment Si:i+k is obtained. The value of
k ranged from 2 to 5 in our experiment, and the value selection is discussed in Section 3.1.

The set of m-many k-mer sequence fragments f (S) corresponding to the piRNA
sequence S is transformed into a pretrained embedding representation, which is expressed
as follows:

WE(S) = [e1, e2, . . . , em] (4)

2.2.2. k-mer Positional Embedding

In natural language processing technology, positional vectors are used to represent
the position information of words. To enhance our model in capturing the sequential char-
acteristics of sequences, positional embedding (PE) was used to identify piRNA functional
labels.

Since the binary representation of position vectors wastes substantial memory, posi-
tional embedding generated by sinusoidal and cosine curves of varying frequencies was
applied in our study. The positional embedding of the i-th k-mer subsequence is a vector
determined by both the k-mer position and the component position, calculated as follows:

PEi,2j = sin
(

i/100002j/d
)

(5)

PEi,2j+1 = cos
(

i/100002j/d
)

(6)

where i represents the position of the k-mer subsequence in a piRNA, and j represents the
component position of the k-mer positional embedding vector. The range of i is [1, m],
the range of j is [0,

⌊
d−1

2

⌋
], and d represents the dimension of the positional embedding.

PEi,2j and PEi,2j+1 denote the value at even and odd component positions in the positional
embedding vector of the i-th k-mer subsequence, respectively. This positional embedding
is based on sinusoidal and cosine curves and provides our model with the ability to model
the position of a k-mer subsequence and the distance of every two k-mer subsequences.

2.3. Improved TextRNN Network

In NLP, the TextRNN model [25] can capture the most important semantic information
in a sentence and improve the performance of multi-label identification tasks. Hence, in
our study, an improved TextRNN network was used to systematically recognize piRNA
functional labels in four parts: a fusion-encoding layer, a sequence encoder, an attention
layer, and a classification layer. The details of the above components are described in the
following sections.

2.3.1. k-mer Encoding Layer

In the embedding layer, the final embedding matrix is an aggregate matrix P ∈ Rm×d,
which is accumulated by the k-mer word embedding matrix and the positional embed-
ding matrix. d refers to the dimension of both positional embedding and the pretrained
embedding representation. It is computed as follows:

P= WE+PE (7)

2.3.2. Sequence Encoder

TextRNN [25] is an RNN-based flexible neural network designed for text data pro-
cessing. In multiple text tests, TextRNN has achieved good results. However, traditional
RNNs are likely to face vanishing or exploding gradient problems. As a variant of recurrent
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neural networks, gated recurrent units (GRUs) [25] can effectively address these problems.
By simplifying the gating structure, GRUs become faster than Long Short-Term Memory
(LSTM) and can better learn long-term dependencies. Therefore, a GRU can be successfully
used to model sequence data in NLP, especially in sequence classification tasks and se-
quence annotation tasks. Typically, a GRU contains two gates, the update gate and the reset
gate, which are used to determine the retention or disposal of information. The update gate
z decides how much of the new input should be used to update the hidden state, while the
reset gate r determines how much of the previous hidden state should be forgotten. The
update gate zi and reset gate ri of the i-th hidden unit are computed by

zi = σ(Wzxi + Uzhi−1 + bz) (8)

ri = σ(Wrxi + Urhi−1 + br) (9)

where σ is the sigmoid function, xi is the vector of the current-position k-mer fragment, and
hi−1 is the final hidden state of the previous position k-mer fragment. The weight matrices
Wz, Wr, Uz, and Ur are learned, and bz and br are biases.

The hidden state hi and candidate hidden state
∼
h i of the GRU are computed by

hi = (1− zi)� hi−1 + zi �
∼
h i (10)

∼
h i = tanh(Whxi + ri � (Uhhi−1) + bh) (11)

where � is the dot product, Wh and Uh are weight matrices, and bh is a bias.
Bi-GRU is a structure-reinforcing GRU neural network and provides the output layer

with complete contextual information about the input data at each moment. The input
sequence propagates through both a forward GRU and a backward GRU and then concate-
nates the outputs of both. The calculation process of the final hidden state of the current
k-mer fragment, hi, is as follows:

→
h i =

→
GRU

(
xi,
→
h i−1

)
(12)

←
h i =

←
GRU

(
xi,
←
h i+1

)
(13)

hi =

[→
h i,
←
h i

]
H = [h1, h2, . . . , hm]

(14)

where
→
h i and

←
h i are the forward and backward hidden states of the current k-mer fragment,

respectively.
→
h i−1 represents the forward hidden state of the previous position k-mer

fragment.
←
h i+1 represents the backward hidden state of the next position k-mer fragment.

Finally, the output of the piRNA sequence encoder, H ∈ Rm×h, is obtained by consolidating
the encoding information from both directions of each k-mer fragment, where h is the
dimension of the final hidden state.

2.3.3. Attention Layer

Recent studies have shown that piRNAs degrade mRNAs and lncRNAs through a
miRNA-like mechanism. This suggests that a specific sequence fragment at a specific
position is required for piRNA functions. The model should selectively focus on specific
k-mer piRNA fragments that have biological functions. An attention mechanism can
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enable neural networks to focus on a subset of their inputs, so an attention layer is used in
our model.

The output of the sequence encoder serves as the input to this layer. As referenced by
Yang et al. [26], a k-mer-level context vector, us, can be introduced, and a normalized impor-
tance weights, ai, can be calculated using a softmax function. To measure the importance of
k-mer subsequences, the computation process is as follows:

ui = tanh(Wshi + bs) (15)

ai =
exp

(
uT

i us
)

∑i exp
(
uT

i us
) (16)

∼
P =

m

∑
i=1

aihi (17)

where Ws is a trainable weight; bs is a bias, ai is the attention weight of the i-th k-mer; and
∼
P represents the new weighted representation of the piRNA, as calculated by the sum of
element-wise multiplication between attention weights and the input data of that layer.

2.3.4. Classification Layer

We treated this piRNA function prediction task as a multi-label classification problem.
We introduced a fully connected layer for linear transformation into the classification layer
of the model, allowing each sample to have the possibility of multiple labels. To reduce
the model’s dependence on specific neurons and improve generalization capabilities, we
performed a dropout operation on the output of the fully connected layer. Finally, a sigmoid
activation function was used to generate the predicted probability of the corresponding
label for each sample, ensuring they are independent of each other.

2.4. Evaluation Methods

In our research, 10-fold cross-validation was used to evaluate the performance of the
model. Samples were randomly divided into 10 folds. Each fold was used to validate the
model, with the remaining data used to train it.

Evaluating the performance of multi-label classification differs from multi-class clas-
sification. In multi-class classification, each sample only belongs to one class, and the
class labels are mutually exclusive. Predictions can be either entirely correct or incorrect.
In multi-label classification, each sample can belong to multiple classes, and evaluating
multi-label classification methods is like evaluating of information retrieval methods.

In the present study, the multi-label corpus C is the piRNA sequence set with functional
labels, where each sample in this set is represented as (ai, Bi), i = 1, 2, . . . , |C|, and |C| is
the total number of samples in C. ai is a piRNA sample, Bi is the true associated label set of
ai, and Cli is a label set obtained with the prediction method for ai. L represents the total
number of labels.

To evaluate our piRNA function multi-label prediction method, two kinds of metrics
were used. One is a sample-based metric, another is a label-based metric. Sample-based
metrics include accuracy, precision, recall, F1 score, hamming loss, etc. To better highlight
that our study falls within the domain of multi-label classification, we provide explanations
for hamming loss, micro_F1, and macro_F1.

• Hamming loss
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Hamming loss is used to estimate the incorrect classification ratio, indicating both
the failure to predict correct labels and the prediction of incorrect labels. The lower the
Hamming loss, the better the performance. The formula is as follows:

Hamming loss(h, Cl) =
1
|C|

|C|

∑
i=1

|Bi∆Cli|
L

(18)

where ∆ represents the symmetric difference between two sets.
Two label-based metrics are also applied, and they are as follows:

• Micro_F1

Micro_F1 is the harmonic mean of micro_precision and micro_recall, calculated as follows:

Micro_F1 =
2×micro_precision×micro_recall

micro_precision + micro_recall
(19)

where micro_precision represents the overall precision of all labels.

• Macro_F1

Macro_F1 is the harmonic mean of among multi-label precision and recall and is
calculated as follows:

Macro_F1 =
1
L

L

∑
j=1

2× precisionj × recall j

precisionj + recall j
(20)

where precisionj represents the precision of the j-th label.
Apart from the above metrics, the receiver operating characteristic curve (ROC) and

the precision–recall curve (PRC) are also used to evaluate the performance of methods.

3. Results
3.1. Hyperparameter Optimization

Many hyperparameters influence prediction performance. The grid search method is
used for hyperparameter optimization. The best hyperparameters were selected based on a
performance evaluation with the validation set. In the sequence-processing phase, k is a
critical parameter of the current task, specifically representing the length of overlapping
k-mer fragments obtained through sliding window extraction. If k is too small or too large,
the prediction or computation performance is affected. In the pretrained k-mer-embedding
phase, we utilized k-mer fragments with lengths ranging from two to five for word vector
representation. The impact of the different tested k-mer lengths on performance is shown in
Figure 2. The results indicate that F1, Micro_F1, and Macro_F1 slowly grow as k increases.
Considering both the prediction performance and computation cost, k is set to 4, and the
dimension of the pretrained vectors of k-mer is configured as 64.

In constructing the prediction model, BCEWithLogitsLoss was employed as the loss
function, the Adam optimizer was chosen, the batch size was 50, the number of epochs was
10, the learning rate was 0.008, the dropout rate for hidden layers was 0.5, and the hidden
layer dimension was set to 256.

3.2. Sequence Embedding Representation Comparison

This section describes four different sequence-encoding methods used to represent
overlapping k-mer fragments, including randomly initialized k-mer embedding (Rand_E),
pretrained k-mer embedding (Pre_E), randomly initialized k-mer embedding fused with
k-mer positional embedding (Rand_E + Pos_E), and pretrained k-mer embedding fused
with k-mer positional embedding (Pre_E + Pos_E).

To prove the effectiveness of the Pre_E + Pos_E representation, we compared the
proposed method with the other three different embedding methods, as shown in Table 1.
Comparing the performance of the Rand_E and Pre_E encoding representations, the overall
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prediction performance of Pre_E was higher than Rand_E. Using Pos_E as the basis for
Pre_E, pretrained k-mer embedding fused with k-mer positional embedding performed
best among the seven evaluation metrics. The results indicate that the proposed embed-
ding representation effectively captures the semantic information and relative positional
relationships of the k-mer fragments.
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Figure 2. The predictive results with different k-mer lengths.

Table 1. Performance comparison of improved TextRNN model using four sequence-embedding
methods.

Representation Acc Pre Recall F1 HL Micro_F1 Macro_F1

Rand_E 0.9054 0.9189 0.9256 0.9167 0.0906 0.9185 0.9029

Pre_E 0.9085 0.9197 0.9252 0.9178 0.0854 0.9229 0.9079

Rand_E + Pos_E 0.9098 0.9229 0.9260 0.9196 0.0843 0.9237 0.9083

Pre_E + Pos_E 0.9134 0.9231 0.9363 0.9243 0.0830 0.9258 0.9108

Abbreviations: Acc, Accuracy; Pre, Precision; HL, Hamming Loss.

3.3. Performance Comparison

To better evaluate the performance of the improved TextRNN model in predicting
piRNA functional multi-labels, we compared it with TextCNN, Transformer and Binary
Relevance (BR) using pretrained k-mer embedding fused with positional embedding
representation. TextCNN is a text classification model that can capture local sequence
correlations well by using convolution cores and pooling operations. Transformer is a classic
model proposed by Google, mainly used in NLP to capture the semantic relationships
between sequences. Considering that non-deep methods achieve good performance [27],
BR which decomposes the multi-label learning problem into multiple independent binary
classification tasks is selected in this comparison. Using the BR method, we built an
independent SVM model for each class label.
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The performance of the four methods is shown in Table 2; seven performance metrics
are listed. The results demonstrate that our method achieved the best performance; six
indicators were above 90%, and the overall performance was higher than TextCNN, Trans-
former, or BinaryRelevance. Obviously, our proposed computational method performs
better than other methods. In addition, ROC and PRC were used to evaluate classification
performance using the Pre_E + Pos_E embedding method, as depicted in Figure 3a,b.
Among the four comparison methods, the ROC curve based on the improved TextRNN
was significantly higher than the other methods, and its AUC was the highest at 96.58%.

Table 2. Performance comparison of four methods based on pretrained k-mer embedding fused with
k-mer positional embedding.

Method Acc Pre Recall F1 HL Micro_F1 Macro_F1

BinaryRelevance 0.7584 0.8016 0.7723 0.7774 0.2321 0.7828 0.6536

TextCNN 0.8274 0.8383 0.8719 0.8459 0.1718 0.8495 0.8218

Transformer 0.8132 0.8288 0.8569 0.8329 0.1868 0.8355 0.8022

Improved TextRNN 0.9134 0.9231 0.9363 0.9243 0.0830 0.9258 0.9108

Abbreviations: Acc, Accuracy; Pre, Precision; HL, Hamming Loss.
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curves of four models.

In summary, our method had the best predictive performance using the aggregate
embedding method and the improved TextRNN model.

3.4. Performance Comparison of RNN Structure

RNN is a flexible network structure. The effects of different RNN structures on
model performance are illustrated in Table 3. These structures include unidirectional GRU
(UniGRU), bidirectional GRU (BiGRU), unidirectional LSTM (UniLSTM), and bidirectional
LSTM (BiLSTM). The results show that the final hidden states obtained by BiGRU contained
the most sequence context information and had the best performance among the six
evaluation metrics. In UniGRU, the highest precision was achieved at 92.39%.
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Table 3. Performance comparison of different RNN structures.

RNN Acc Pre Recall F1 HL Micro_F1 Macro_F1

UniGRU 0.9123 0.9239 0.9317 0.9226 0.0854 0.9235 0.9068

BiGRU 0.9134 0.9231 0.9363 0.9243 0.0830 0.9258 0.9108

UniLSTM 0.9062 0.9184 0.9285 0.9177 0.0932 0.9167 0.9017

BiLSTM 0.8967 0.9104 0.9193 0.9088 0.1020 0.9086 0.8903

Next, we evaluated the ROC and PRC of our model in the different RNN structures, as
shown in Figure 4a,b. To more clearly demonstrate the impact of different RNN structures
on model performance, we choose to enlarge the x-axis range from 0.0 to 0.2 and the y-axis
range from 0.8 to 1.0 in the ROC curve and enlarge the x-axis range from 0.8 to 1.0 and the
y-axis range from 0.8 to 1.0 in the PR curve. The results reveal that all four RNN structures
achieved AUC values surpassing 95%. BiGRU reached the highest at 96.58%, followed by
UniGRU at 96.03%, UniLSTM at 95.60%, and BiLSTM at 95.58%. Through comparative
analysis, we found that GRU performed slightly better than LSTM in predicting piRNA
functional labels, and BiGRU proved more effective in capturing the semantic relationships
within the piRNA sequences.
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3.5. Attention Layer Analysis

At present, the attention mechanism is widely acknowledged as a crucial part of
modern neural networks and has made significant advancements in various tasks. The
attention mechanism was introduced to focus on key fragments of the piRNA sequence
while ignoring irrelevant information.

First, ablation studies on the attention mechanism were performed, and the results are
presented in Table 4. They indicate that the contribution of the attention layer in our model
is not significant. Furthermore, we took a close look at the attention weights and plotted
heat maps to reveal the key factors that are captured by the model using the attention
mechanism. Different colors reflect the model’s attention to different k-mer segments.
The darker the color, the greater the contribution of the corresponding segment to the
prediction task. The results of the piRNA demo are shown in Figure 5. For example, in the
first piRNA in Figure 5, it seems that a focus is placed near the 5’ ends of the piRNA, and
the k-mer fragment is “CCAG”. We believe the attention mechanism helped us to mine key
subsequences of functional piRNA as in the above case.
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Table 4. Performance comparison of ablation studies on the attention layer.

Method Acc Pre Recall HL F1 Micro_F1 Macro_F1

Our model
without attention layer 0.9113 0.9229 0.9305 0.0824 0.9216 0.9257 0.9117

Our model
with attention layer 0.9134 0.9231 0.9363 0.0830 0.9243 0.9258 0.9108
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4. Conclusions and Future Directions

Compared with the prediction results for miRNA and lncRNA functional labels,
research related to piRNAs is still in an early phase. In this study, we developed a com-
putational method for predicting functional labels for piRNAs based on pretrained k-mer
embedding, positional embedding, and an improved TextRNN model. First, we collected
piRNA functional label data and sequence data and then constructed a benchmark dataset
via data processing. Moreover, pretrained k-mer and positional embedding were applied to
obtain sequence representation with biological significance. Finally, an end-to-end model
that couples the discriminative power of representation with the improved textRNN was
used to implement the piRNA functional label prediction task. In conclusion, our model can
characterize piRNA functional labels and could be beneficial to researchers investigating
piRNA functions.

Bioinformatics investigations necessitate extensive data. In contrast to the abundant
databases on miRNA-mRNA and miRNA-lncRNA, functional annotated data on piRNA
remain limited. Our ongoing studies revolve around a dedicated focus on contemporary ad-
vancements in piRNA research and will improve our work in the following future directions:

1. Expand and subdivide the functional labels of piRNA

Due to data limitations, we only focused on two types of functional labels for piRNA
in this study. Existing studies have shown that piRNAs can not only degrade mRNA in a
miRNA-like manner but also extensively activate mRNA translation. According to these
biological facts, we will subdivide piRNA functional labels based on data accumulation. In
addition, piRNA functions are diverse, as they can regulate various genetic factors such
as transposable elements (TE). For these regulatory objects, we will expand the piRNA
functional labels through data accumulation.

2. Identification of functional sites
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Based on the transcriptome data, we will identify the functional sites of piRNA and
explore piRNAs as potential biomarkers and drug targets using a computational method.
This method can characterize the functional sites of piRNAs, helping researchers infer
the potential regulatory functions of piRNAs and their binding mechanisms with other
genetic factors.
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