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Abstract: In conventional subspace clustering methods, affinity matrix learning and spectral cluster-
ing algorithms are widely used for clustering tasks. However, these steps face issues, including high
time consumption and spatial complexity, making large-scale subspace clustering (LS?C) tasks chal-
lenging to execute effectively. To address these issues, we propose a large-scale subspace clustering
method based on pure kernel tensor learning (PKTLS?C). Specifically, we design a pure kernel tensor
learning (PKT) method to acquire as much data feature information as possible while ensuring model
robustness. Next, we extract a small sample dataset from the original data and use PKT to learn its
affinity matrix while simultaneously training a deep encoder. Finally, we apply the trained deep
encoder to the original large-scale dataset to quickly obtain its projection sparse coding representation
and perform clustering. Through extensive experiments on large-scale real datasets, we demonstrate
that the PKTLS?>C method outperforms existing LS?C methods in clustering performance.

Keywords: cluster analysis; LS%C; sparse coding; kernel tensor

1. Introduction

Clustering is a method that groups data with similar features into the same category,
showing the dissimilarity between clusters and the similarity within clusters. It has been
widely used in the field of data analysis [1]. However, traditional methods (such as K-
means [2]) cannot inefficiently cluster high-dimensional data, because of the complex
structures [3]. Since the effective information in high-dimensional data usually resides
in low-dimensional structures, many subspace clustering methods have been proposed.
These subspace-based clustering methods have proven to be effective in mining feature
information from high-dimensional data and are widely applied in handling computer
vision tasks [4,5].

Classic subspace clustering methods typically rely on the self-representation (SE)
property of the data, i.e., any data point within the same subspace can be represented as a
linear combination of other distinct data points [6]. The goal is to find the minimal number
of base points, such that all other points are linear combinations of the base points. This can
be expressed by the following formula:

1
min rank §||X—XCH%+/\§R(C) st. C>0, 1)

where X is the input data, A > 0is a regularization parameter, C is the SE coefficient matrix,
and R(C) is the regularization term. In these methods, the affinity matrix is obtained
by applying different norms to the square of R(C) and different algorithms in different
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scenarios. Finally, spectral clustering [7] is used to segment the affinity matrix and obtain
the final clustering results [8].

However, with the continuous increase of the data scale, complex negative factors
(including noise, data missing, etc.) and nonlinear structures in large-scale data seriously
degrade the accuracy and increase the computational complexity of clustering tasks. Conse-
quently, traditional subspace clustering methods (such as SSC [9], LRR [10], and LSR [11])
are not applicable to large-scale data clustering. This is because—when applying these
methods to large-scale data—they will inevitably encounter large-scale SE matrices and
encode models [12-14]. Meanwhile, spectral clustering algorithms also have high com-
putational complexity (O(n2), n is the number of samples) [15] and large memory usage.
Therefore, it is necessary to explore subspace clustering methods that are applicable to
large-scale data.

To overcome this problem, the current mainstream approaches involve extracting a
small set of data from the large-scale raw data based on the self-representation property, to
perform subspace clustering tasks and then extend them to the raw data [16]. Although this
method shows its success in performing LS2C tasks, there are still some issues that need to
be addressed: (1) performing a simple sparse representation or low-rank representation
of the sampled data leads to the limited acquisition of sample feature information, result-
ing in evident errors when predicting the feature information of the original large-scale
data [17,18] in many cases; (2) real data points are usually distributed in several nonlinear
subspaces, and the above methods cannot effectively handle the nonlinear structure of
the data; (3) only applying simple constraints (e.g., [ ; norm, F-norm) to the noise in the
sample data will seriously degrade the clustering accuracy.

Toward the challenges mentioned above, we designed a novel LS?C method: pure
kernel tensor learning-based large-scale subspace clustering (abbr. PKTLS?C). Mainly three
techniques are proposed in PKTLS?C. Firstly, PKTLS?C extracts a small set of samples from
the original dataset, uses kernel tricks to map the sample dataset to a high-dimensional
Hilbert space, and stacks the resulting kernel matrices to form a third-order tensor. This
leads to the effective handling of nonlinear structures while acquiring more feature infor-
mation, which is beneficial for reducing errors in predicting the feature information of the
original data. Secondly, PKTLS?C separates the noise information from the kernel tensor,
retains the main information, updates the self-representation matrix of the sample dataset,
and applies I, | norm constraints to the self-representation matrix. So, PKTLS?>C ensures
the sparse low-rank properties while avoiding the influence of specific data errors [19].
This denoising method can effectively enhance the robustness of the model and improve
clustering performance. Finally, a deep autoencoder is designed for PKTLS?>C, which is
trained with the learned self-representation matrix of the sample dataset. When the training
was complete, we applied the autoencoder to the original large-scale dataset to project and
obtain its feature representation, thereby achieving the goal of reducing computational
complexity. Figure 1 shows the main structure of PKTLS?>C. The main contributions of this
paper can be summarized as follows:

*  We propose a secondary denoising method to process the sample dataset, providing
cleaner training samples for the deep encoder to predict the feature information of the
original dataset.

* By ingeniously integrating multi-kernel learning and tensor learning, and applying it
to large-scale dataset subspace clustering tasks, we can delve more deeply into sample
feature information and effectively handle the nonlinear structures. This approach sig-
nificantly reduces the prediction error of feature information for large-scale datasets.

*  We designed a learnable deep encoder with multiple hidden layers that can effec-
tively manage the nonlinear structures in large-scale datasets and obtain the feature
representation of these datasets by projection.

e Weintegrate ADMM and GD into PKTLS?C and design an optimization method. We
validate the advantages of PKTLS?C to the existing approaches via experiments with
datasets consisting of millions of samples.
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Figure 1. Schematic diagram of the PKTLS?C structure.

2. Related Work

In this section, we mainly review the existing approaches to large-scale spectral
clustering, scalable subspace clustering, and autoencoder-based subspace clustering, and
summarize the strategies dealing with the LS?>C problem.

2.1. Large-Scale Spectral Clustering

Spectral clustering involves calculating the eigenvectors of the affinity matrix gen-
erated by the model and then using K-means to cluster these eigenvectors [7]. However,
computing the feature vector involves high computational complexity and large memory
usage [20]. Therefore, it is very difficult to apply spectral clustering methods to perform
subspace clustering tasks on large-scale datasets [21]. In order to extend the spectral clus-
tering method to large-scale datasets, Nystrom [22] uses approximate eigenvectors of the
affinity matrix to calculate the required eigenvalues in multiple subsystems at the same
time [21], speeding up the computation process and meeting the requirement of large
memory usage. Other approaches [1,23,24] sample a small subset of data points from
the original dataset as landmarks, construct the affinity matrix from this sampled dataset,
use spectral clustering to determine the feature space of the sampled dataset, and finally
employ K-means or other methods to categorize the remaining data into their respective
subspaces. However, due to the complex structures of the datasets, the constructed affinity
matrix cannot effectively divide the subspace, degrading the clustering performance. In
contrast, PKTLS?C can effectively deal with the complex structure of datasets and improve
the accuracy of clustering.

2.2. Scalable Subspace Clustering

Scalable subspace clustering is a commonly used method to handle LS?C. It involves
sampling a small set of data points and initially performing clustering on this sample
dataset to reduce computational complexity.

SSSC [1] firstly samples from a large-scale dataset, then classifies the sample dataset,
and finally uses the sparse-representation-based classifier (SRC) [25] to assign the out-of-
sample data to the divided subspace. Similarly, the sampling—clustering—classification
method [14] also processes large-scale datasets by first clustering the sample dataset and
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then using a linear classifier. Unfortunately, these two methods still require considerable
time to process large-scale datasets and often result in poor clustering accuracy, as the
simple classifier cannot effectively identify complex out-of-sample data. You et al. proposed
ENSC [26], which reduces computation time by finding the optimal coefficients between
sample data and out-of-sample data, processing only the sample dataset. You et al. also
proposed ESC [27] using a distance-first search algorithm to find a representative subset to
represent all data points. Kang et al. proposed SGL [28] using the idea of anchors to sample
data as landmarks and employing K-means to partition all the data points into the subspace
determined by the sample dataset. These methods select a small set of sample data to
represent all the data points based on the SE property of the data to reduce computational
costs. However, they cannot guarantee clustering accuracy due to the complex structure of
the out-of-sample data points. Compared to these methods, PKTLS?C can quickly calculate
the representation matrix of the out-of-sample data and ensure its robustness.

2.3. Autoencoder-Based Subspace Clustering

PKTLS?C uses a learned deep encoder to calculate the sparse representation of all
data points, thereby reducing computational complexity. An autoencoder is commonly
used by the existing methods. However, it still faces some challenges. For example, an
autoencoder (AE) [29] or a sparse autoencoder (SAE) [30] just encodes the data directly and
cannot deal with the noise in the dataset. Although the denoising autoencoder (DAE) [31]
can output robust coded representation, it does not have the ability to directly deal with the
noise existing in the dataset. The RPCA encoder (RPCAec) [32] outputs a robust encoded
representation by separating the noise from the dataset, but it only encodes for a single
subspace in each round of execution. In contrast, PKTLS?C ensures the purity of the input
dataset and the robustness of the model by means of secondary denoising. So, PKTLS?C
can output the coded representations of multiple subspaces at the same time.

3. PKTLS?C Model

In this section, we first explain the notations used in this paper, then introduce how to
train the autoencoder and process the sample dataset. Finally, we analyze the optimization
scheme and the computational complexity of PKTLS?C in detail.

3.1. Notations

To standardize the use of notations, a tensor is denoted by a calligraphic capital letter,
e.g., P, and a matrix is denoted by a bold capital letter, e.g., C. Table 1 summarizes the
meaning of the symbols used in this paper.

Table 1. Meaning of notations used in the text.

Notations Meaning

Y Original dataset

X Sampled dataset

w Parameters learned by the deep encoder
M Constructed kernel tensor

P The pure kernel tensor

£ The damaged kernel tensor

K® The i-th kernel Gram matrix
C Sampled data self-representation matrix
f(,w) Deep encoder
Tr(-) The trace operator of a matrix

3.2. Design of the Deep Self-Encoder

To efficiently solve the complex computational problem in the LS*C process, learned
coordinate descent (LCoD) [33] can learn a sparse-coded representation of the original
data by training a feed-forward neural network. Based on this idea, we designed a non-
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iterative deep encoder to learn the low-rank sparse representation of the original data
for reducing the high computational complexity. It can be represented by the following
mathematical form:

C=f(X,w), st X=X, )

where X = [Xj, X, ..., Xy] is the input data, C is the representation coefficient, and w
is the parameter learned by the deep encoder. During the process of training the deep
encoder, we use gradient descent (GD) [34] to minimize the loss function £(w), which can
be defined as

ngE

Lw)= 1Y L(X;w). )
i=1

From Equation (3), we cannot compute the expectation error directly, because we
do not know which X; in X is a noise point. Fortunately, we can take advantage of the
SE property of the data and use X as an SE dictionary, which can solve the problem of
generating a trivial solution during the encoding of the predicted computational data. So,
we can consider the squared error function and obtain the following form:

LwX) = 3]G~ f(X ), st X=XC 4)

for 1 < i < m, where C; is the i-th column of C.
To prevent excessive weight during the training process, we introduce the F-norm
here to constrain it and rewrite it to obtain our final predictive coding model, as follows:

r(rzlin||C—f(X,w)||% st. X=XC. (5)
W

In this paper, we use a learned deep encoder structure of three layers, as follows:

f(X,w) = g(W3g(Wag(W1X))), (6)

where g is the activation function, and we choose the ReLU function (i.e., ReLU(x) =
max(0, x)) as the activation function; Wy, W,, and Wj are the trainable matrices in the first,
second, and third layer, respectively; and w = {Wj, W,, W3} is the set of parameters to be
learned in the deep encoder.

Remark 1. Existing studies have demonstrated that, for deep encoders with more than three layers
of structure, any continuous activation function can achieve a low-rank sparse representation of
uniformly approximate data with enough hidden units [35,36].

3.3. PKTLS?C Model

Given a large-scale dataset Y = [Y1, Y, ..., Y|, we suppose that the number of clusters
in Y is known ahead. Based on the idea of scalable subspace clustering, we use the randperm
function to randomly select the number of points, and PKTLS?C randomly selects m points
and forms a small dataset X = [X3, Xp, ..., X

We use the multi-kernel learning (MKL) [37,38] technique to efficiently find the internal
nonlinear structure in the sample dataset X. MKL maps the original data points into a high-
dimensional Hilbert space by means of multiple pre-built basis kernel functions to obtain
the linear structure. Through this route, the computational complexity of the similarity
among data points can be efficiently reduced. Therefore, based on Equation (1), the MKL
subspace clustering model can be represented as follows:
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min rank B 16(X) — p(X)C|2 + /\éR(C)}

_mm[ ((1 2c+cTc )K)—l—mnk(/\%(c))}
st. €C>0, c=CT, )

where ¢(-) is the basic kernel function, K = ¢(X) " ¢(X) is the kernel Gram matrix obtained
by the basis kernel function. In the following, we assume that the order of the kernel Gram
matrix K is n1 X ny.

Because a single kernel usually cannot accurately capture the complex structure of a
high-dimensional large-scale dataset, we use multiple basis kernel functions, e.g., n3 basis
kernel functions. We correspondingly obtain #n3 kernel Gram matrices and form a kernel
pool {K;}!2,. We use

min E iilTr [(1 —2c+ ccT)KZ} + rank(MR(C))]

st. €>0, c=cCT, (8)

to replace Equation (7) as the new MKL subspace clustering model.

To obtain the higher-order correlations between different kernel matrices and to mine
more complementary features and common features among multiple kernels, we stack the
kernel pool as a third-order tensor M € R™*"2*" and the block vectorization is defined
as bvec(M) = [Kq, Ky, ..., Kp,].

Some definitions related to the third-order tensor are presented in the following.

Definition 1. The t-product between two third-order tensors M and Q with matched dimensions
is defined as

M x Q = fold(circ(M) - bvec(Q)), )

where circ(M) € R™M™*"2"3 s the block circulant matrix of tensor M, bvec(Q) € R™"3*"2 s
the block vectorizing of tensor Q, and fold(bvec(A)) = A is defined as the inverse operator of bvec.

Definition 2. The tensor singular value decomposition (t-SVD) with respect to a tensor
M e RM>"2X13 cqn be expressed as follows:

M=UxSxVT, (10)

where U € RM*M>13 § ¢ RM*MmXM3 ) ¢ RM2XMX13 and S is a f-diagonal tensor, U and V
are two orthogonal tensors.

Definition 3. The tensor nuclear norm of M can be expressed as

i=1

where S is from Equation (10).

Due to errors in the sample dataset X, the tensor M we constructed may be impaired.
In order to alleviate the negative impact of the impaired information on M to the sub-
sequent clustering task, we attempt to separate the impaired information. Suppose that
M =P + &, where P € R"*"2%"3 is the purity kernel tensor and £ € R"*"2%"3 is the
noise tensor. As usual, we use the tensor nuclear norm (TNN) to impose a constraint on P,
so that it has the low-rank property. We use the F-norm constraint on the noise tensor £ in
order to effectively avoid the influence of noise. The specific expressions are
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rgig\|7’||®+||5||% st. M=P+E. (12)

Here, we mainly focus on the Gaussian noise in the tensor M. We choose the F-norm
for the noise constraint, which can further simplify the calculation.

In MKL, to ensure that the optimal SE matrix is learned, we update C using the
purity kernel tensor P. According to Equation (11), we take the sum of all positive
slices of P € RM*™*"5 and average it to obtain the optimal consensus kernel matrix
PcR1*m je,

P=—Y P(:i). (13)
Thus, we can process the sample dataset X as
. 1 T 2
min_ - Tr[(l —20+cCC )p] + rank(MR(C)) + M| Pls + A3 €2

CPEP2
st. >0, C=CT, M=P+E&. (14)

We impose an I 1 norm on the regularization term R(C). So, we can ensure that the
learned SE matrix C has the sparse low-rank property, allowing further handling of the
effects of specific data errors during its updating, which will improve the robustness of the
model. Thus, Equation (14) can be simplified as

Crgi?P%Tr[(I —2C+ ccT)P} + M€

s.t. >0, C=Cl, M=P+E. (15)

21+ M2||Plle + AslIE|E

Once C is obtained, we input it into the learned predictive coding model, and realize
the projection of the sample dataset to its low-rank subspace space. Therefore, the PKTLS*C
model can be finally expressed as follows:

1 T 2 2
C,gg%,wETr[(I 2C+CC )P]+7\1||C||2,1+A2H7’H®+A3H5||F+“YHC f(X,w0)llF

st. X=XC, C>0, C=Cl, M=P+E€, (16)

where A1, Ay, A3, and 7y are equilibrium parameters. In order to reduce the difficulty of the
parameter selection during model training, we set v = 1.

When we complete the processing of X, we replicate the trained deep encoder and
apply it to the original dataset Y. The low-rank subspace projection of the original large-
scale dataset is obtained from f(Y,w). Finally, PKTLS?C uses the LSC algorithm to cluster
the original dataset Y.

3.4. Optimization

In this subsection, we use the alternating directional multiplier method (ADMM) [39]
and the gradient descent method (GD) to speed up the calculation and iterative convergence
of the PKTLS2C model. First, we introduce an auxiliary matrix B, which is initialized as
B := C. Then, Equation (16) can be rewritten as

o + A ENE +71C — f(X, )|}

1
in ~Tr|(I—-2C+CCT)P|+A|B A
C,7§I,151,r¢}z,32 r[( + ) }"‘ 1||Bll21 + A2||P

st. X=XC, C>0, C=CT, M=P+E. (17)

Because the computations of J Tr[(I —2C + CCT)P] and A4||C||, in Equation (16)
interfere with each other, which increases the computational complexity of Equation (16). By
introducing the auxiliary matrix B, we can compute 3 Tr[(I — 2C + CCT)P] and A1 || B||2;
separately, which will greatly reduce the computational complexity.
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The augmented Lagrangian form of Equation (17) is given by

L(C,P,&,P,w,B) — %Tr[(l _2c+ ccT)p} + A|BlL,
V>

VF)

st X=XC, c>0, c=cCT, M:P+8, (18)

e — FX @) 3+ 2 (HB c+»"1

| mepes

where both y1 and ) are Lagrangian multipliers, but y; is a matrix, and ) is a tensor; y is
the penalty parameter. Next, we iteratively update all variables.

(1) Updating w

Omitting the terms not related to w in Equation (18), it becomes

L(w) = min[|C ~ f(X, )|} (19)

Using the GD algorithm to minimize L(w), we can update w as

w :zm—n%, (20)

where 7 is the learning rate during the training of the deep encoder, which is set to 77 = 0.0001
in this paper, and ( L is the gradient in the minimization process.
(2) Updating P

Omitting the terms not related to P in Equation (18), we can update P as

min A2 Pl + 5 HM P - €+y2 1)
F
LetA=M-E+ 3;2 , and according to Equation (14), we can obtain
min Az Pls + 5P — All3. (22)

Equation (22) is a typical TNN solving problem. We can first perform the fast Fourier
transform (FFT) on P € R™M*"2*" and A € RM*™*"3 {g obtain P* € R™M*"3*™ and
A* € RM*">X™2 and then perform the SVD operation on the third dimensions of P* and
A*. This allows us to better utilize the information in each frontal slice of P and A to obtain
the higher-order correlations between different kernel matrices. The specific procedure
for solving Equation (22) is shown in Algorithm 1. In Algorithm 1, if x < 0, (x)4+ = x;
otherwise, (x)4 = 0. diag(x,), n =1,...,kis ak x k matrix, where elements of its diagonal
are x1,x2,. .., X, respectively, and other elements not in the diagonal are zero.

Algorithm 1 Updating P.

Input: A € R™M*mxm  — % > 0 (p is the penalty parameter and A, is the

equilibrium parameters).
Initialize: A* = fft(A4,[],3).
fori=1,---,n3do
U, 80, 0] = syD(A*D);
NO = diag{(1 - W)Jr}, n = 1,- -, min(ns,rank(K;)) (+ is the
positive representation);
S = SO,
72 JIORIOMIORS
end for
Output: P=ifft(P*,[],3).
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(3) Updating P
P is determined by the tensor P. So, we can simply update P as
1 r
P=-) P(,:i). (23)
"3
(4) Updating £
Omitting the terms not related to £ in Equation (18), it becomes
2
L(€) :minA3|£||%+"H/\/t—7>—<‘:+y2 (24)
£ 2 Molre
Let a%—(gg) = 0, we can update £ as
£ = ]M_—W (25)
2A3 + U

(5) Updating C

Omitting the terms not related to C in Equation (18), it becomes

2

Lt IC— f(X,w)|}.  (26)

L(C) = mcin%Tr[(l—2C+ C(C)T)P} + gHB— C+ypTl

Let % = 0; we can update C as

C=P+ul+2I) Y P+ uB+y; +2f(X,w)). (27)

However, the nonlinear depth encoder f(X, w) leads to difficulties in convergence
during the iterative solution of C. To achieve the fast local convergence of C, we remove
|C — f(X,w)||% from Equation (17). So, we update C as

C=(P+ul) Y (P+uB+y). (28)

Moreover, from our experiments presented in the next section, we find that PKTLS?>C
still achieves high accuracy, even if ||C — f(X, w)||% is omitted.
(6) Updating B

Omitting the terms not related to B in Equation (18), we can update B as

2

L(B) = min A1 |[Bllo1 + £ B—c+ ¥ (29)
B 2 [Zape
LetD =C+ %, we can solve Equation (29) by means of the following Lemma 1.
Lemma 1. Given a matrix D, suppose the solution of
. H 2
mén)\lHB 2,1+§HB_D||F (30)
is B, then the i-th column of B is
HD:in_/\Tl . : . A
Bj=1 oy, Do PPl >3 61
0, , otherwise .

For the proof of Lemma 1, refer to [10] for details.
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(7) Updating y;, )> and p
y =y +pB-C),
Vo=Vo+uM-P-E),
p = min{pp, pimax}, (32)

where p is the step length, set as 20, for the optimal balance of accuracy and execution time
in our experiments.

The optimization process of PKTLS?C involves repeatedly updating the parameters
until the convergence condition is satisfied. Algorithm 2 summarizes the whole iterative
process. In Algorithm 2, Equation (33) is a convergence condition, which varies for different
cases. An example of Equation (33) is shown in Section 4.7. After completing the training of
the deep encoder, it is copied to the large-scale dataset to calculate the low-rank subspace
projection of the large-scale dataset. Algorithm 3 shows the processing of the large-scale
dataset.

Algorithm 2 PKTLS?C algorithm via ADMM and GD.

Input: X, {K(")}f , A
i=1
Initialize: C =B =1, =107, piyar = 107%, 4y = 0,D» = 0, p = 10~*4, maxiter = 30.
While not converged and iter < maxiter do.
Update w,P, P, £, C, B in turn via Equation (20), Algorithm 1, Equations (23), (25),
(28) and (31).
Update y1 , V>, u via Equation (32).
if Equation (33) holds, then
break
end if
end while
Output: w,C.

Algorithm 3 Processing large-scale data with PKTLS?C.

Input: large-scale dataset Y, number of clusters c.
Initialize: Randomly select X in Y using the randperm function
Train the depth encoder f(X, w) using Algorithm 2.
Copy depth encoder f(-, w) to the large-scale dataset Y, and compute Cy via f(Y,w).
Cy is segmented with LSC to obtain the final clustering results.
Output: Clustering results.

3.5. Computational Complexity Analysis

The computational complexity of Algorithm 2 mainly arises from Step 2. The com-
putational complexities of updating w, P and & are O(Tym3), O(To(m?logm + m?)) and
O(Tym?) respectively, where m is the size of the sample dataset X, T; is the number of
iterations used for training the deep encoder, and (usually) T; < 5, T, denotes the number
of iterations used for applying the deep encoder to the original large dataset Y. Updating C
involves matrix inversion with a computational complexity of O(T,m3). So, the overall com-
plexity of the training process is O((Ty + To)m3 + Tom?(logm + 2)). Algorithm 3 shows the
process for large-scale data. Its computational complexity is linear with O ( (Zé:z lili,1> n) ,
where /; is the number of units in the i-th layer, / is the number of layers, and # is the
number of samples in the large-scale dataset Y. From the analysis above, our method,
PKTLS?C, is efficient at reducing computational complexity and saving the memory usage
for dealing with LS2C tasks.
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4. Experimental Analysis

In this section, we use six real datasets of different sizes to validate the clustering
performance of the PKTLS?C model and compare it with the state-of-the-art LS*C method.
All experiments were conducted on a computer equipped with an Intel i7-3.6GHz CPU and
128GB of RAM, using Matlab2020b.

4.1. Dataset Settings

The six real datasets used include two small datasets, two medium datasets, and
two large datasets. The two small datasets are COIL20 [40], a 32 x 32 grayscale im-
age of 20 different classes of objects, totaling 1440 samples, and MNISTSC2000, a vari-
ant of the MNIST dataset [41], where we select a total of 2000 samples from different
classes and downscale them to 500 by principal component analysis. The two medium
datasets are PenDights [42], a UCI dataset [43] containing 10 features and 10 classes with
10,992 samples, and MNIST [41], which is a 28 x 28 grayscale image of handwritten digits
from 0-9, with 60,000 training samples and 10,000 test samples. The two large datasets
are UCI datasets [43]. One is CovType [42], which contains 54 features and 7 classes of
581,012 samples. The other is PokerHand [44], which contains 10 features and 10 classes of
1,000,000 samples. The details of all datasets are summarized in Table 2. Figure 2 shows
some sample datasets.

Table 2. Details of the datasets used in the experiments.

Dataset Sample Dimensions Classes
COIL20 1440 1024 20
MNISTSC2000 2000 500 10
PenDights 10,992 16 10
MNIST 70,000 784 10
Covlype 581,012 54 7
PokerHand 1,000,000 10 10

posbs@fony vl

Figure 2. Sample images of some datasets used in the experiment. (a) COIL20; (b) MNIST.

4.2. Comparison Methods and Evaluation Metrics

To extensively evaluate the performance of the PKTLS?>C model, we compare PKTLS?C
with 13 state-of-the-art LS?C methods, including K-means [2], SEC [20], Nystrom [22],
LSC-R[23], LSC-K [23], SSSC [1], SLRR [1], SLSR [1], PLrSC [34], RPCM; ,p2 [17],
RPCM, [17], RPCM. [17], and RPCMp: [17]. The specifics of these methods were de-
scribed in detail in the introduction section. To guarantee the fairness of the comparison
experiments, we strictly follow the parameter settings in the original texts to optimize these
methods in order to achieve their optimal results.

We choose two commonly used metrics, the clustering accuracy (ACC) and the nor-
malized mutual information (NMI), to evaluate the clustering performance. For ACC and
NM]I, larger values indicate better clustering performance. Refer to [39] for the detailed
definitions of ACC and NMI.

4.3. Parameter Settings and Analysis

In PKTLS?C, several parameter settings are involved, including kernel parameters,
learning depth encoder parameters, sampling numbers, and balancing parameters. They
are explained in detail as follows.
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4.3.1. The Setting of Kernel Parameters

In order to better handle the nonlinear structure of the data, we set up a total of twelve
basis kernel functions, including (1) seven Gaussian kernel functions with the same formula

Mar—l12
K(x,y) = exp <§2dy”F) All have the same setting of o, with the maximum distance

between x and y in the dataset, but with different d € {0.01,0.05,0.1,1,10,50, 100}; (2) four

polynomial kernel functions with the same formula K(x,y) = (a+xTy) b, but different
settings of a € {0,1} and b € {2,4}; and (3) one linear kernel function K(x,y) = xTy.

4.3.2. The Settings of Hidden Units and Layers

When training the deep encoder, we find that the performance of PKTLS?C is greatly
related to the number of hidden units and the number of structural layers. Figure 3a,b
show the ACCs and NMIs, respectively, with a fixed number of hidden units (2000) but
varying the number of structural layers. Figure 4a,b show results with a fixed number of
structural layers (3), but different numbers of hidden units, conducted on the PenDigits
and MNIST datasets. This experiment achieved similar effects to other datasets, but due to
space limitations, they are not presented in this paper.

00 90

85 85

80 80
Q75 s s
)
< ‘//A——/‘k/“" =

70 70

—&— MNIST Pendight
65 65
—d— MNIST Pendight
60 60
2 3 4 5 6 2 3 4 5 6
Encoder layer Encoder layer
(a) (b)

Figure 3. ACCs and NMIs of PKTLS?C with different numbers of structural layers and a fixed number
of hidden units (2000) on the PenDights and MNIST datasets. (a) ACCs; (b) NMls.
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65
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@) (b)
Figure 4. ACCs and NMIs of PKTLS?C with different numbers of hidden units and a fixed number of
structural layers (3) on the PenDights and MNIST datasets. (a) ACCs; (b) NMIs.
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It can be seen that the PKTLS?C model achieves ideal ACCs and NMIs when the
number of structural layers is >3 and the number of hidden units is >2000. As the number
of hidden units increases, both ACCs and NMIs become larger, but this leads to longer
execution times. Figure 5 shows the execution time in relation to the number of hidden
units. In order to better balance the clustering performance and the execution time, we set
the number of structural layers to 3 and the number of hidden units to 2000 in the following
experiments:

45
40 /o
35 //
30 /
20 |
15 § —— .
10

5

0
1000 1500 2000 2500 3000 4000
Number of hidden units

Time(S)

Figure 5. Execution times along with the number of hidden units and a fixed number of structural
layers (3) on the MNIST dataset (in seconds).

4.3.3. Setting of Balance Parameters

The PKTLS?>C model contains four equilibrium parameters: A1, A>, A3, and 7. Among
them, A1, Ay, and A3 are the parameters to equilibrate C, P, and &, respectively, and v is
the parameter used to equilibrate ||C — f(X, w)||%. To find the optimal parameters, we first
simply set <y to 1 [34], and then use the grid search method for the optimal A1, A5, A3, and set
them to {104,1073,1072,101, 1,10, 20,30, 50, 100, 1000}. Using PenDights as an example,
the parameters’ sensitivity of the PKTLS?C model on this dataset is shown in Figure 6. It
can be found that the PKTLS2C model is applicable to a wide range of A1, Ay, A3 values.

4.3 .4. Effects of the Number of Samples

To evaluate the impacts of different sizes of sample datasets on the final clustering
results, we run PKTLS?C on the PenDights dataset with different sample numbers; the
results are shown in Figure 7. It can be seen that the PKTLS*C model has stable ACCs and
NMIs that are not sensitive to the number of samples. So we can use small datasets to train
the deep encoder and greatly shorten the training time. This experiment has also achieved
similar effects on other datasets, but due to space constraints, it will not be presented
here. This experiment has also achieved similar effects on other datasets, but due to space
limitations, they are not presented in this paper.

4.4. Comparison with Other Models

In this subsection, we compare the clustering performance of the PKTLS*C model
with other models on the six datasets, where results for small datasets, medium datasets,
and large datasets are shown in Tables 3, 4 and 5, respectively. In addition, we add seven
traditional subspace clustering methods on small-scale datasets (i.e., K-means [2], SSC [9],
LRR [10], LKGr [45], JMKSC [46], LLMKL [47], and LRMKSC [39]) for comparison. Since
these traditional methods are not applicable to medium and large datasets, we only use
them on small datasets. We present the average and standard deviations of ACCs and NMIs
in ten runs, where the optimal values of different algorithms are presented in bold font.
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Figure 6. Parameter sensitivity of the PKTLS?C model on the PenDights dataset.

Table 3. Clustering results and execution times (in seconds) for small datasets.

Dataset

Number of Samples

CC
60.63 £1.2

A
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62.1 £3.54
63.6 £ 1.02
53.28 +£3.25
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methods
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Table 3. Cont.
Dataset COIL20 MNISTSC2000
Number of Samples n =500 n =500
Evaluation Indicators ACC NMI Time ACC NMI Time
LSC-K 70.35 4+ 4.38 80.69 + 2.1 0.62 80.64 + 0.35 75.99 4+ 0.63 0.83
SSSC 32.72 + 4.56 58.85 + 3.3 11.71 — — —
PLrSC 74.15 + 4.13 85.62 + 2.70 1.02 80.11 + 4.58 76.36 + 2.85 0.86
LS?C methods RPCM, 82.7+1.8 89.36 + 1.3 7.03 95.45 + 0.38 89.95 + 0.73 4.26
RPCMIZr 84.79 +2.14 90.8 + 1.36 0.76 95.55 + 0.33 90.26 + 0.6 1.02
ours 86.06 + 1.0 91.17 £+ 0.78 0.55 95.69 + 0.24 90.17 £+ 0.26 0.52
—indicates NAN or INF.
88
87
26 W
3
O 85
©
E 84
F -
(@]
Tt 83
8_
82
o0
c o
‘= 81 - =
Q
@
= 80 —— ACC
© 79
—&— NMI
78
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Number of samples
Figure 7. Effects of different scale sample data on clustering results on the PenDights dataset.
Table 4. Clustering results and execution times (in seconds) for medium datasets.
Dataset PenDigits MNIST
Number of Samples n =500 n =500
Evaluation Indicators ACC NMI Time ACC NMI Time
K-means 68.51 +0.13 68.79 + 0.02 1.78 54.51 + 1.85 49.23 +1.03 41.23
SEC 75.3 +4.20 70.3 £2.43 11.8 57.43 + 2.58 52.86 + 1.26 14.68
Nystrom 66.7 + 6.93 65.4 +2.70 35.9 52.7 + 1.46 474 1+ 0.38 60.15
LSC-R 77.7 £ 3.18 74.9 £+ 2.61 5.6 59.74 + 1.89 57.06 + 1.36 6.45
LSC-K 79.9 +£2.73 76.4 £+ 0.58 7.9 65.74 + 2.59 62.06 + 1.76 10.86
SSSC 76.20 + 0 68.88 + 0 4.03 549 4+ 1.89 499 + 1.15 35.01
SLRR 74.59 + 0.12 67.18 + 0.00 3.36 50.0 4 3.87 49.1 +2.27 38.76
Methods SLSR 68.83 + 0.1 62.94 + 0.05 3.2 54.1 + 1.56 48.1 +0.87 31.23
PLrSC 77.47 + 3.04 76.43 + 2.39 2.59 65.18 £+ 4.37 61.55 £ 1.62 12.77
RPCMy, ;2 85.71 + 1.4 80.5+ 1.6 6.15 66.36 + 3.0 58.93 + 2.48 21.44
RPCM,, 80.99 + 2.5 72.36 + 2.1 7.27 — — —
RPCM, 85.5 + 0.8 80.75 + 1.5 291 64.17 + 3.21 58.86 +2.71 22.09
RPCMIZ: 85.7 £ 1.63 79.94 + 1.7 2.23 66.43 + 3.38 61.3 +1.7 19.95
ours 86.68 + 0.19 81.14 £+ 0.53 1.07 74.68 + 3.1 66.57 £ 0.62 18.73

—indicates NAN or INFE.
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Table 5. Clustering results and execution times (in seconds) for large datasets.
Dataset CovType PokerHand

Number of Samples n =1000 n =500

Evaluation Indicators ACC NMI Time ACC NMI Time

K-means 20.8 £ 0.00 3.7 £0.00 156.6 10.47 £ 0.05 0.04 £ 0.00 169.3

SEC 21.1+0.01 3.6 £0.00 84.9 10.5 £ 0.06 0.1+.0.01 130.2

Nystrom 24.0 +0.59 3.8 +£0.03 70.6 1091 £0.15 0.08 £ 0.03 184.4

LSC-R 22.0 + 047 3.8 +£0.06 154.5 12.6 £0.17 0.1 £0.04 205.7

LSC-K 22.0 +0.52 3.6 £0.10 955.4 12.32 £0.51 0.1+£0.02 1736.8

SSSC 27.8+0.16 4.56 + 0.04 173.5 15.34 £ 0.42 0.1+0.01 212.15

SLRR 27.24 4+ 0.00 6.35 £+ 0.02 120.11 15.40 £ 0.41 0.07 £ 0.10 217.7

Methods SLSR 26.53 4 0.00 4.2 £0.00 168.8 12.79 + 0.44 0.06 & 0.01 194.2

PLrSC 24.87 +1.03 5.31+0.36 53.89 12.71 £0.32 0.01 £+ 0.03 152.05

RPCM, ; 26.2 +0.28 2.324+0.16 354.62 11.65 +0.28 0.1 £0.00 962.98

RPCM, 23.76 £1.72 241+0.15 309.15 13.08 +0.14 0.1 £0.00 751.55

RPCM. 26.01 £ 0.09 1.35+0.63 514.26 11.35 + 0.08 0.1 £0.00 928.04

RPCM?2 23.66 £ 0.53 3.75+0.11 360.97 11.92 £0.92 0.1 £0.00 926.97

ours 2837 £ 1.3 32+01 73.44 16.46 £ 0.2 0.5+0.03 167.48

In this paper, the size of the sample dataset is 500, except for the CovType dataset. This is because the comparison
method needs 1000 samples on CovType to obtain the result, as in [1]. To obtain a fair comparison, we set the
sample number to 1000 for CovType.

Overall. From Tables 3-5, we find that the PKTLS2C method achieves the best results
compared to the other methods in the six datasets. In particular, the average ACC and NMI
values of PKTLS?C improve by up to 8.25% and 4.97% compared to the suboptimal values
on the MNIST dataset. In addition, the running time of the PKTLS*C method is shorter
than all other methods on the four medium and large datasets. It is also shorter than all
other methods except for K-means on the two small datasets,

Small datasets. From Table 3, we find that PKTLS?C achieves significant improvement
compared with the traditional methods. For example, compared with the best one achieved
by the traditional methods, PKTLS?C increases the average ACC and NMI by 19.48%
and 19.22%, respectively, on the COIL20 dataset, and 16.39% and 9.15%, respectively, on
the MNISTSC2000 dataset. This is because PKTLS?C uses a secondary denoising method,
which can effectively highlight the structural feature of the dataset and minimize the impact
of noise on the clustering task. This is also demonstrated in the following robustness and
visualization experiments. Except for K-means, the other traditional subspace clustering
methods are based on spectral clustering, which leads to high computational complexity.
However, PKTLS?C learns the feature information of the original dataset from a trained
deep encoder with a small sample dataset, greatly reducing the computational complexity.
For example, the running times of LRR on the COIL20 and MNISTSC2000 datasets are
about 400 times longer than PKTLS?C’s. For the same reason, all LS?C methods require
considerably less time than traditional methods on both datasets.

Medium datasets. From Table 4, we find that PKTLS?C also achieves the best ACCs
and NMIs compared to other state-of-the-art LS?C-based methods. For example, on the
PenDigits dataset, PKTLS?C increases the average ACC and NMI values by 0.9% and 0.39%
compared with the other best ones, even reaching 8.25% and 4.97% on the MNIST dataset.
Among the compared methods, RPCM;, 2, RPCM,,, RPCM., RPCM2, and PKTLS?*C
all use deep encoders to predict the feature information of the original large dataset and
they perform better than other LS*?C-based methods. This indicates the effectiveness of
using deep self-encoders for the prediction of large dataset feature information. Moreover,
during the process of selecting a small sample dataset to train the deep encoder, we use
MKL to deal with the nonlinear structure of datasets, and we use to tensor to capture the
higher-order correlations among datasets. So, PKTLS?C allows the trained deep encoder
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to obtain the data feature information as comprehensively as possible, guaranteeing the
reliability of its clustering performance.

Large datasets. Table 5 shows the experiments on large datasets, even reaching
1,000,000 units in the PokerHand dataset. Different from the four datasets in Tables 3 and 4,
these two datasets are more challenging. From Table 5, we find that all methods perform
very poor on NMI for both datasets, which is caused by the highly imbalanced cluster-
ing. Therefore, we only compare ACC. PKTLS?C, on average, improves ACC by 0.57%
compared to the suboptimal one on the CovType dataset, and it reaches 1.06% on the Pok-
erHand dataset. The running time of PKTLS?C is also the shortest among all the compared
methods and takes substantially less time to perform the clustering task. This indicates that
PKTLS?C can be applied to LS?C tasks with high clustering efficiency.

4.5. Robustness Analysis

In this section, we verify the robustness of PKTLS?C. We select the robust LS*C
methods (RPCM.. and RPCMp2) and conventional methods (S5C and LRR) as the compared
methods. As shown in Figure 8, we add a certain percentage (5%, 10%, 15%, 20%, 25%,
and 30%) of random noises to the COIL20 dataset. Then, we perform clustering tasks
on them separately and use ACC to evaluate the clustering performance of the methods
with different proportions of noises. According to Figure 9, we find that the clustering
performance of all methods decreases as the proportion of noise increases. But PKTLS?C
achieves the best clustering results in all cases. It shows that our proposed quadratic
denoising method in PKTLS?C can efficiently enhance the clustering robustness. This
experiment also achieved similar effects on other datasets, but due to space limitations,
they are not presented in this paper.

><— OURS 44— RPCM* —m—RPCM_F2 LRR —®—SSC

Q N
o O

Clustering accuracy
BN W A U
O O O 0 ©
¥y

o

0% 5% 10% 15% 20% 25% 30%
noise percentages

Figure 9. Effects of different proportions of noises on the clustering performance on the COIL20
dataset.

4.6. Visualization

In this section, we use the small-scale dataset, COIL20, to show the prediction results
of the feature information by the trained deep encoder. We compare the affinity matrix
generated by PKTLS?C with SSC and LRR, as shown in Figure 10. From Figure 10, we find
that PKTLS?C can efficiently process the structure of the original dataset. The inter-cluster
structure in the low-rank representation matrix of the original data generated by PKTLS?C is
more clearly visible than the other two, which provides the basis for accurate identification
in subsequent clustering tasks. This also ensures that PKTLS?C is applicable to large
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datasets. In addition, the low-rank representation matrix data generated by PKTLS?C

is purer than those generated by SSC and LRR, further demonstrating the robustness of
PKTLS?C.

(a) (b) ()
Figure 10. Comparison of visualizations on the COIL20 dataset. (a) SSC; (b) LRR; (c) PKTLS2C.

4.7. Convergence Analysis

According to Equation (2), solving the SE matrix C of the sample dataset is related to
the training of the deep encoder. In PKTLS?C, to guarantee fast convergence in training the
deep encoder, we simply constrain the solved residual values of the sample dataset’s SE
matrix C. Therefore, we set the following convergence condition:

max(Hcf+1 _c ) <le—4. (33)

.

When the residual is less than 1e — 4, the model meets the convergence condition and
the iteration stops. The setting of this parameter belongs to the setting of experience value.
Figure 11 shows the residuals of the MNIST dataset in each iteration of the solving process
of PKTLS?C. We find that PKTLS?C converges and smooths out within a relatively small
number of iterations. This experiment also achieved similar effects on other datasets, but
due to space limitations, they are not presented in this paper.

1

e o o
B o [

Primal residual

e
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o - - o
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Figure 11. Convergence curve variation of the PKTLS?C method on the MNIST dataset.

It is normal that residuals do not decrease during the first three iterations. The reason
is that we use the gradient descent method in the optimization process, which may lead
to escaping local optimal solutions in the iterative search space to find a better solution,
which may result in instances where the residual does not decrease.

5. Conclusions

In this paper, we propose an efficient LS>’C method—PKTLS?C. PKTLS? uses a small
sample dataset to train the deep encoder, and then applies it to the original large dataset,
which can quickly obtain a projection sparse-coded representation of the large dataset.
Extensive experiments on large datasets show that PKTLS?C achieves higher accuracy and
a higher convergence rate compared to existing LS?C methods. In addition, we propose
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purity kernel tensor learning and secondary denoising methods, which help PKTLS*C
capture more valid information and further improve the robustness of the model. Moreover,
we executed extensive experiments to analyze the parameters of the learned deep encoder,
verifying its feasibility in performing subspace clustering tasks. Future work will focus
on optimizing the processing of the sample dataset to obtain more useful information for
training the deep encoder.
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