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Abstract: Face recognition technology has been widely used with the WeChat applet on mobile
devices; however, facial images are captured on mobile devices and then transmitted to a server for
feature extraction and recognition in most existing systems. There are significant security risks related
to personal information leakage with these transmissions. Therefore, we propose a face recognition
framework for the WeChat applet in which face features are extracted in WeChat by the proposed
Face Feature Extraction Model based on Attention Mechanism (FFEM-AM), and only the extracted
features are transmitted to the server for recognition. In order to balance the prediction accuracy and
model complexity, the structure of the proposed FFEM-AM is lightweight, and Efficient Channel
Attention (ECA) was introduced to improve the prediction accuracy. The proposed FFEM-AM was
evaluated using a self-built database and the WeChat applet on mobile devices. The experiments
show that the prediction accuracy of the proposed FFEM-AM was 98.1%, the running time was less
than 100 ms, and the memory cost was only 6.5 MB. Therefore, this demonstrates that the proposed
FFEM-AM has high prediction accuracy and can also be deployed with the WeChat applet.

Keywords: WeChat applet; mobile device; deep learning; MobileNet; efficient channel attention

1. Introduction

With the advancements in convolution neural networks [1-4], face recognition tech-
nology has been widely used in various fields [5], such as identity verification [6], security
and surveillance [7], access control [8], and mobile device unlocking [9]. Recently, mobile
devices have begun to play a central role in modern communication, productivity, and
entertainment, since they allow users to access information, communicate, and perform
various tasks while being mobile. WeChat has become one of the most popular social media
platforms, since it can provide instant messaging, voice and video calls, social networking,
and the ability to share photos and videos. WeChat also provides developers with a fast
and effective development platform, which has become one of the most important for
mobile applications [10-12]. It has a wide range of applications for the facial recognition
system based on WeChat, which is deployed on mobile devices.

However, there are some limitations with existing facial recognition systems. Figure 1
shows the framework for most existing facial recognition systems, in which the front-end
aims to capture and preprocess facial images, and the server is designed to extract features,
measure the distance between these features, and perform recognition tasks. As shown in
the blue box, the original facial image is transmitted over the Internet/Intranet, which leads
to a high risk of facial image leakage. If the original face image is leaked, a large amount
of personal information can be easily obtained either directly or by inferring, such as age,
gender, location, health condition, and even personality. This may lead to a series of privacy
and data security issues, e.g., identity theft, privacy infringement, social engineering attacks,
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location tracking, and discrimination. Moreover, facial images’ collection, processing, and
transmission must adhere to special rules for information protection.
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Figure 1. Framework of the existing facial recognition systems, where the face image is from [13].

To prevent the leakage of original facial images, we propose a framework in which the
WeChat front-end is designed for image capturing, preprocessing, and feature extraction,
and only the extracted features are transmitted to the server’s end for feature comparison
and recognition. Certainly, this information on the extracted features that is transmitted
over the Internet/Intranet is far less in size than that of an original facial image, and it is
too difficult to obtain personal information even if the feature information is leaked. In
WeChat environments, the program’s caches are limited to 10 MB, and the computational
power and development environments are also constraints. It is challenging to construct a
feature extractor that not only has high prediction accuracy but can also be employed with
WeChat. Many light-weight structures have been proposed for computer vision tasks, such
as SqueezeNet [14,15], Xception [16], ShuffleNet [17,18], and MobileNet [19]. However, it
is also challenging to deploy them with WeChat. Therefore, we propose the Face Feature
Extraction Model based on Attention Mechanism (FFEM-AM) to extract features of facial
images. Inspired by [20], we constructed a smaller model FFEM-AM using fewer layers
and incorporating depth-wise separable convolution. To improve the prediction accuracy,
the Efficient Channel Attention (ECA) module [21], inverted residuals structure, and linear
action function were incorporated.

The main contributions of this work are threefold:

1.  To prevent the leakage of original facial images, we propose a framework for a facial
recognition system in which facial features are extracted with the WeChat front-end,
and only the features, rather than an original facial image, are transmitted to the
server for recognition.

2. We propose the light-weight feature extractor FFEM-AM, and depth-wise separa-
ble convolution and the ECA module are introduced so that the FFEM-AM can be
deployed with WeChat but also with high accuracy.

3. We constructed a large-scale facial image database in a real-world environment and
evaluated the proposed FFEM-AM using this self-built database and the WeChat
applet for mobile devices; the experiments show that the prediction accuracy was
98.1%, which is better than those of popular light-weight models; the running time
was less than 100 ms, and the memory cost was only 6.5 MB.

The paper is organized as follows: the method is proposed in Section 2; the experiments
and analysis are provided in Section 3; and Section 4 concludes the paper.

2. The Proposed Method
2.1. Framework

As shown in Figure 2, we propose a new framework to prevent the leakage of original
facial images during transmission. With WeChat for mobile devices, the facial image is
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captured and preprocessed (e.g., face detection and image enhancement), and discrimi-
native features are extracted by the FFEM-AM, which learned on facial image big data.
The extracted features, rather than original facial images, are transmitted to a server for
feature comparison and recognition. On the server’s end, the FFEM-AM extracted fea-
tures of facial images stored in the database, and then the similarities among the features
extrated by WeChat and that extracted by server’s end are measured for recognition. In
the proposed framework, only the features required for recognition are transmitted over
the Internet/Intranet, and this amount of information is far less than that of an original
facial image, therefore, reducing the risk of personal information leakage effectively. The
biggest challenge with the framework is the feature extractor, which not only has high
prediction accuracy but can also be run with WeChat. The memory, computation, and
development environment of WeChat are constraints. Therefore, we propose a light-weight
feature extractor FFEM-AM, which is discussed in the following sections.
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Figure 2. Framework of the proposed method, the feature extraction on the WeChat and Server share
the identical FFEM-AM model, where the face images are from [13].

2.2. Network

Motivated by MobileNetV2 [22], the proposed model utilizes depth-wise separable
convolution [23] to construct the backbone and reduce the computational cost. The model’s
structure is shown in Table 1. In face recognition with the WeChat applet, most facial images
are captured using the front-facing camera, and they are well-aligned and of high quality;
therefore, the input image resolution was set to 96 x 96, which can encompass most facial
features. Then, standard convolutional kernels with a stride of 2 are first used to perform
convolutions to obtain 48 x 48 x 32 output features. There are 14 bottleneck layers after
the convolutional kernels, which are followed by an average pooling layer to convert the
3 x 3 x 1280 feature map to 1 x 1 x 1280. Finally, the model utilizes a 1 x 1 convolutional
kernel to output the extracted features.

To construct a light-weight model, the proposed FFEM-AM model only employs
17 layers for feature extraction, which is fewer than that of MobileNetV2. In the bottleneck, a
1 x 1 convolutional layer is first used to increase the number of channels of the feature map.
Then, a 3 x 3 depth-wise separable convolution follows. Finally, a1 x 1 convolutional layer
is used to reduce the number of channels, which aims to enhance the feature representation.
The dimensions of the feature map first increase and then decrease in the proposed structure;
the reason for this is that feature maps with high dimensionality contain most of the
information, even if the dimensions are reduced. The ReLU activation [24] can lead to
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greater information loss for features with low dimensionality. To preserve more information,
we used a linear activation function instead of the ReLU, which ensures that all of the
activated values are positive. The powerful feature representation of Convolutional Neural
Networks (CNNs) depends heavily on nonlinear activation functions; therefore, it is useful
to increase the dimensions before ReLU activation, which can prevent information loss
while maintaining the characteristics of nonlinear activation. Therefore, we used an inverted
residual structure to construct the bottleneck, which employs a high-dimensional expansion
layer for nonlinear transformation, deploying residual connection layers at the first and
last bottleneck layers, which further reduces the computational complexity. Moreover,
the bottleneck layer can work with different resolutions of input images. If the input
resolution is low, we can reduce the number of inverted residual structures to reduce the
computational cost. When the input resolution is high, we should increase the number of
inverted residual structures to enhance the feature representation ability.

Table 1. Network of the proposed Face Feature Extraction Model based on Attention Mechanism
(FFEM-AM), where t denotes the expansion factor of the inverted residual structure, c represents the
number of convolutional kernels, 1 represents the repetitions, and s represents the stride.

Input Operator t c n s
962 x 3 Conv2d - 32 1 2
482 x 32 bottleneck 1 16 1 1
482 x 16 bottleneck 6 24 2 2
242 x 24 bottleneck 6 32 2 2
122 x 32 bottleneck 6 64 3 2
62 x 64 bottleneck 6 96 2 1
62 x 96 bottleneck 6 160 3 2
32 x 160 bottleneck 6 320 1 1
32 x 320 conv2d 1 x 1 - 1280 1 1

32 x 1280 pool 3 x 3 - - 1 -
1x1x1280 conv2d 1 x 1 - k - -

2.3. Bottleneck
2.3.1. Efficient Channel Attention Module

We used a depth-wise separable convolution layer and reduced the number of network
layers to compress the model and introduce ECA, as shown in Figure 3, into the bottleneck
layer of the proposed FFEM-AM to improve the recognition accuracy. The ECA module
utilizes an adaptive one-dimensional convolution layer for interchannel interactions, which
can achieve significant improvements with only a minor increase in the parameters.

Adaptive Selection
of Kernel Size:

k=y(C)

|

: GAP § — |
H 8 A |
|
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® :element-wise product

Figure 3. Structure of the Efficient Channel Attention (ECA) [21].
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Attention mechanisms [25] can improve performance with only a minor increase in the
parameters. Firstly, attention mechanisms can improve the accuracy by helping the model
pay more attention to crucial information rather than irrelevant information. Secondly, it
makes the model more robust to variations in an input image, since it allows the model
to concentrate on representative regions, and the impact of variations in other regions is
reduced. Thirdly, it enhances the model’s interpretability; for example, it can explicitly
indicate which regions played a significant role in a decision.

One of the most popular attention mechanisms is the Squeeze-and-Excitation (SE)
module [26], which learns the weight coefficients for each channel and weights the features
of different channels to achieve better feature extraction. The SE module applies global
average pooling for each channel and uses two Fully Connected (FC) layers to estimate the
channel weights, where the FC layers operate based on nonlinear interchannel interactions.
However, the dimension reduction of features in the process may have negative effects;
it is inefficient to capture the dependencies among channels, and the FC layers require
many parameters. Therefore, we introduce the ECA module, optimized using SE, into the
proposed FFEM-AM. The ECA replaces the FC layers in the SE with 1 x 1 convolutions,
which avoids the dimension reduction in the SE. Meanwhile, it can also maintain the
dimensionality in inter-channel interactions and can adaptively select the size of the 1D
convolution kernel. Compared to the SE module, the ECA module not only enhances the
model’s performance but also significantly reduces the model’s complexity.

The ECA module requires determining the coverage range for interactions to capture
local cross-channel interactions. However, manually adjusting the optimization cover-
age range for interactions can result in significant computational overhead. The high-
dimensional channels of the grouped convolution’s architecture share long-distance convo-
lutions among a fixed number of groups. Consequently, the coverage range of interactions
(i.e., size of the convolution kernel), denoted as k, is proportional to the channel dimension
C. There exists the following mapping between k and C:

C=d(k) 1

The simplest mapping is a linear function, but the relationships represented by linear
functions are often too limited. On the other hand, the channel dimension “C” is often a
power of 2. Therefore, the linear function can be extended to a nonlinear function:

(k) = 20750 )

When the channel dimension C is given, the convolution kernel size k can be deter-
mined adaptively using the following formula:

logy(c) , b

k=y(c) = [ 42

®)

od

Here, |t| represents the nearest odd integer to f, and 7 and b are set to 2 and 1,
respectively. By using a nonlinear mapping, high-dimensional channels exhibit longer
distance interactions, while low-dimensional channels exhibit short-distance interactions.

2.3.2. Bottleneck with ECA Modules

We introduced ECA modules at the first and last bottlenecks for the proposed FFEM-
AM model. Adding the ECA module into the first bottleneck layer, serving as the network’s
entrance, aims to enhance the representation capability. By incorporating the ECA module
into the last bottleneck layer (i.e., the output layer), the model can weight the output feature
vectors to enhance the network’s responsiveness to different features. Finally, the channel
attention module is embedded into the shallow and deep features to obtain better channel
features. Figure 4 shows the bottleneck layers combined with attention modules. Only
bottleneck layers with a stride of 1 are modified, since the first and last bottleneck layers
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have a stride of 1. After the modification, the dimensions of an input image are expanded
using a 1 x 1 convolution layer, and the depth-wise separable convolution layer is used to
extract features. Then, an ECA module is applied to enhance the channel features, which
are then combined with the original input feature map. Finally, a 1 x 1 convolution layer
is used to reduce the feature dimensions and obtain the output. In the bottlenecks, we
introduce a feature fusion scheme, since the position information, shallow features, and
deep features are crucial, by combining them, which can preserve the comprehensive
feature maps during convolutional computations.

Conv 1x1, Linear
A

Conv 1x1xC »

A

Conv 1x1xC <«

Conv 1x1, Linear
A

GAP

Dwise 3x3, Relu6
A

Dwise 3x3, Relu6
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Conv 1x1, Relu6 Conv 1x1, Relu6

A

Block (stride=1) Block (stride=2)

Figure 4. Bottleneck structure with ECA modules.

2.4. Loss Function and Recognition

We modeled the facial recognition as a multiclass classification problem to train
the proposed FFEM-AM, in which all facial images of the same person belong to one
class, and the number of classes equals the number of persons. Let x = g(I) denote the
feature extraction of FFEM-AM, and I and x denote the facial image and extracted features,
respectively. We used an FC to map the extracted features from the FFEM-AM to the scores
for each class, denoted as z = f(x), where z denotes the scores for each class. After the FC
layer, we used SoftMax as the classification layer, as follows:

e
b = , 4
S s 4)

where P; represents the probability that the input belongs to class i, and k denotes the
number of classes. The SoftMax loss was selected as the training loss:

Loss = —Zj?zlyilog P, ®)

where y; denotes the ground truth.
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After training, the FC and SoftMax layers were removed. We use the Euclidean distance
to measure the similarity of the features, written as:

d(xi, %)) = VI M, (x,(8) — x,()?, 6)

where x; and x; represent the extracted feature from the i-th and j-th facial image, and M
denotes the dimensionality of the feature. The image I stored in the facial image database has
the smallest distance between it and test image I;; meanwhile, a distance that is smaller than
a given threshold will be used to recognize them as the same person, as per the following:

I =argmind(g(It),g(I;)) (I; € D), )
std(g(h),g(l)) <o

where D denotes the facial image database, and o denotes the given threshold that is set as
0.5 (normalized).

3. Experimental Results and Analysis
3.1. Set-Up
3.1.1. Model Training Platform and Metrics

The proposed FFEM-AM was trained on a Windows 10 operating system, and Python
3.7 and TensorFlow 2.1.0 were used to build the deep learning network. The hardware
platform was equipped with an Intel Core TM i7-11700F CPU with 32 GB memory and
a NVIDIA GeForce GTX 1650 GPU with 4 GB. The number of epochs was set to 30, the
batch size was 32, the initial learning rate was 0.1, and the learning factor was 0.96 using an
SGD optimizer.

Accuracy is one of the most common evaluation metrics in classification, which can be

obtained as follows:
TP+ TN

TP+FP+FN+TN ®

where TP, TN, FN, and FP denote true positives, true negatives, false negatives, and false
positives. The running time and memory cost are also crucial in mobile devices due to its
limited computation power and memory. Therefore, Accuracy, running time, and memory
cost were also taken as metrics for evaluating performance.

Accuracy =

3.1.2. Database

Since the proposed algorithm will be subsequently used in the real-world application
systems, we collected facial images taken in real environments and constructed the face
database for model training and test. We collect 1440 facial images of 52 persons in various
lighting conditions and face postures, aiming to cover as many scenarios of real-world
environments as possible. Figure 5a shows the distribution of males and females, and
Figure 5b shows the distribution of persons with glasses and without glasses. In the
database, the number of male faces and female faces are 1022 and 418, respectively; the
male-to-female ratio is close to 7:3. The ratio of persons with glasses to persons without
glasses is 13:7. In the experiments, two facial images for each person were left for testing,
and the rest of the facial images were used for training.

3.1.3. Model Deployment

JavaScript is the most popular runtime environment for mobile devices, and we used
TensorFlow.js to build the deep learning model. TensorFlow.js [27] is a JavaScript version of
TensorFlow that supports GPU hardware acceleration and can run in applet environments.
It not only aids in deploying well-trained models but can also be used to train models. In
this work, we used TensorFlow.js v2.0 containing the tfjs-core, tfjs-converter, tfjs-layers,
tfis-backend-webgl], tfjs-backend-cpu, and tfjs-data subpackages. The localStorage cache
was used in the applet to reduce the bandwidth and amount of time related to model.
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Figure 6 shows the development flow: Firstly, the model was trained and converted to
the *.h5 model format using model.save(), where * denotes the file name. Secondly, the
*h5 model was converted into a format that can be loaded by TensorFlow.js, obtaining
model.json. Finally, the related npm packages were introduced in the applet, and the model
could be loaded using the tf.loadLayersModel().

@ @

= Male = Female m With Glasses = Without Glasses

(a) (b)

Figure 5. Distribution of facial images in the database: (a) males and females; (b) persons with glasses
and without glasses.

Model.save() Tensorflowjs_converter
Model Training > *.h5 »  Model json
Tf.loadLayersModel
A 4
Face » WeChat Applet P Face Eigenvalue

Figure 6. The process of deploying the model on the WeChat applet.

3.2. Training Loss and Validation Accuracy

Figure 7a,b show the loss and validation accuracy during training. We can see that
with the increase in training epochs, the training loss decreased and validation accuracy
increased rapidly. After 25 epochs, the training loss and validation accuracy stabilized,
which indicates that the proposed model converged.

100
2.0 90
80
1.5 o
@ s 70
1.0 2
60
0.5 50
40
0.0+ T T T T T T T T T T
5 10 15 20 25 30 5 10 15 20 25 30
Epoch Epoch
(a) (b)

Figure 7. Loss and validation accuracy during training: (a) training loss; (b) validation accuracy.
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3.3. Evaluating the Prediction Accuracy

To evaluate the performance, the FFEM model, which was obtained by removing the
attention mechanism, MobileNetV2 model, and ShuffleNetV2 model were taken as the
comparison models. The experimental results are shown in Table 2. It can be seen that the
accuracy of the FFEM (90.4%) was less than that of MobileNetV2 (96.1%) and ShuffleNetV2
(97.1%), since the structure of the FFEM is lightweight and the number of CNN layers
is less than that of MobileNetV2 and ShuffleNetV2. Although the number of layers for
both MobileNetV2 and ShuffleNetV2 is more than that of the FFEM-AM, the accuracies
of MobileNetV2 and ShuffleNetV2 were less than that of the proposed FFEM-AM (98.1%).
The reason for this is that the proposed FFEM-AM introduced the ECA module, which
has the ability to obtain information on the interactions among different feature channels.
Moreover, the memory costs of MobileNetV2 and ShuffleNetV2 were close to 10 M, which
cannot be deployed on the WeChat Applet.

Table 2. Prediction accuracy of the comparison models.

Models Accuracy (%)
FFEM 90.4
MobileNetV2 [21] 96.1
ShuffleNetV2 [17] 97.1
FFEM-AM 98.1

To test the stability of the proposed model, the recognition accuracies for males,
females, individuals wearing glasses, and individuals without glasses were validated. The
experimental results are shown in Table 3. It can be seen that the recognition accuracies for
males, females, individuals wearing glasses, and individuals without glasses were 98.6%,
96.6%, 97.2% and 97.0%, respectively. It can be observed that the recognition accuracies for
the four categories were fairly consistent, which indicates that the proposed model exhibits
good stability.

Table 3. Prediction accuracy for different persons.

Accuracy (%)
Males 98.6
Females 96.6
With Glasses 97.2
Without Glasses 97.0

3.4. Performance on the WeChat Applet

In this section, we test the memory and computational cost for the proposed model on
a mobile platform. We removed the classification layer, converted the feature extraction
model into a JavaScript-compatible format, and deployed it on the WeChat applet. The
average memory and running time were taken as metrics. We tested the proposed model
on the Honor V30 and iPhonel2 platforms, and the experimental results are shown in
Table 4. We can see that the memory cost of the proposed model was 6.5 M, which is less
than 10 M; this demonstrates that the proposed model can be deployed on the WeChat
applet. The running times were less than 90 ms for the Honor V30 and the iPhonel2, which
shows that the proposed model can run effectively on mobile devices.

Table 4. Prediction accuracy of the proposed model using different mobile device platforms.

Memory (MB) Time (ms/Sheet)

Honor V30 6.5 86
iPhonel2 6.5 31
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4. Conclusions

In this work, we proposed a face recognition framework to protect personal informa-
tion, in which features of facial images are extracted at the front-end and only the extracted
features are transmitted to the server for recognition. We proposed the Face Feature Ex-
traction Model based on Attention Mechanism (FFEM-AM) for face feature extraction
on mobile device front-ends. The proposed FFEM-AM uses a light-weight structure to
reduce the memory cost and introduced Efficient Channel Attention (ECA) to improve
the prediction accuracy. The proposed FFEM-AM was evaluated using the WeChat applet
for mobile devices, and the experiments show that the prediction accuracy on a self-built
database was 98.1%, the running time was less than 100 ms, and the memory cost was
only 6.5 MB. Therefore, the proposed FFEM-AM can be used for face recognition with the
WebChat applet.
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