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Abstract: With the advent of large-scale datasets, significant advancements have been made in image
semantic segmentation. However, the annotation of these datasets necessitates substantial human
and financial resources. Therefore, the focus of research has shifted towards few-shot semantic
segmentation, which leverages a small number of labeled samples to effectively segment unknown
categories. The current mainstream methods are to use the meta-learning framework to achieve
model generalization, and the main challenges are as follows. (1) The trained model will be biased
towards the seen class, so the model will misactivate the seen class when segmenting the unseen
class, which makes it difficult to achieve the idealized class agnostic effect. (2) When the sample size
is limited, there exists an intra-class gap between the provided support images and the query images,
significantly impacting the model’s generalization capability. To solve the above two problems, we
propose a network with prototype complementarity characteristics (PCNet). Specifically, we first
generate a self-support query prototype based on the query image. Through the self-distillation,
the query prototype and the support prototype perform feature complementary learning, which
effectively reduces the influence of the intra-class gap on the model generalization. A standard
semantic segmentation model is introduced to segment the seen classes during the training process to
achieve accurate irrelevant class shielding. After that, we use the rough prediction map to extract its
background prototype and shield the background in the query image by the background prototype.
In this way, we obtain more accurate fine-grained segmentation results. The proposed method
exhibits superiority in extensive experiments conducted on the PASCAL-5i and COCO-20i datasets.
We achieve new state-of-the-art results in the few-shot semantic segmentation task, with an mIoU
of 71.27% and 51.71% in the 5-shot setting, respectively. Comprehensive ablation experiments
and visualization studies show that the proposed method has a significant effect on small-sample
semantic segmentation.

Keywords: few-shot semantic segmentation; few-shot learning; self-distillation; self-support

1. Introduction

As computer technology rapidly advances, various artificial intelligence technologies [1,2]
gradually influence human life. Semantic segmentation is an image processing method in the
field of computer vision. The goal of this method is to classify each pixel in the image and de-
termine the category of each point, so as to divide the region of the whole image. Unlike object
detection, semantic segmentation involves not only identifying objects in an image but also
classifying each pixel. Semantic segmentation provides specific category meanings for each
part of an image, leading to a better understanding of its semantic information. The semantic
segmentation can be applied to autonomous driving, medical image analysis, intelligent video
surveillance and many other fields [3–5]. Traditional semantic segmentation [6] methods in-
clude region-based semantic segmentation [7], fully convolutional semantic segmentation [8]
and weakly supervised semantic segmentation [9,10]. Semantic segmentation models require
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a large number of finely labeled data, and it is difficult to quickly segment new classes that do
not satisfy this condition. Due to the insufficient amount of labeled data, the training data
cannot cover the complete features of the category, and the accuracy of semantic segmentation
will gradually decrease. Therefore, how to reduce the use of resources and accurately segment
the image has become an important research domain in the field of semantic segmentation.
The few-shot semantic segmentation (FSS) [11] is used to solve the disadvantage of traditional
methods in this paper.

The meta-learning [12–15] and the metric-learning [16–18] are the two most impor-
tant paradigms in FSS. Meta-learning necessitates the model to posses the capability of
“learning to learn”. The metric-learning transforms a classifier guided by parameters into a
classifier guided by distance. A model with a strong distance mapping ability can serve as
a viable solution to the challenges of FSS. The current FSS methods combine meta-learning
and metric-learning to construct reasonable segmentation models, as shown in Figure 1.
The support image and query image sample pairs are input into the backbone network,
the respective feature maps are generated and the query image is segmented under the
guidance of the support mask. These models [19–22] enhance their performance by ac-
cumulating experience through multiple learning phases and leveraging this experience
to classify the test set through self-learning on the training set. Although these models
combining the two paradigms can segment the image, they have low accuracy and slow
segmentation efficiency in the segmentation effect. Stable and accurate segmentation of
images is very important in the fields of intelligent medical treatment, automatic driving,
national defense and so on. A small deviation can lead to unpredictable consequences.
Therefore, how to improve the accuracy and speed of model segmentation is the important
and difficult problem of current research. To enhance the accuracy of our model, we employ
self-adaptation and self-support strategies.

The self-adaptation strategy effectively addresses the knowledge transfer barrier that
arises from the substantial feature difference between the support and query prototype.
The self-support strategy can significantly improve the prototype quality and enhances the
segmentation effect of the model by alleviating the intra-class appearance differences. The
self-adaptation strategy employs knowledge distillation to transfer the information held
within the support and query prototype. The self-adaptation strategy combines the support
and query prototype to create a teacher prototype. With the help of this teacher model,
the feature alignment of the two prototypes can be obtained. Utilizing the self-adaptation
strategy can enhance the precision of segmentation. The self-support strategy first predicts
the query feature image under the guidance of the adaptive self-distillation prototype.
Firstly, the rough background mask of the query image is acquired. Subsequently, the
self-support strategy employs mask average pooling between the background mask and
the query feature image to generate a self-support background prototype. Finally, the self-
support strategy generates the final prediction by combining the adaptive self-distillation
prototype and the self-support background prototype. The self-adaptation and self-support
strategies facilitate the segmentation model in attaining a remarkable level of accuracy. The
primary contributions are as follows:

• We propose an adaptive self-distillation module (ASD) to solve the intra-class gap
problem in the FSS task. The self-distillation method makes the support prototype
and the query prototype supplement each other, and the base learner is introduced to
suppress the base class in the query image.

• We propose a self-support background prototype module (SBP). The SBP is used to
learn the feature comparison between the irrelevant class prototype and the query
feature, which alleviates the adverse impact of the background features on the teacher
prototypes generated by the adaptive self-distillation module.

• Combining an adaptive self-distillation module and a self-support background pro-
totype module, we propose Prototype Complementarity Network (PCNet), which
achieves new state-of-the-art results on the PASCAL-5i and COCO-20i.
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The structure of the rest of this paper is as follows. The related work is included in
Section 2. The problem setting, motivation and specific implementation details of the model
are in Section 3. The performance analysis, comparison results and discussion of PCNet are
presented in Section 4. The conclusion is given in Section 5.

Support image

Query image

Shared

Backbone

 q

 s

Feature

Processing

Support feature

Query feature

Support mask

Prediction

Figure 1. The framework of common few-shot learning methods. The support image and query image
sample pairs are input into the backbone network, and the respective feature maps are generated. In
feature processing, support feature performs a MAP operation with a support mask to generate the
support prototype. The query feature will segment the query image and generate the prediction map
under the guidance of the support prototype.

2. Related Work
2.1. Semantic Segmentation

Semantic segmentation is a core computer vision task that involves assigning each
pixel in an image to a specific category. Recently, significant advancements have been
made in this domain, particularly with the introduction of the fully convolutional network
(FCN) [8]. The FCN revolutionized semantic segmentation by substituting the traditional
fully connected layer with a convolutional layer, enabling end-to-end semantic segmenta-
tion. UNet [23] introduced an encoder–decoder structure to help reconstruct and refine the
segmentation step by step. PSPNet [24] integrates the pyramid pooling module (PPM) into
multiple baseline architectures, such as ResNet [25], and obtains context information at dif-
ferent scales by using pooling layers with different convolution kernel sizes. This method
has also been widely used in few-shot segmentation. DeepLab [26] develops uniform
atrous spatial pyramid pooling (ASPP) with filters in different dilation rates. In addition,
there are some methods dedicated to attention mechanism. DANet [27] incorporates a
position attention module and a channel attention module to capture the relationships
between positions and channels. It learns the dependencies between different spatial loca-
tions and channels within an image. PSANet [28] introduces a point-wise spatial attention
mechanism to investigate the correlation information among pixels. This approach enables
the model to effectively leverage the spatial context and improve the accuracy of semantic
segmentation. CCNet [29] adopts a cross-attention module to obtain context information
from the dependency of the whole image. SAM [30] is a recently proposed revolution-
ary work. It builds the largest dataset available, the training of the model is promptable
and it can transfer zero-shot to new image distributions and image segmentation tasks,
contributing significantly to the field of computer vision. However, traditional semantic
segmentation methods often rely on a substantial amount of annotated data to achieve a
desirable performance. Moreover, they can face challenges when confronted with unseen
categories, as they may require fine-tuning or additional training to adapt to these new
classes. This limitation can hinder their ability to generalize effectively across a wide range
of categories.
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2.2. Few-Shot Learning

Few-shot learning hopes to use few annotated samples to identify new objects, and the
mainstream approach in this field is to use a meta-learning framework [29] to simulate few-
shot scenarios by sampling a set of learning tasks from the underlying datasets. Based on the
characteristics and approaches used, few-shot learning (FSL) can be further subdivided into
three types: the first is a transfer-learning approach [31,32] in which, through a two-stage
fine-tuning process, the features learned from the base class are adapted to the new category.
The second is an optimization-based method [19,33–36] in which meta-learning of the
optimization process from some samples quicklys update the model. The third is the
metric-based method [37,38], which applies a Siamese network [39] to support-query pairs
and learn an embedding space. Instances from the same class in this embedding space
are closer to each other than instances from different classes. Contrast loss is a classical
metric learning method that learns a discriminant metric through the Siamese network.
Both Meta-learning LSTM [40] and Model-Agnostic [19] methods employ Recurrent Neural
Networks (RNNs) to capture and retain prior information, enabling them to address few-
shot learning problems. To leverage the benefits of both approaches, ProtoMAML [41]
combines the advantageous aspects of metric learning and gradient-based meta-learning
methods. Our approach bears close resemblance to few-shot learning methods that rely
on metric learning. In these methods, a prototype network is trained to map input data
into a metric space. To overcome the model bias towards the base class, we incorporate a
technique where we predict the base class region in the query image, thereby achieving
suppression of the base class.

2.3. Few-Shot Semantic Segmentation

Few-shot semantic segmentation refers to the task of performing pixel-level semantic
segmentation for novel classes in a query image, using only a limited number of annotated
support images. This task is considered as an application of few-shot learning, which
deals with the challenge of learning novel classes from a small amount of labeled data.
Shaban et al. [22] formally defined few-shot segmentation for the first time and proposed
the two-branch architecture OSLSM [42], which generates binary masks for novel classes
in a point-similar manner by using classifier weights that support branch generation to
predict query branches. In PANet [20], prototypes are utilized to represent characteristic
features that indicate the presence of foreground categories within an image. The method
involves conducting pixel-level feature comparison and prediction between the support
prototype and query feature by means of cosine similarity. This comparison enables the
model to determine the similarity between the query image and the support prototype,
facilitating accurate pixel-level semantic segmentation. CANet [43] uses convolutions
instead of cosine similarity, which may not work well for complex pixel classification tasks.
PFENet [44] leverages a multi-scale query feature to further enhance the representation
capability of the target class in the query image. By incorporating information from multiple
scales, PFENet improves the model’s ability to capture and represent fine-grained details
of the target class. PGNet [21] incorporates graph attention, which considers each position
of the foreground feature in the support image as a distinct entity. It establishes pixel
correspondence between the query and support feature, enabling effective information
exchange between them. PMMs [45] associates different regions of an image with multiple
prototypes with a prototype mixture model. BAM [46] introduces an additional base class
learning branch, which suppresses false activation of the base classes by the model during
few-shot segmentation. CWT [47] introduces a novel and straightforward transformer
architecture that dynamically transfers the weights of the support set classifier to the query
set during prediction. This process effectively minimizes the intra-class difference between
the support and query images.

However, these methods primarily rely on the foreground features from the support
image to guide the model in segmenting the query image, which is relatively weak for
few-shot semantic segmentation. Specifically, there is a huge intra-class gap between the
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foreground features of the supporting image and the foreground features of the query
image, and the model does not fully utilize the global information of the query image, so it
is difficult for the model to perform pixel-level matching of the target class. We summarize
the previous FSS model methods and limitations, as shown in Table 1. In contrast, in our
work, we utilize query images to generate query prototypes, combine query prototypes
with support prototypes, generate teacher prototypes for rudeness prediction and generate
background prototypes to assist in learning feature alignment.

Table 1. Methods, results and limitations of previous models. These models are tested on both
PASCAL-5i and COCO-20i datasets, and we report the results on the PASCAL-5i dataset.

Method Model
mIoU(PASCAL-5i)

Limitations
1-Shot 5-Shot

Siamese Neural Network-based method

OSLSM [42] 40.80 44.00

Double branch has more parameters, which is
computationally expensive and prone to overfitting, and
multiple samples are less efficient.

PFENet [44] 60.80 61.90

CANet [43] 55.40 57.10

BAM [46] 64.41 68.76

Prototype Learning-based method
PANet [20] 48.10 55.70 Some spatial information is lost, it is difficult to adapt to the

appearance and shape of different images, and the effect of
boundary segmentation is not good.PMMs [45] 56.30 57.30

Attention Mechanism-based method
PGNet [21] 56.00 58.50 All input vectors participate in the training, which is

computationally expensive and difficult to capture the
position information of the image.CWT [47] 58.00 64.70

3. Method

In this section, we provide an explanation of the motivation and framework overview
behind our proposed method, as detailed in Section 3.1. We define the few-shot semantic
segmentation task in Section 3.2. And we introduce the specific implementation details
of the adaptive self-distillation prototype module (ASD) in Section 3.3. The implemen-
tation details of the self-supporting background prototype module (SBP) are presented
in Section 3.4. Finally, the optimization and inference of the model PCNet are described
in Section 3.5.

3.1. Problem Setting

The objective of few-shot segmentation is to accurately segment objects belonging to
unseen classes using only a limited number of labeled samples as guidance. The datasets
are divided into: training set Dtrain and test set Dtest . In the standard approach for few-shot
learning, the class is used as the basis for splitting the dataset, and we define the class in
Dtrain as the base class Cbase and the class in Dtest as the new class Cnovel . Note that the two
sets are disjoint, that is, (Cbase ∩ Cnovel = ∅). The episodic training mechanism used in this
paper is an effective approach for few-shot learning. In this setup, each set is composed of a
support set S and a query set Q, both belonging to the same category. There are K samples
in the support set S, denoted by S =

{(
I1
s , M1

s
)
,
(

I2
s , M2

s
)
, · · · ,

(
IK
s , MK

s
)}

. Each
(

Ii
s, Mi

s
)

represents an image-label sample pair in S, called a K-shot, where Ii
s and Mi

s denote the sup-
port image and the corresponding ground truth of this image, respectively. The query set
has one sample

(
Iq, Mq

)
, where Iq and Mq denote the query image and the corresponding

ground truth of this image, respectively. The input to the model is a sample pair of query
image Iq and support set S, denoted by

{
Iq, S

}
=

{
Iq,

(
I1
s , M1

s
)
,
(

I2
s , M2

s
)
, · · · ,

(
IK
s , MK

s
)}

.
During training, the model is guided by the support set to make predictions on the query
image, and the model is continuously optimized. The ground truth of the query image is
not visible in the test process, which is used to evaluate the performance of the method.
After the training is completed, the model can directly predict the segmentation of the new
class Cnovel in the test set Dtest .

3.2. Motivation and Framework Overview

At present, the mainstream methods of FSS only rely on a single support prototype and
perform dense matching on each pixel of the query image through the support prototype.
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However, the samples provided by the support set and query set may have great appearance
differences due to various realistic factors, such as shooting angles, lighting, etc., which
makes the model have to face the problem of intra-class gap. Even though the objects in the
support and query image belong to the same class, they may look very different, and the
features learned by the model can hardly generate representative prototypes. This problem
has a huge impact on the model’s ability to generalize. In addition, Qi Fan et al. [48]
calculated the cosine similarity for cross/intra object pixels, in Table 2. Through analysis,
it is found that the background pixels of the support image and the query image seem
to be chaotic, but there are certain similar characteristics between them. This may have
something to do with the fact that objects of the same category often appear in similar
scenes, such as boats and rivers, and airplanes and skies, which often appear together.
In Figure 2, Chen et al. [49] recounted that some new classes would appear in the training
images in each fold. In other words, new classes and base classes would co-appear in the
training images, so the model would have a certain bias toward the base class. Through the
study of previous models, we found that previous methods have limitations, such as too
many parameters, difficulty in adapting to shapes from different angles and a lack of the
ability to capture image position information, as shown in Table 1. Aiming at the target
features in the dataset, we draw the advantages of the previous methods and try to break
through the limitations of the previous methods and propose PCNet, as shown in Figure 3.

Table 2. Cosine similarity for cross/intra object pixels.

FG Pixels BG Pixels

cross-object intra-object cross-object intra-object

0.308 0.416 0.298 0.365

Fold-0 Fold-1 Fold-2 Fold-3
0

10

20

30

40

P
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ce
n

ta
g
e(

%
)

(a)

Fold-0 Fold-1 Fold-2 Fold-3
0
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P
er

ce
n

ta
g
e(

%
)

(b)

Figure 2. Percentage of potential novel-class objects in each fold. It can be seen that there are a large
number of novel-class objects in the training images. Therefore, the model will be biased towards
base-class objects during the testing process. (a) PASCAL-5i; (b) COCO-20i.

Based on the above problems and observations, we proposes an adaptive self-distillation
prototype. The knowledge distillation method introduced by Hinton et al. [50] inspired us
to transfer the information contained in the support prototype and the query prototype
to knowledge transfer. Therefore, we uses self-distillation to fuse the support prototype
and the query prototype into a teacher prototype, so as to realize feature alignment. The
adaptive self-distillation prototype can not only express the characteristics of the support
prototype, but also be as close to the unique characteristics of the target class in the query
image as possible. The base learner is introduced in the module to weaken the bias of the
model to the base class. The adaptive ability of the model is improved to a great extent.
Aiming at the observation that there is a certain similarity between the background pixels
of the support image and query image, we proposes a self-support background prototype.
Under the guidance of the adaptive self-distillation prototype, the model first makes a
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prediction on the query feature map to obtain a rough background mask of the query
image. We further perform mask average pooling of the background mask with the query
feature map to generate a self-support background prototype. Finally, we generate the
final prediction map by combining the adaptive self-distillation prototype and self-support
background prototype to densely match the feature maps of the query image.
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Figure 3. Architecture of PCNet. In PCNet, CNN is used as the backbone network to extract a
feature map of the support image and query image. Firstly, the feature map of both are input into the
adaptive self-distillation prototype module (ASD). The ASD module fuses the support prototype and
the query prototype through the self-distillation process and uses the obtained teacher prototype to
segment the query image. The background prediction map Mb to be enhanced is obtained. Then, Mb
and the query feature map are input into the self-support background prototype module (SBP). The
SBP module will use Mb to generate a background prototype and fuse the background prototype
with the teacher prototype to generate a high-quality final prototype. The cosine distance between
the final prototype and the query feature map is calculated to generate the final prediction map.

3.3. Adaptive Self-Distillation Prototype Module

Current mainstream prototype learning methods, including PFENet, outperform prior
work by a large degree on the PASCAL-5i and COCO-20i datasets. The prototypes gener-
ated by these methods can effectively transfer the target features to the query branch and
have a certain guiding effect. However, there can often be notable differences between the
support target and the query target in few-shot segmentation. It is difficult to extend the
feature prototypes provided by the support image to the complex and diverse query image.
Therefore, we want to generate a kind of prototype, called a query prototype, for the query
image during the training process, which carries the unique characteristics of the target
class in the query image. In this way, the two prototypes obtained can adaptively express
more complete feature information. To address the challenge of aligning the features of the
support prototype and the query prototype, we propose a self-distillation method. This
approach facilitates the transfer of knowledge between the two prototypes, resulting in
the generation of an adaptive self-distillation prototype. By leveraging this knowledge
transfer, the model can effectively align the features of the support and query prototypes.
After generating the prediction map under the guidance of the adaptive self-distillation
prototype, we further introduce the base learner to suppress the base class in the prediction
map, which is proved to be effective in BAM [46].

As shown in Figure 4, we combine the query prototype with unique features and
the support prototype with common features. They form a teacher prototype, and the
loss is calculated between the teacher prototype and the support prototype. This allows
continuous adjustment and optimization of the teacher prototype. Finally, we apply
self-distillation to generate the self-support adaptive prototype. Vs denotes the support
prototype. Vq denotes the query prototype. The equation is as follows:

Vs = Fp(fs, Ms), Vq = Fp
(
fq, Mq

)
, (1)

where fs and fq represent the support and query feature map obtained from the support
and query image through the shared network CNN, respectively. Ms and Mq denote the
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support mask and query mask, respectively. Fp represents the masked GAP operation.
The mask M and the feature map f have the same height and width. Ys and Yq are the
outputs of softmax operation on Vs and Vq. On the basis of knowledge distillation, we
use the Kullback Leibler divergence to calculate loss to adjust and optimize the support
prototype. LKD represents the loss of the support and teacher prototype in the knowledge
distillation process:

Ys = Softmax(Vs), Yq = Softmax
(
Vq

)
(2)

LKD = KL(Vt∥Ys) = ∑c
i=1 Vi

t log Yi
s

Vi
t
, (3)

where Vt denotes the teacher prototype and is equal to Vt =
Ys+Yq

2 . KL(·) represents the
KL divergence function.

The support and query prototype can be seen as consisting of two parts: common
features and unique features, namely, Vs = ( fc, fs), Vq = ( fs, fc). In the knowledge
distillation process, the goal is to improve the prototype’s expression of common features
while preserving the unique characteristics of a specific query target. This enhances the
prototype’s consistency and adaptability. Therefore, this method will lead to two prototypes
close to the common features, that is, Vs( fc, fs) → Vs( fc). The effectiveness of this module
is demonstrated in our experiments.
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Figure 4. The ASD module receives the support feature MAP and query feature map generated by
the encoder, generates the support prototype and the query prototype using the map operation, and
uses the self-distillation method between the two prototypes. The generated teacher prototype not
only retains the common features of the two prototypes but also integrates some unique features of
the query prototype, which has a higher affinity with the query image. The rough prediction map is
generated through the decoder under the guidance of the teacher prototype. The base class learner is
a PSPNet trained separately. The Block-4 feature map generated by the backbone network is input
into the base class learner, and the base class prediction map is fused with the rough background
prediction map to achieve the masking effect on the base class.

To extend the method to the K-shot segmentation task, we make some modifications
to the teacher prototype generation process. Since the K support images are different,
the generated support prototypes will also be different. The teacher prototype needs to
supervise each support prototype. The respective teacher prototype is then generated for
each support prototype. LS

KD is used as the loss between each support prototype and the
teacher prototype. The equation is as follows:

LS
KD = 1

K ∑K
i=1 KL

(
Vi

t∥Vi
s
)
, (4)

where Vi
s denotes the prototype of the i-th support sample, and Vi

t denotes the teacher pro-
totype generated when the i-th support image is input. Then, we activate the target region
in fq under the guidance of Vt and generate a prediction result Ps through the decoder.

Ps = softmax
(
Dm

(
Fguidance

(
Vt, fq

)))
∈ R2×h×w, (5)
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where Fguidance represents the process of archetypal guidance for query feature map
segmentation, and Dm represents the decoder network for meta-learning. We also need to
compute the loss for Ps and Mq to update the parameters:

Ls = 1
e ∑e

i=1 BCE
(

Ps;i , M1
q;i

)
, (6)

where M1
q denotes the foreground mask of the query image, and e denotes the number of

training samples in each batch.
In the training process, the model will be activated by the error of the seen class, that

is, the base class bias. We introduce a base learner to realize the inhibition of the base class,
and the learner uses PSPNet [24] to segment the base class target. Pb is the prediction mask
of the base class by the PSPNet [24] network, which is expressed as:

Pb = softmax
(
Db

(
f∗q
))

∈ R(1+Nb)×h×w, (7)

where f∗q is the Block-4 query feature map generated by the encoder. Db represents the
decoder of the standard semantic segmentation. Nb denotes the number of base cate-
gories. The cross-entropy loss Lbs is used to update the optimization parameters, which is
expressed as:

Lbs = 1
nbs

∑nbs
i=1 CE

(
Pb;i, Mg

q;i

)
, (8)

where Mg
q is the ground truth of all base classes in the query image. nbs represents the

number of training samples in each batch.
We first combine all the class prediction maps to obtain the base class region prediction

relative to the few-shot task, that is, the irrelevant class that is likely to be misactivated.
Then, we aggregate the predicted base class region with the predicted background mask to
obtain the full background prediction map:

Pf
b = ∑Nb

i=1 Pi
b (9)

Mb = Fensemble

(
P0

s , Pf
b

)
, (10)

where P0
s represents the background mask of the query image generated under the guidance

of the adaptive self-distillation prototype. Pf
b represents the irrelevant class set mask

output by the base learners. Fensemble represents the aggregation function, which is a
1*1 convolution operation with specific initial parameters. Mb represents the prediction of
the background mask to be augmented with respect to the target class of the query image.
It is also the output of the whole adaptive self-distillation module. We need to update the
optimization parameters by calculating the loss Lb between the predicted background map
to be augmented and the groundtruth background mask:

Lb = 1
e ∑e

i=1 BCE
(

Mb;i
, M0

q;i

)
, (11)

where M0
q is the background mask of groundtruth, and e represents the number of training

samples in each batch.

3.4. Self-Support Background Prototype Module

Through the adaptive self-distillation module, we make the prototype used more
suitable for the target class in the query image, and then we introduce the branch of the
base learner to realize the inhibition of the base class target. In summary, we obtain a
relatively accurate background mask prediction map of the target class. To enhance the
fine-grained accuracy, we add the generation of the self-support background prototype
module, as shown in Figure 5.
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Figure 5. SBP receives the background prediction mask to be enhanced from ASD and uses the
MAP operation and the query image to generate the self-support background prototype. In order
to achieve fine-grained correction of background pixels, the teacher prototype and the self-support
background prototype are fused to generate the final prototype, and then the cosine distance between
the final prototype and the query feature map is calculated to generate the final prediction mask.

For foreground pixels, they possess similar semantic information and appearance,
making the prototype learning method applicable. However, background pixels are disor-
ganized, as the background may contain numerous categories. Their semantic similarity is
limited to a local scope, and finding shared semantic similarity for the entire background
becomes challenging. This may require us to generate multiple targeted background proto-
types and perform pixel grouping matching for each query pixel. For the problem of gener-
ating prototypes from the background, the clustering algorithm has been mentioned many
times in the previous work, and experiments have been carried out. Although the problem
is solved to some extent, the clustering algorithm has the disadvantage of instability.

We use the background prediction map of the query image generated by the adaptive
self-distillation module to generate a background prototype with the query image itself
after the masked GAP operation, which is shown as follows.

Vb = Fp
(
fq, Mb

)
, (12)

where Vb denotes the self-support background prototype. This way, we update the fi-
nal prototype as: V f inal = {Vb, Vt}. Finally, we obtain the final prediction map Mq by
computing the cosine distance between the final prototype V f inal and the query imagefp.

Mq = softmax
(

cosine
(

V f inal , fq

))
(13)

We compute the loss function L f on the cosine distance map generated during the final
training phase.

L f = BCE
(

cosine
(

V f inal , fq

)
, M1

q

)
, (14)

where BCE is the binary cross entropy loss, and M1
q is the groundtruth of the query image.

3.5. Optimization

Based on the adaptive self-distillation module and the self-support background proto-
type module, we propose the PCNet model, as shown in Figure 3. For the whole model, we
calculate the LKD loss function of the support and teacher prototype in the self-distillation
process. The query prediction mask Ps generated by the self-distillation process and the
ground truth are supervised by the binary cross entropy loss function Ls. The cross-entropy
loss function Lbs is used for the base class prediction mask generated by the base learner.
Since the base learner needs to be trained separately, the loss function of the base learner
does not participate in the optimization process of the model. We also calculate the loss
function Lb between the predicted background map to be augmented, generated by the
adaptive self-distillation module and the background mask of the groundtruth, which is
used to supervise the segmentation effect of this module. Finally, the query prediction
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mask and the ground truth generated after the correction of the self-support background
prototype module are trained and supervised by the Binary Cross Entropy loss function
L f . Finally, we realize the end-to-end training process of the model through the joint
optimization of all the above losses:

L = α · LKD + Lb + Ls + β · L f , (15)

where α and β are the coefficients of LKD and L f , which are used to balance the supervision
effects of the four losses. In the ablation experiment section, we discuss the values of the
two coefficients.

4. Experiments
4.1. Setup

Datasets. To assess the performance of the proposed method, we conduct evalua-
tions on two widely used datasets for few-shot segmentation tasks: PASCAL-5i [22] and
COCO-20i [51]. Each image in the dataset corresponds to a mask labeled with only one type
of object. PASCAL-5i is composed of extended annotations from PASCAL VOC 2012 [52]
and SDS [53] datasets. The dataset contains 20 object categories, and in order to make the
training set and test set disjoint, we divide all categories into four folds with five categories
each. Three of these folds are used as the training set, and the other fold is used as the test
set. The objects of the test set are not visible during the training process. We set the test set
separately for each fold, so the experimental results will contain mIoU of four folds. Follow-
ing OSLSM [42], we randomly sample 1000 query support pairs in each test fold. Following
[51], we evaluate the proposed method on the more challenging dataset COCO-20i built
by MSCOCO [54], with more samples and categories per image. The dataset contains 80
object categories; again, we split into 4 folds with 20 categories per fold. The experimental
setup is the same as PASCAL-5i. Since there are far more images in COCO-20i than there
are in PASCAL-5i, in our tests, we scale the number of randomly sampled query-support
pairs to 20000.

Evaluation metrics. Based on previous studies [44,45], we use the class mean inter-
section over union (mIoU) and the foreground-background IoU (FBIoU) as evaluation
indicators. IoU is calculated by TP

TP+FP+FN , where TP represents true positive, FP represents
false positive and FN represents false negative, and mIoU is the mean IoU of each category.
For comparison with the previous method, we also report the results of FBIoU, and the
average of the results is also the final FBIoU. It is important to mention that FBIoU treats all
object classes as a single foreground class. This metric is biased towards and influenced by
the background classes, as foreground classes typically occupy a small portion of the entire
image. Therefore, mIoU becomes a crucial evaluation metric for FSS tasks. mIoU provides
a more comprehensive assessment of the segmentation performance by considering the
overlap between predicted and ground truth masks for all object classes individually.

Implementation Details. Our framework is built on PyTorch11.7. We choose a mod-
ified version of ResNet50 as the backbone network for a fair comparison with previous
methods. The backbone network is initialized with ImageNet [55] pre-trained weights. Our
model was trained on PASCAL-5i for 200 rounds using an initial learning rate of 0.0025
and the training batch size set to 4. It is trained on COCO-20i for 50 rounds using an initial
learning rate of 0.0025 and training batch size set to 8, following the data augmentation
technique in [44]. Similar to BAM [46], the base learner branch we introduced utilizes
PSPNet [24]. It was trained for 100 epochs on PASCAL-5i and 20 epochs on COCO-20i. SGD
optimizer was employed with an initial learning rate of 0.0025 to update the parameters.
The batch size was set to 12 during training, and all parameters in the base learner were
frozen after training completion.

4.2. Comparison with Previous Work

We extensively compare our method with the state-of-the-art approach using VGG16
and ResNet50 backbone networks in a few-shot setting to demonstrate its effectiveness.
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PASCAL-5i. As shown in Table 3, we report the mIoU of each fold and the average
of the four folds in the PASCAL-5i dataset. It can be seen that the quantitative results of
the proposed model PCNet on the VGG16 [56] and ResNet50 [25] backbone networks are
better than other methods. Compared with BAM [46], our method achieves a 1.4% and
0.43% mIoU improvement on 1-shot, and 2.34% and 0.36% mIoU improvement on 5-shot,
respectively. Under the backbone network of ResNet50, PCNet reaches 68.24% and 71.27%,
respectively, which are higher than the segmentation results under the backbone network
of VGG16, which is related to the fact that ResNet50 can provide more useful information
for segmentation, so that the two modules in this paper can more effectively play the
expression ability of the prototype. The fold-0 of PCNet under the ResNet50 backbone
network is 1.13% lower than the mIoU of BAM. We believe that the objects in fold-0 are
images with a relatively single background, such as boat and airplane, while our model is
sensitive to the background, so a small amount of deviation may be caused. In most cases,
the performance of PCNet is still more outstanding. We also report FBIoU results on the
PASCAL-5i dataset, as shown in Table 4. Since FBIoU is biased towards the background
and covers most foreground region classes, and our model predicts background pixels as
well as foreground pixels, our method improves on previous methods. On the RseNet50
backbone network, our results reach 80.36% and 82.6%.

Table 3. Performance comparison on PASCAL-5i in terms of mIoU. “Baseline” is the model that
replaces the self-distillation process with the basic meta-learning framework and removes the SBP
module. The results in bold indicate the optimal performance.

Backbone Method
1-Shot 5-Shot

Fold-0 Fold-1 Fold-2 Fold-3 Mean Fold-0 Fold-1 Fold-2 Fold-3 Mean

VGG16

OSLSM [42] 33.60 55.30 40.90 33.50 40.80 35.90 58.10 42.70 39.10 44.00

PANet [20] 42.30 58.00 51.10 41.20 48.10 51.80 64.60 59.80 46.50 55.70

FWB [51] 47.00 59.60 52.60 48.30 51.90 50.90 62.90 56.50 50.10 55.10

PFENet [44] 56.90 68.20 54.40 52.40 58.00 59.00 69.10 54.80 52.90 59.00

HSNet [57] 59.60 65.70 59.60 54.00 59.70 64.90 69.00 64.10 58.60 64.10

APANet [49] 58.00 68.90 57.00 52.20 59.00 59.80 70.00 62.70 57.70 62.60

BAM [46] 63.18 70.77 66.14 57.57 64.41 67.36 73.05 70.61 64.00 68.76

Baseline 59.54 68.36 65.55 54.73 62.04 64.12 70.41 69.74 63.62 66.97

PCNet (ours) 64.93 72.21 66.81 59.29 65.81 69.97 74.68 72.01 67.75 71.10

ResNet50

CANet [43] 52.50 65.90 51.30 51.90 55.40 55.50 67.80 51.90 53.20 57.10

PGNet [21] 56.00 66.90 50.60 50.40 56.00 57.70 68.70 52.90 54.60 58.50

RPMM [45] 55.20 66.90 52.60 50.70 56.30 56.30 67.30 54.50 51.00 57.30

PFENet [44] 61.70 69.50 55.40 56.30 60.80 63.10 70.70 55.80 57.90 61.90

HSNet [57] 64.30 70.70 60.30 60.50 64.00 70.30 73.20 67.40 67.10 69.50

SAGNN [58] 64.70 69.60 57.00 57.20 62.10 64.90 70.00 57.90 59.30 62.80

APANet [49] 62.20 70.50 61.10 58.10 63.00 63.30 72.00 68.40 60.20 66.00

BAM [46] 68.97 73.59 67.55 61.13 67.81 70.59 75.05 70.79 67.20 70.91

Baseline 64.52 71.88 66.01 58.31 65.18 67.55 72.92 70.23 66.74 69.36

PCNet (ours) 67.84 74.32 67.70 63.11 68.24 70.81 75.46 71.35 67.47 71.27
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Table 4. Averaged FBIoU over 4 folds on PASCAL-5i. The results in bold indicate the optimal
performance.

Backbone Method
FBIoU (%)

1-Shot 5-Shot

ResNet50

ASGNet [12] 60.40 67.00

PGNet [21] 69.90 70.50

PPNet [59] 69.19 75.76

PFENet [44] 73.30 73.90

HSNet [57] 76.70 80.60

BAM [46] 79.71 82.18

PCNet (ours) 80.36 82.60

COCO-20i. COCO-20i is a very challenging dataset. It contains larger number of
classes and more complex and diverse samples. We present the results in Table 5. When
VGG16 is used as the backbone network, our method achieves higher or equivalent results,
outperforming the state-of-the-art method BAM [46] by 0.74% and 1.52% in 1-shot and
5-shot settings, respectively. When utilizing ResNet50 as the backbone network, our method
also demonstrates promising results, which are 0.43% and 0.36% higher than BAM. PCNet
performs worse than SSP on fold-0. We look at the fold-0 contains, and, similar to PASCAL-5i,
a large number of single background images are included in fold-0. In addition, SSP performs
a complex fusion operation on the background prototype and the foreground prototype,
which proves the feasibility of the background prototype, but the mIoU on other folds is far
lower than our results. The performance of PCNet is higher than the baseline model, which is
45.93% and 51.71% on the ResNet50 backbone network, respectively, which is related to the
purification of target class features by the adaptive self-distillation module. The utilization of
the background in the self-support background prototype module also benefits the model.

Table 5. Performance comparison on COCO-20i in terms of mIoU. “Baseline” is the model that replaces
the self-distillation process with the basic meta-learning framework and removes the SBP module. The
results in bold indicate the optimal performance.

Backbone Method
1-Shot 5-Shot

Fold-0 Fold-1 Fold-2 Fold-3 Mean Fold-0 Fold-1 Fold-2 Fold-3 Mean

VGG16

FWB [51] 18.35 16.72 19.59 25.43 20.02 20.94 19.24 21.94 28.39 22.63

PFENet [44] 35.40 38.10 36.80 34.70 36.30 38.20 42.50 41.80 38.90 40.40

PRNet [60] 27.46 32.99 26.70 28.98 29.03 31.18 36.54 31.54 32.00 32.82

SAGNN [58] 35.00 40.50 37.60 36.00 37.30 37.20 45.20 40.40 40.00 40.70

PANet [20] - - - - 20.90 - - - - 29.70

APANet [49] 35.60 40.00 36.00 37.10 37.20 40.10 48.70 43.30 40.70 43.20

BAM [46] 38.96 47.04 46.41 41.57 43.50 47.02 52.62 48.59 49.11 49.34

Baseline 38.34 46.32 43.62 39.75 41.96 44.21 48.57 44.26 47.32 46.09

PCNet(ours) 39.11 49.16 46.90 42.51 44.24 46.74 54.19 52.72 49.79 50.86

ResNet50

ASGNet [12] - - - - 34.50 - - - - 42.40

HSNet [57] 36.30 43.10 38.70 38.70 39.20 43.30 51.30 48.20 45.00 46.90

PPNet [59] 34.50 25.40 24.30 18.60 25.70 48.30 30.90 35.70 30.20 36.20

RPMM [45] 29.50 36.80 29.00 27.00 30.60 33.80 42.00 33.00 33.30 35.50

APANet [49] 37.50 43.90 39.70 40.70 40.50 39.80 46.90 43.10 42.20 43.00

CWT [47] 32.20 36.00 31.60 31.60 32.90 40.10 43.80 39.00 42.40 41.30

SSP [48] 46.40 35.20 27.30 25.40 33.60 53.80 41.50 36.00 33.70 41.30

BAM [46] 43.41 50.59 47.49 43.42 46.23 49.26 54.20 51.63 49.55 51.16

Baseline 41.72 44.15 49.36 41.27 42.50 44.02 47.42 46.34 45.96 45.93

PCNet(ours) 43.57 52.08 47.71 44.13 46.79 48.56 54.73 52.61 50.93 51.71
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Qualitative results. To analyze and understand the performance of the proposed
model more directly, as shown in Figure 6, we present partial results on the PASCAL-5i

dataset under the 5-shot setting. Firstly, in the first eight columns, the query images
all contain base objects, indicating that the model has a clear suppression effect on base
class objects and achieves more accurate segmentation of the targets. For example, in the
seventh column, even with occlusion from base class objects, our model performs well in
segmenting the car. But the baseline model misclassified a cow as a car. Secondly, there
may be significant intra-class differences between the support images and query images.
For instance, in the ninth column, the boat in the query image is in a highly complex
environment, and the baseline model is greatly affected, while our model still demonstrates
good generalization ability.
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Figure 6. Example results for different classes on the PASCAL-5i dataset. Each row from top to
bottom represents the support images with ground truth masks, query images with ground truth
masks, baseline results and our results, respectively.

4.3. Ablation Studies

To investigate the performance impact of each module component on the model,
we conducted a series of ablation experiments, and the experiments in this section are
conducted on the PASCAL-5i dataset using the ResNet50 backbone network.

Ablation study of ASD and SBP. In order to analyze the effect and influence of ASD
and SBP modules, we conduct an experiment about the performance of the model with
and without the ASD and SBP. The experiment was conducted in a 1-shot setting. As
shown in Table 6, the proposed SBP module improves the model’s performance by 1.16%
compared to the Baseline. This indicates that the self-support background prototype we
introduced can extract similar semantic information from a cluttered background. It assists
in the self-correct of prototypes generated during the meta-learning process, effectively
enhancing the model’s predictive ability. We propose that the ASD module improves
the performance of the model by 2.31%, which is related to the unique characteristics
of the query image and the support image target class in the teacher prototype, and
effectively solves the problem of the intra-class gap. Finally, we introduce the two modules
into Baseline at the same time, and the performance of the model is improved by 3.06%
compared with Baseline. The performance is improved to 68.24%. Through ablation
experiments on two specific modules, we provide further evidence of the effectiveness of
the proposed method.
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Table 6. Ablation study of our proposed SBP and ASD on PASCAL-5i for 1-shot segmenta-
tion. “PCNet” means the model with both SBP and ASD. The results in bold indicate the
optimal performance.

Methods Fold-0 Fold-1 Fold-2 Fold-3 Mean

Baseline 64.52 71.88 66.01 58.31 65.18

Baseline + SBP 65.73 72.82 66.34 60.48 66.34

Baseline + ASD 66.94 73.45 66.93 62.65 67.49

PCNet 67.84 74.32 67.70 63.11 68.24

Ablation experiments about the values of α and β. In Optimization, we set the
coefficients α and β for LKD and L f , respectively, and explore the influence of the value
relationship between the loss function coefficients α and β on the performance of the model.
In order to keep all the loss functions on the same scale, we set a reasonable value range for
α and β based on the experience of previous methods and performed ablation experiments
for each value within this value range, α ∈ [30, 70], β ∈ [0.2, 1.0]. The result is shown
in Figure 7. The experiment was performed in Fold-0 with a 5-shot setting. LKD calculated
the loss between the teacher prototype and the support prototype. We infer that when the
value of α is too large, the teacher prototype may be very close to the teacher prototype,
which is difficult in absorbing the unique characteristics of the query image, and the model
is difficult to achieve the desired effect of the self-distillation process. When the value of α is
too small, LKD will lose the supervision effect on the teacher prototype implementation. L f
calculates the loss between the final prediction mask and the groundtruth. The background
prototype in this process is generated by the MAP operation of the prediction mask to be
enhanced and the query image of the ASD module. The self-support background prototype
is not accurate, but it can help the model to correct the background pixels in a fine-grained
way. So, the coefficients of L f have a great influence on the performance of the model.
According to the matrix relationship, it can be seen that when α = 50 and β = 0.4, the
optimal result of the model is 70.81%.
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Figure 7. Ablation experiments with the values of the two loss function coefficients α and β, and the
color shades represent the performance of the model.
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4.4. Discussion

In this study, we propose a few shot segment segmentation method, which is exper-
imented on PASCAL-5i and COCO-20i datasets and achieves decent results. Compared
with the previous work, our method uses the idea of prototype complementation and
fuses the query and support prototype through the self-distillation method to generate the
teacher prototype, which has the characteristics of a higher affinity with the query image.
Subsequently, the base class learner and background prototype are added to further correct
the base class and background of the prediction map. Thanks to the ASD module and the
SBP module, we have made considerable progress in our results. Although these studies
reveal important findings, they also have limitations. In order to pursue the suppression
of base class pixels and background pixels, our model needs to revise the prediction map
again during the training process, which leads to the relatively slow training speed of
the model. When the model background is single or there are many base objects in the
image, PCNet may be sensitive to base class pixels and background pixels, resulting in
a slight decline in the segmentation effect. Therefore, we need to continue to study the
model structure to reduce parameter redundancy and balance between the novel class
and background class. The experimental findings are expected to provide useful reference
information for FSS tasks, and future studies may demonstrate greater power.

5. Conclusions

We propose PCNet, a new few-shot segmentation method based on the proposed adap-
tive self-distillation prototype module and self-support background prototype module.
To solve the problem of an intra-class gap, we propose an adaptive self-distillation proto-
type. It combines shared features from query and support images, while accommodating
unique features from the query image. This enables effective feature complementarity
and generates a teacher prototype aligned with the query image. The teacher prototype
guides target class segmentation in the query feature map. On this basis, we introduce
a base learner to help the model adaptively mask the base pixels in the query image to
avoid the model misactivating the base targets in the query image. We further construct
a self-support background prototype, which uses the similar semantic information in the
background pixels to generate a self-support background prototype for targeted correction
of fine-grained boundary matching in the query image. It has been proved by experiments
that our proposed PCNet achieves advanced results on the PASCAL-5i and COCO-20i

datasets, which verifies the effectiveness of the proposed method.
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