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Abstract: A vehicle equipped with an articulated steering system is often used in a particular area,
such as a mine or the construction field. These sealing or semi-sealing fields make autonomous
driving by an ASV (Articulated Steering Vehicle) easier than in passenger cars. Path-tracking is
essential for an autonomous vehicle. To improve the path-tracking ability of an ASV, a path-tracking
model is established based on dynamic theory. Then, the slide-mode predictive-control (SMPC)
strategy is initiated to design the path-tracking controller. The improvement in the path-tracking
ability on roads with different adhesion coefficients is validated via the HIL (Hardware in Loop)
platform. According to the simulation in HIL with the provided strategy, the path-tracking error
during the typical condition decreased by 21.73~93.84%, demonstrating the SMC controller can be
used to improve the path-tracking performance of an ASV.

Keywords: path-tracking; ASV; SMPC

1. Introduction

Normally, a vehicle equipped with an articulated steering system is identified as an
ASV (Articulated Steering Vehicle). The unique mechanical structure of the articulated
steering system allows the vehicle to have a lower steering radius. Thus, it is quite common
in engineering, such as mining vehicles and loaders. Developing autonomous or remote-
controlled ASVs will ease the burden on the drivers. Environmental perception, path
planning, and path-tracking are the three vital operations for an autonomous vehicle.
Compared to a normal passenger car, these ASVs often operate in closed areas. These areas
have lower interference but worse road conditions than paved roads [1]. There are still some
challenges for autonomous passenger cars [2]. Because of the simpler working conditions
and fewer challenges for autonomous ASVs, it may be easier to apply the technology in
these situations. Thus, it is necessary and meaningful to improve the path-tracking ability
of the ASV.

For the passenger car, plenty of work has been done to enhance the path-tracking
ability [3]. A simultaneous path following the control method was presented based on a
4WD-4WIS (Four-wheel Drive and Four-wheel Independent Steering) autonomous vehicles
in [4]. In the work by Zhang, L., the AFS (Active Front Steering System) and differential
braking system were coordinated to improve the path-tracking ability of an autonomous
vehicle [5]. J Yu J. combined the robust MPC (Model Predictive Control) and optimal
preview controller to maintain the path-tracking error of a passenger car [6]. The algorithm
was validated by simulation with different road friction coefficients, bank angles, and
vehicle mass uncertainty. A path-tracking control algorithm was designed for an AGV
(Autonomous Ground Vehicle) based on the linear parameter-varying system. It controls
the vehicle path at different velocities and road friction coefficients [7]. In these works, the
strategy was similar. Usually, it comprises three units: the reference model; upper layer
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controller; and lower layer for the sub-control system, such as DYC (Direct Yaw Control),
AFS, or ABA (Active Brake Assist).

The dynamic model for vehicles with articulated steering systems and regular cars
has been developed, and the analysis and optimization process of path-tracking ability can
be taken as a reference.

Due to the structural characteristic of an ASV, its reference model is different from a
vehicle with an Ackerman steering system. For the ASV, studies have developed dual-parts,
equivalent skid and slip, and recombined methods to build the reference model. In the
dual-parts method, an articulated joint connects the front and rear of the vehicle. The
rear component is taken as an extra mass attached to the front component, according to
the articulated joint [8]. For the equivalent skip and slip model, the ASV is simplified as
two skids, two slips, and a hinge that connects them into a whole system [9]. During the
steering process, the vehicle’s center of mass changes as the angle varies between the front
and rear components.

The path-tracking control strategy can be categorized as a model-free algorithm, a
model-based algorithm, and a learning-based control [10].

The common model-free algorithms include PID, SMC (Sliding Mode Control), and
fuzzy logic control. The PID control method is frequently used in engineering due to its
simple structure and straightforward design and implementation [11]. However, its disad-
vantages are also well-known. Regulating the nonlinear system and system uncertainty
is difficult. Furthermore, the low adaptive ability of the control parameters in diverse
working conditions is of concern. Some hybrid algorithms have been developed based on
PID to deal with the situation [12]. The fuzzy control has been used to adjust the control
parameter to avoid the manual parameter adjustment process [13]. Peng, D. established an
anti-windup PID controller based on the Gaussian function to adjust the parameters in the
PID controller [14]. The SMC is known as a nonlinear feedback control. It has the advantage
of being immune to external disturbances and its fast reaction [15]. However, chattering
may occur when the input changes to a high frequency. Thus, the second-order SMC was
designed based on the first-order SMC with an improved power-added integrator tech-
nique [16]. The fuzzy-SMC was provided to adjust the sliding mode boundary thickness
and gain coefficient. With the structural asymmetry of the fuzzy rule, the trajectory tracking
error is minimized [17]. The fuzzy logic control contains four major steps: fuzzification;
fuzzy rules; fuzzy interference; and defuzzification. The fuzzy rule is the key to achieving
good fuzzy logic control. The determination of the fuzzy rule relies on expert experience,
which often needs a large amount of experimental data. The optimization algorithm was
combined with fuzzy control to improve its performance. The fuzzy controller was opti-
mized by a genetic method to maintain path-tracking accuracy while improving vehicle
stability [18]. The PSO (Particle Swarm Optimization) has been used in the fuzzy controller
to achieve a better path-tracking effect and self-adaptability [19].

Compared to the model-free algorithm, the model-based algorithm needs more math-
ematical model details. The typical model-based algorithm is LQR (Linear Quadratic
Regulator) and MPC. The LQR can achieve a balance between the control effort and the
system by adjusting the weight value or matrix represented by Q and R [20]. It has strong
robustness for linear control systems [21]. Normally, the value of Q and R is determined
based on experience [22]. To acquire better control results, the value of Q and R can be
gained by optimization methods, such as PSO and a GA (Genetic Algorithm) [23]. The MPC
can achieve feedback correction and prediction for a system with multiple constraints and
feedback. It maintains the accuracy of path tracking and vehicle stability by considering
the vehicle’s dynamic constraints [24]. However, its high complexity requires a higher
performance process [25]. Bai, G. took a mining vehicle with an articulated steering system
as an example and provided a nonlinear model predictive controller to lower the path
tracking error when the operating speed of the vehicle increased from 2 m/s to 4 m/s [26].
Huang, B. designed an AMPC (Adaptive Model Predictive Controller) to lower the path
tracking error for an ASV [27].
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A typical learning-based method is reinforcement learning. Its performance can be
enhanced gradually with a large amount of training data. An innovative self-learning
system based on reinforcement learning has been provided for an unmanned surface
vehicle. It only uses the input and output signals [28]. Ma Haitong developed a model-
based feasibility enhancement technique of constrained reinforcement learning that can
enhance the feasibility of policies using a generalized control barrier function that is defined
based on the distance to the constraint boundary [29].

For ASVs, it usually works in a worse condition than the passenger car. Therefore,
maintaining its stability while tracking the reference path is quite important. According
to the current work, two major components are important to achieve this goal: the path-
tracking model and the control strategy. In this case, the path-tracking model is based on
the recombination structure model, which has better accuracy than the normal model. An
integrated adaptive feedback control (AFC) and SMC are provided to maintain the tracking
ability on the road with high and low adhesion coefficients.

2. Model Establishment and Validation
2.1. Path-Tracking Model

A vehicle is a complicated dynamic system with lots of DOFs (Degrees of freedom).
The simplified model with 2 DOFs is taken as the reference model to maintain efficiency.
The dual-parts and equivalent skip and slip models ignore the mass variation during the
steering process. To improve the accuracy, the recombination structure model considers
the mass variation. In the recombination structure model, the front and rear components
recombined as a new vehicle with the shifted mass center during the steering process.
The diagram of this model is illustrated in Figure 1. In Figure 1, the actual mass center is
identified as Oa.
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Figure 1. Recombination structure model.

According to the geometry relationship demonstrated in Figure 1, the distance between
the front and rear components of the recombined vehicle can be gained by Equation (1),
according to the cosine law.

L f r =
√

L2
f 2 + L2

r2 + 2L f 2Lr2 cos θ (1)

LOa f =
mr L f r

m f +mr

LOar =
m f L f r

m f +mr

(2)


sin θ f
sin θ = Lr2

L f r
sin θr
sin θ =

L f 2
L f r

(3)

where
Iw

.
ω =

(
L f 1 + LOa f cos θ f

)
Fy f − (Lr1 + LOar cos θr)Fyr

≈
(

L f 1 + LOa f

)
Fy f − (Lr1 + LOar)Fyr

(4)
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
.

Y = vx sin φ + vy cos φ
.
φ = ω
m
( .
vy + vxω

)
= Fy f + Fyr

Iz
.

ω =
(

L f 1 + LOa f

)
Fy f − (Lr1 + LOar)Fyr

(5)

in which Y is the lateral displacement of the vehicle, vx and vy are the longitudinal and
lateral speeds of the vehicle; φ denotes the vehicle yaw angle, ω represents the yaw rate; m
is the vehicle mass; Fy f and Fyr represent the lateral force of the front and rear axles; Iz is
the yaw moment of inertia.

Based on the geometry analysis in Figure 1, the tire sideslip angle in this model can be
gained by Equation (6). α f = β +

(L f 1+LOa f )ω

vx
− θ f

αr = β − (Lr1+LOar)ω
vx

− θr
(6)

The lateral force of the tires on the front and rear axles can be obtained by the follow-
ing equation: {

Fy f = k f α f
Fyr = krαr

(7)

in which k f and kr mean the equivalent cornering stiffness of tires on the front and rear axles.
The path-tracking model of an articulated vehicle can be transferred into Equation (8).

.
Y = vx sin φ + vy cos φ
.
φ = ω
.
vy = 1

m

[
k f

(
β +

(L f 1+LOa f )ω

vx
− θ f

)
+ kr

(
β − (Lr1+LOar)ω

vx
− θr

)]
− vxω

.
ω = 1

Iz


(

L f 1 + LOa f

)
k f

(
β +

(L f 1+LOa f )ω

vx
− θ f

)
−(Lr1 + LOar)kr

(
β − (Lr1+LOar)ω

vx
− θr

)


(8)

2.2. Model Validation

The established path-tracking model needs to be validated before further application
because it is different from the classical vehicle dynamic model for regular passenger
cars. The vehicle trajectory and yaw rate were recorded by the GPS (Global Position
System) and IMU (Inertial Measurement Unit) mounted on the ASV (As shown in Figure 2).
The articulated angle was calculated based on the distance between the front and rear
components. The distance value was acquired from a distance sensor. The details of the
sensors in the test are listed in Table 1.
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Table 1. Sensors in the field test.

No Sensor Measured
Parameter Type Sampling

Frequency (Hz)

1 Distance sensor Distance BRT38-0.5M-COM1024-DC24 20
2 Speed sensor Speed, Location V-box 20
3 IMU Yaw rate SST 810 100

The step input of the articulated angle was taken as the field test scenario. The acquired
vehicle yaw rate and location data were compared to the corresponding value gained from
the established model, as shown in Figures 3 and 4.
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Figure 4. Comparison of vehicle trajectory.

The illustrations in Figures 3 and 4 show that the calculated vehicle yaw rate and
trajectory are in good correlation with the test data. Thus, the built path-tracking model
could accurately demonstrate an ASV’s dynamic characteristics.
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3. Controller Design
3.1. Slide-Mode Prediction Controller

The concept of SMPC is building the basic predictive model with a sliding mode
function using MPC’s prediction and feedback correction method to obtain a controller
with the advantage of these two algorithms. The SMPC can avoid the influence of uncertain
factors and oscillations on the sliding surface [30]. The process of the SMPC is similar to
MPC in that it comprises three major steps: prediction; updating; and feedback correction
(shown in Figure 5). The prediction is achieved based on the sliding mode value and
historical information. The updating process refers to repeatedly optimizing the input
to enable the index function of the system to become closer to the global optimization.
Feedback correction is to diminish the influence of prediction deviation.
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A linear discrete-time system’s state–space function can be described as follows.{
x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k)

(9)

in which x(k) represents the state vector of the system, u(k) is the control vector, y(k) means
the system output vector. The system matrix, input, and output matrix are represented by
A, B, and C, respectively. The output error of the system can be gained based on the system
output vector and the expected value of the system output.

e(k) = y(k)− yd(k) (10)

The sliding mode function of the system can be defined as follows:

s(k + 1) = σe(k + 1) (11)

in which σ =
[
σ1, · · · , σn

]T , where its value can be determined by the classical pole
configuration or quadratic optimization method. Therefore, the system’s dynamic charac-
teristics and stability can be optimized. The sliding surface of the system can be obtained
by S ={e(k)|s(e(k)) = 0}.

Based on Equations (9)–(11), the future sliding mode output at the time k + P can be
obtained, as shown in Equations (12) and (13).

s(k + P) = σe(k + P) (12)

s(k + P) = σC

 APx(k) +
N−1
∑

i=1
AP−iBu(k + i − 1)

+
P−N
∑

i=1
Ai−1Bu(k + N − 1)

− σyd(k + P) (13)
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in which P means the prediction time domain, and N means the control time domain.
Using a similar method, we can obtain historical information at the time k − P.

s(k − P) = σC

 APx(k − P) +
N−1
∑

i=1
AP−iBu(k − P + i − 1)

+
P−N
∑

i=1
Ai−1Bu(k − P + N − 1)

− σyd(k) (14)

Equation (13) can be sorted as follows.

S(k + 1) = Gx(k) + ΘU(k)− σYd(k) (15)

in which S(k + 1), U(k), Yd(k), G and Θ are defined in Equations (16)–(20).

S(k + 1) =
[
s(k + 1) s(k + 2) · · · s(k + P)

]T (16)

U(k) =
[
u(k) u(k + 1) · · · u(k + N − 1)

]T (17)

Yd(k) =
[
yd(k + 1) yd(k + 2) · · · yd(k + P)

]T (18)

G =
[
σCA σCA2 · · · σCAP]T (19)

Θ =



σCA 0 · · · · · · 0
σCAB σCB 0 · · · 0

· · · · · · . . . · · · 0
σCAN−1B σCAN−2B · · · σCAB σCB

σCAN B σCAN−1B · · · σCA2B σCAB + σCB
...

... · · ·
...

...

σCAP−1B σCAP−2B · · · σCAP−N+1B
P−N
∑

i=0
σCAiB


(20)

Normally, there are certain deviations in the mathematical model of sliding-mode
prediction due to the system’s time lag, nonlinearity, and external disturbance. Hence,
the current actual measured value corrected the future sliding-mode predicted value
s(k), and the history value s(k|k − P ), and the future prediction value were gained by
the mathematical model s(k|k + P ). The corrected future sliding-mode predicted value
s(k + P) can be expressed as:

s(k + P) = s(k + P) + hP[s(k)− s(k|k − P )] (21)

in which hP is the feedback correction coefficient. Rewriting Equation (21) in the vector
form produces Equation (22).

S(k + 1) = S(k + 1) + HE(k) (22)

S(k + 1) =
[
s(k + 1) s(k + 2) · · · s(k + P)

]T (23)

E(k) = S(k)− SP(k) (24)

S(k) =
[
s(k) s(k) · · · s(k)

]T
1×P (25)

SP(k) =
[
s(k|k − 1 ) s(k|k − 2 ) · · · s(k|k − P )

]T (26)

H = diag
[
h1 h2 h3 h4

]
(27)
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To solve the optimal control output of the system based on the MPC theory, the sliding-
mode error and system input are taken as the system optimization indicators, and the cost
function can be determined by Equation (28).

JP(k) =
P

∑
i=1

qi[s(k + i)− sr(k + i)]2 +
N

∑
j=1

rj[u(k + j − 1)]2 (28)

in which qi and represents the weight coefficient of the two indicators, and sr(k + i) means
the reference value of the sliding mode.

The exponential approach law was chosen as the sliding-mode reference value to
acquire the desired control performance, as shown in Equation (29).{

sr(k + P) = (1 − qT)sr(k + P − 1)− εTtanh(sr(k + P))
sr(k) = s(k)

(29)

Rewriting the cost function in Equation (28) in the vector form, as shown in Equation (30),
the corresponding weight coefficient matrix is shown in Equations (31) and (32).

JP(k) = ∥S(k + 1)− Sr(k + 1)∥Q + ∥U(k)∥R
= [Gx(k) + ΘU(k)− σYd(k)]

(30)

Q = diag
[
q1 q2 · · · qP

]
(31)

R = diag
[
r1 r2 · · · rN

]
(32)

3.2. Path-Tracking Controller

The vehicle’s lateral distance, yaw angle, lateral velocity, and yaw rate were chosen as
the state vector in the path-tracking process x.

x =
[
Y φ vy ωr

]T (33)

For the output vector y =
[
Y φ

]T , the articulated angle was set as the control input,
thus, u = θ. The system matrix A, input matrix B, and output matrix C are defined in
Equations (34)–(36).

A =


1 ∆T

(
vx cos φ − vy sin φ

)
∆T cos φ 0

0 1 0 ∆T

0 a32 1 + ∆T
kr−k f
mvx

−∆Tvx

0 0 a43 a44

 (34)


a32 = ∆T

(
k f (L f 1+LOa f )−kr(Lr1+LOar)

mvx
− vx

)
a43 = ∆T

k f (L f 1+LOa f )−kr(Lr1+LOar)
Izvx

a44 = 1 + ∆T
k f (L f 1+LOa f )

2−kr(Lr1+LOar)
2

Izvx

(35)

B =

[
0 0 ∆T

k f Lr2+kr L f 2
mL f r

∆T
k f Lr2(L f 1+LOa f )−kr L f 2(Lr1+LOar)

Iz L f r

]
(36)

C =
[
1 1 0 0

]
(37)

The constraint should consider the input and vehicle dynamic limitation during
the path-tracking process. Thus, the constraints during the process can be summarized
as follows: 

θmin ≤ u ≤ θmax
α f min − ξ ≤ α f ≤ α f max + ξ

αrmin − ξ ≤ αr ≤ αrmax + ξ

(38)
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in which θmin and θmax mean the minimum and maximum articulated angle of the vehicle,
α f min, α f max, αrmin, and αrmax represent the minimum and maximum sideslip angle of the
front and rear tires, ξ is the slack factor. The output range of the system can be adjusted
dynamically by setting the value of ξ.

4. Path-Tracking Performance Validation

To validate the effectiveness of the designed path-tracking controller, a double-lane
change was implemented in the hardware in the loop (HIL) platform. As shown in Figure 6,
in the HIL, the designed strategy was set in the dSPACE MicroAutoBox, and the vehicle
dynamic model, motor control model, and road model were simulated in the SCALEXiO
unit. The dSPACE MicroAutoBox acted as the VCU for ASV, while the ASV and road were
simulated in the SCALEXiO unit. The data in these units were sent to the platform for
data visualization.
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Figure 6. HIL platform.

A double-lane change is one of the most common work conditions used to validate
vehicle path-tracking performance. During the test, the vehicle shifts to another routine
from the original path and returns to the original path without hitting the boundary (red
lines) in Figures 7 and 8. A double-lane change initiated on a road with high and low
road cohesion coefficients was simulated in this case. Considering the low stability of an
ASV, the vehicle speed was set to 60 km/h. The vehicle trajectory and yaw rate during the
double-lane change process are illustrated in Figures 7 and 8.

Electronics 2024, 13, x FOR PEER REVIEW 10 of 14 
 

 

of the front and rear tires,   is the slack factor. The output range of the system can be 

adjusted dynamically by setting the value of  . 

4. Path-Tracking Performance Validation 

To validate the effectiveness of the designed path-tracking controller, a double-lane 

change was implemented in the hardware in the loop (HIL) platform. As shown in Figure 

6, in the HIL, the designed strategy was set in the dSPACE MicroAutoBox, and the vehicle 

dynamic model, motor control model, and road model were simulated in the SCALEXiO 

unit. The dSPACE MicroAutoBox acted as the VCU for ASV, while the ASV and road were 

simulated in the SCALEXiO unit. The data in these units were sent to the platform for data 

visualization. 

dSPACE MicroAutoBox dSPACE 

SCALEXiO

Reference 

model
SMPC

θ,v θ

Vehicle state

Data visualization

 

Figure 6. HIL platform. 

A double-lane change is one of the most common work conditions used to validate 

vehicle path-tracking performance. During the test, the vehicle shifts to another routine 

from the original path and returns to the original path without hitting the boundary (red 

lines) in Figures 7 and 8. A double-lane change initiated on a road with high and low road 

cohesion coefficients was simulated in this case. Considering the low stability of an ASV, 

the vehicle speed was set to 60 km/h. The vehicle trajectory and yaw rate during the dou-

ble-lane change process are illustrated in Figures 7 and 8. 

 

Figure 7. Comparison of vehicle trajectory (


 = 0.8). 

As shown in Figure 7, without an SMPC, the gap between the ASV’s lateral distance 

and reference became larger over the course of the double-lane change. At the end of the 

process, the trend of the lateral distance continued to increase. For the ASV with an SMPC, 

the overall error of lateral distance was smaller, and the lateral distance converged. 

Figure 7. Comparison of vehicle trajectory (µ = 0.8).

As shown in Figure 7, without an SMPC, the gap between the ASV’s lateral distance
and reference became larger over the course of the double-lane change. At the end of the
process, the trend of the lateral distance continued to increase. For the ASV with an SMPC,
the overall error of lateral distance was smaller, and the lateral distance converged.

As shown in Figure 8, with an SMPC, the dwell time of the vehicle’s yaw rate between
the ASV and reference model was smaller, and it had a smaller peak value.
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As shown in Figure 9, when the road adhesion was set to 0.3 without an SMPC, the
ASV lost control, and the error between its lateral distance and the desired routine kept
increasing over the course of the double-lane change. With the control of an SMPC, the
ASV maintained the vehicle trajectory error within a certain range.
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As shown in Figure 10, without an SMPC, the vehicle yaw rate was bigger than the
yaw rate gained from the reference model. The gap in vehicle yaw rate between the vehicle
with an SMPC was smaller than the gap without it.
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The RMSE (Root Mean Square Error) and MAE (Maximum Absolute Error) of the
vehicle trajectory and yaw rate during the double-lane change process were calculated and
compared, as shown in Table 2.
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Table 2. RMSE and MAE of the vehicle trajectory and yaw rate.

Road
Adhesion Indicator

RMSE MAE

Without
SMPC With SMPC Without

SMPC With SMPC

µ= 0.8 Trajectory 0.013 0.004 0.51 0.19
Yaw rate 0.033 0.017 0.23 0.18

µ= 0.3 Trajectory 0.211 0.013 6.91 0.32
Yaw rate 0.0013 0.0007 0.02 0.01

RMSE judges the global error in the whole range, while MAE indicates the maximum
error of the peak value. For these two indicators, a lower value means better performance.
In Table 1, both the RMSE and MAE decreased dramatically when the vehicle was equipped
with an SMPC. Therefore, the designed SMPC can improve the path-tracking ability of ASV.

5. Conclusions

An ASV usually works in sealing or semi-sealing areas, where the working conditions
are simpler than the passenger vehicle. Autonomous driving for an ASV can save on labor
and decrease potential risks, which makes it meaningful and practical. The path-tracking
ability is one of the fundamental functions of autonomous driving. A path-tracking model
and the SMPC method were provided based on vehicle dynamic theory to improve an
ASV’s path-tracking performance. Its effectiveness was validated by double-lane change
conditions on a road with different road adhesion coefficients. The simulation was con-
ducted on the HIL platform. According to the simulation, with the provided SMPC con-
troller, the path-tracking error decreased by 21.73~93.84%. The designed SMPC improved
the vehicle path-tracking performance, thus laying a good foundation for autonomous
driving for ASV.

However, for the provided strategy, the robustness against environmental noise and
interference should be further analyzed and improved before it is field tested.
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