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Abstract: Light Detection and Ranging (LiDAR) is a critical sensor for autonomous vehicle systems,
providing high-resolution distance measurements in real-time. However, adverse weather conditions
such as snow, rain, fog, and sun glare can affect LiDAR performance, requiring data preprocessing.
This paper proposes a novel approach, the Adaptive Outlier Removal filter on range Image (AORI),
which combines a projection image from LiDAR point clouds with an adaptive outlier removal filter
to remove snow particles. Our research aims to analyze the characteristics of LiDAR and propose an
image-based approach derived from LiDAR data that addresses the limitations of previous studies,
particularly in improving the efficiency of nearest neighbor point search. Our proposed method
achieves outstanding performance in both accuracy (>96%) and processing speed (0.26 s per frame)
for autonomous driving systems under harsh weather from raw LiDAR point clouds in the Winter
Adverse Driving dataset (WADS). Notably, AORI outperforms state-of-the-art filters by achieving
a 6.6% higher F1 score and 0.7% higher accuracy. Although our method has a lower recall than
state-of-the-art methods, it achieves a good balance between retaining object points and filter noise
points from LiDAR, indicating its promise for snow removal in adverse weather conditions.

Keywords: self-driving car; LiDAR point clouds; projection image from LiDAR; snow removal

1. Introduction

The development of autonomous vehicle technology has recently attracted consid-
erable attention and investment. A major challenge facing these vehicles is the ability
to sense and maneuver through their environment without human intervention [1]. To
overcome this challenge, autonomous vehicles use a combination of different sensors, such
as cameras, LiDAR (Light Detection and Ranging), radar, and GPS, together with advanced
algorithms and machine learning methods to make informed decisions and successfully
navigate their environment [2–4]. Among these sensors, LiDAR is considered a critical
component in enabling autonomous vehicles to effectively sense and understand their
environment. In most cases, the fusion of these sensors provides impressive reliability and
efficiency for autonomous vehicles [5–11].

LiDAR works by emitting a laser beam and measuring the time it takes for the beam
to bounce back after hitting an object. By measuring the distance to objects in the vehicle’s
environment, LiDAR can create a high-resolution 3D map of the vehicle’s surroundings [12].
This 3D map is used to detect and track objects such as other vehicles, pedestrians, and
obstacles, and to help the vehicle navigate its environment. LiDAR can also be used to
detect and measure the speed of other vehicles, which is important for determining safe
distances and speeds for autonomous vehicles to travel. One of the main benefits of LiDAR
is that it can provide accurate measurements in a wide range of lighting and weather
conditions, making it a reliable sensor for use in autonomous vehicles [13–17]. However,
the resolution of LiDAR has limitations, which can be overcome by integrating it with a
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camera [18]. This compatibility can help to address the weaknesses of LiDAR in object
detection and recognition when using a deep learning approach [19–22].

While LiDAR is generally a reliable sensor for use in autonomous vehicles, certain
weather conditions can affect its performance. One of the main problems with LiDAR in
adverse weather conditions is visibility and noise. Heavy rain, snow, or fog can scatter the
laser beams and reduce the sensor’s range or cause false readings [23–27]. In extreme cases,
the sensor may not be able to detect any objects at all. In addition, glare from the sun or
bright headlights can also affect the sensor’s ability to detect objects. As a result, current
LiDAR sensors do not perform as well in adverse weather conditions as they do in clear
weather, which is why autonomous vehicles are still in the development and testing phase
and not fully ready for commercial use. To mitigate these issues, LiDAR data can be filtered
to detect and remove unwanted clutter in adverse weather conditions. This process can
improve its ability to detect objects in challenging conditions.

Recently, there has been a growing interest in processing LiDAR data. Figure 1 shows a
LiDAR and camera fusion image from the Canadian Adverse Driving Conditions Dataset [28].
Figure 1a shows a typical LiDAR frame under light snow weather conditions. In ideal
weather conditions, LiDAR can improve the visibility and reliability of automated vehicle
systems. However, weather can have a negative impact on LiDAR performance [24,29–31].
Snow can limit the field of view of LiDAR and reduce its reliability, as shown in Figure 1b.
This figure shows numerous snowflakes captured around the vehicle. These random snow
particles can also interfere with the vehicle’s warning systems. The closer the snowflakes are
to the vehicle, the denser they become, which could lead to serious accidents in autonomous
vehicles. Therefore, removing snow particles and filtering noise from LiDAR data is critical to
improving its quality and reliability.
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Figure 1. Raw point clouds from LiDAR data combine with the images from the Canadian Adverse
Driving Conditions Dataset: (a) vehicles under light snow weather conditions, and (b) the host
vehicle under an extreme snow weather condition. The color of the points represents the distance
of the reflecting sites from the LiDAR in the host. In both pictures, there are a lot of snowflakes
represented in red spots closely in front of the car windows that may interfere with the eyesight of
the driver and limit his ability to recognize objects.

Data processing from LiDAR sensors in adverse weather conditions can be challenging
due to the increased noise and reduced signal-to-noise ratio caused by the weather [29,32].
The efficiency of traditional filters is significantly reduced on data from LiDAR. Therefore,
advanced filtering techniques were proposed to remove noise from the LiDAR data [32–34].
Previous designs for filtering snow points from LiDAR data have shown impressive results.
However, these filters also remove points that are part of actual objects, leading to the loss
of valuable information from the LiDAR data.

Computer vision models have become increasingly proficient in recognizing patterns
across various tasks, achieving prominent levels of efficiency and accuracy [35–37]. As
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such, their potential to address noise filtering problems is a natural extension of their capa-
bilities. With the increasing use of sensors such as LiDAR in various applications, including
autonomous vehicles, noise filtering has become a significant area of interest [38,39]. The
ability to effectively filter out unwanted noise from sensor data is crucial in enhancing the
accuracy of object detection and recognition. Recently, researchers have developed vari-
ous noise filters to improve the performance of autonomous vehicles in extreme weather
conditions [36,40–42]. Some filters use advanced machine learning techniques to detect
and remove noise from sensor data [43,44], while others employ physical filters or signal
processing techniques to achieve similar results [45–47]. These filters use a variety of
techniques, such as denoising algorithms [33,48] and adaptive filtering [29,32] to remove
unwanted noise from LiDAR data and enhance the accuracy of object detection and recog-
nition. By improving the visibility of LiDAR sensors, these filters can help to increase the
safety and reliability of autonomous vehicles, especially in challenging weather conditions
where visibility is limited. As the development of autonomous vehicles continues to ad-
vance, the use of noise filters is likely to become increasingly important in ensuring the
safety and efficiency of these vehicles. The researchers also achieved impressive results
in their experiments and their approach may be useful for improving the performance of
autonomous vehicles in extreme weather conditions.

However, these filters mainly focus on improving the quality of camera images [40–42,48–50],
and their effectiveness on LiDAR data is not significant. On the other hand, image-based ap-
proaches are mainly used to train computer vision models [43,51,52], which are capable of
recognizing patterns in data and filtering noise even in adverse weather conditions. However,
deep learning models require large amounts of data for training and have high model complexity.
To our knowledge, no research has focused on filtering noise from images generated from LiDAR
data. Recognizing that the noise in these images inherits characteristics from the LiDAR data, we
propose an adaptive filter to overcome the limitations of previous filters.

It is worth noting that even though the technology has been commercialized for
years, the data processing from LiDAR in adverse weather conditions is still a challenging
task. Therefore, autonomous vehicles are being thoroughly evaluated in various weather
conditions to ensure a higher level of safety.

In this paper, we present a novel adaptive outlier removal on range image filter that
aims to improve the accuracy and processing time for noise detection and removal from
LiDAR data. We also evaluate the performance of the filter using experiments on the Winter
Adverse Driving dataset (WADS) [53]. The main contributions of this research are:

1. A comprehensive analysis of the influence of traditional methods on LiDAR point
clouds and the introduction of a range image approach has been shown to be effective.

2. The proposed AORI filtering method for the range image, which demonstrates high
performance in terms of processing time and accuracy.

3. An experiment on the WADS dataset under extreme weather conditions and a com-
parison with other existing methods in terms of accuracy, F1 score and execution time.

2. Related Work

The process of filtering noise from a LiDAR point cloud involves the elimination or
reduction of extraneous data points that are not representative of the actual environment.
This step is crucial, as LiDAR sensors are prone to producing false readings, such as out-
liers, due to environmental conditions or inherent sensor noise. The ultimate objective
is to attain a precise and unadulterated representation of the environment, which is es-
sential for a range of applications including autonomous navigation, object detection and
scene comprehension.

There are several commonly used traditional methods for filtering noise from Li-
DAR point clouds, including statistical outlier removal (SOR) and radial outlier removal
(ROR) [54,55]. Both SOR and ROR are techniques that eliminate data points that are sig-
nificantly different from the majority of the data. These methods help to reduce errors or
noise in Li-DAR point clouds, thereby improving the quality of the data. Noise is classified
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based on the clustering of the data. Errors or noise often occur randomly. Therefore, their
density is sparser than the object points. Traditional filters classify data according to this
characteristic. The advantage of traditional methods is that they are fast. However, accuracy
and reliability are not high.

Traditional filters are usually quite simple, while the data density of objects in LiDAR
is different. Therefore, several adaptive filters have been proposed to solve this problem,
such as dynamic statistical outlier removal (DSOR) [53] and dynamic radius outlier removal
(DROR) [29]. DROR generates an adaptive search radius that can be changed depending
on the distance between the object and the LiDAR. DSOR has a similar idea. The mean
distance is varied by distance to account for the change for each point in the entire LiDAR
data. The effectiveness of the filter is improved by accounting for the decrease in density of
object point clouds with increasing distance from the LiDAR. This is achieved by defining
the search radius as the product of a multiplier constant and the distance to the object.
The results of DSOR and DROR show that the proposed method achieves more than 90%
accuracy on the LiDAR point cloud without removing environmental features.

In another aspect, deep learning models offer an opportunity to address this challenge,
utilizing techniques such as denoising algorithms, adaptive filtering, and temporal filtering
to effectively remove noise from the data [56]. As these models continue to evolve, their
potential to improve the accuracy and reliability of sensor data will undoubtedly play a
significant role in advancing many fields, including autonomous vehicles, robotics, and
healthcare. The researchers applied computer vision to noise classification from LiDAR.
Data from LiDAR will be converted to an image format. These images will be fed into the
training model to detect features to identify noise from the image. Wheathernet [43] and
4DenoiseNet [44] have been shown to be effective in improving data quality from LiDAR
in this approach. In certain scenarios, deep learning methods may outperform traditional
approaches. However, traditional supervised learning algorithms rely heavily on large,
labeled datasets to train models, making them less effective when labeled data are limited.
Unsupervised learning, on the other hand, allows for the exploration and discovery of
hidden patterns and structures within the data without the need for explicit labeling [57].
This enables the model to generalize better and achieve higher accuracy even when limited
labeled data are available.

The intensity approach has also received much attention in recent studies. Low-
intensity outlier removal (LIOR) [45] pioneered the use of point intensities in LiDAR data
sets in conjunction with traditional filtering for noise detection. High-intensity object
points are removed. As a result, filter performance is significantly improved. However, the
filtering performance still needs to be improved. Some combined adaptive filtering meth-
ods using intensity have been proposed to overcome these limitations, such as Dynamic
Distance–Intensity Outlier Removal (DDIOR) [46] and Adaptive Group of Density Outlier
Removal (AGDOR) [58]. The main advantage of these filters is that they can handle point
clouds with different densities more effectively. In areas of high point density, the search
radius is small, resulting in more aggressive outlier removal, while in areas of low point
density, the search radius is larger, resulting in more lenient outlier removal. Dynamic
Light–Intensity Outlier Removal (DIOR) [47] has an efficient FPGA approach that can
improve both accuracy and performance.

However, the precision and recall of these filters have always been significantly
different. Therefore, these filters always tradeoff between noise detection and noise removal
targeting object points. Therefore, our proposed method is introduced to overcome their
limitations. In this study, we do not use LiDAR point clouds directly, but generate depth
images from them. The depth images are denoised based on the adaptive filtering method
presented in the proposed filter section. This approach can improve more than 96% for
accuracy and nearly 90% for the F1 score on the WADS dataset. The filter can retain the
object points, which is a particularly important factor in an autonomous driving system.
Furthermore, our proposed filter has been adopted to improve the execution time of
the system.
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3. The Proposed Filter

Adaptive noise filter on range image is a novel approach for classifying snow points
from the LiDAR point cloud. As the fact is that the scan lines of LiDARs are not uniformly
spaced in the vertical axe, our raw point clouds obtained from LiDAR will be converted to
range image data. All the processes or filtering will be performed in the frame of the range
images. This innovative approach is unique compared to previous filters. Anomalies from
pixels in the image will be detected and eliminated by our proposed method. The general
structure of the filter is depicted in Figure 2. There are two main parts in the proposed
method: image conversion, and adaptive noise filter for range images from LiDAR. In this
section, the details of each step will be introduced.
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Figure 2. The overall structure of our proposed method. Raw data from the point cloud, as in the left
picture, will be projected in the frame of the range image, as in the center picture. Then, our proposed
filter will segment objects and noise points in the range images. The filtered images without the noisy
snow will be projected back into the real 3D space for the results, as shown in the right picture.

3.1. Generating the Range Image

The spacing between elevation angles from diverse types of LiDAR is not uniform.
As a result, the distribution of data obtained from LiDAR is not uniform in density. The
density of the central point differs significantly at the top and bottom of the vertical field
of view, as shown in Figure 3. The uniformity of the horizontal resolution of a LiDAR
system is well established, while the vertical resolution is a significant disparity. Therefore,
traditional filters are challenged at the top and bottom lasers due to the large elevation
angle. To solve this problem, our proposed approach focuses on 2D range images where
the distribution of pixels is the same over the entire data. Furthermore, it is worth noting
that the 2D image representation can also capture the local geometric properties of the
LiDAR data. By exploiting this intrinsic property, it is possible to obtain the neighboring
points of each LiDAR point without the need to construct a KD-tree.

Creating a range image from LiDAR data involves converting the 3D point cloud
data into a 2D representation showing the distances between the LiDAR sensor and the
objects in the scene. Each point in WADS contains four data fields including [X, Y, Z, and
Intensity]. X, Y, and Z are Cartesian coordinates in 3D space. Normally, traditional filters
use values from these coordinates to find relationships between points and distinguish
them from noisy points. However, we found that the uneven distribution of elevation
angles from the LiDAR significantly reduces the efficiency of the filters. Figure 3 shows
the distribution of elevation angles from LiDAR Pandar64. In addition, the horizontal data
points are much denser compared to the vertical distribution. Therefore, these issues affect
the filtering of noise from the filter based on the raw data point clouds, where the previous
filters suggested a density-based noise classification. The difference in resolution between



Electronics 2023, 12, 2150 6 of 18

the horizontal and vertical axes of LiDAR is significant, particularly for the upper and
lower lasers. As a result, a larger search radius is required to identify neighboring points in
adjacent lasers. However, this significantly reduces the ability of the filters to remove noise.
To overcome this problem, we propose a novel approach using projected images derived
from LiDAR point clouds. The point clouds are rescaled to pixels in a 2D image where the
resolution between points is similar. On the other hand, the 2D image representation allows
for the capture of the local geometry of the LiDAR data, allowing for the easy detection of
neighboring points without the need to construct a KD-tree.
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Figure 3. Elevation angle distribution: (a) vertical range of LiDAR Pandar64; and (b) the elevation
angle for each laser beam.

The spherical projection process was applied to convert LiDAR point clouds to 2D
range images which was shown in Figure 4. The distance (r), vertical angle (θ), and
horizontal angle (ϕ) of the points can be calculated as:

r =
√

x2 + y2 + z2

ϕ = arctan x
y

θ = arctan z
r

. (1)

This step involves transforming the three-dimensional point cloud data into a two-
dimensional representation through a process called scan conversion. The process involves
mapping each 3D point in the point cloud to a specific pixel in the 2D image.

Subsequently, the 3D points in the point cloud are projected onto the 2D image plane
through either a perspective or orthographic projection method. The column and row index
of the range image are represented by u and v, respectively.

To align with the vehicle’s heading direction, the center column of the range image
should be calculated using the formula for u, which can be expressed as:

u =

[
1
2

(
1 +

ϕ

π

)
·w
]

, (2)

where w represents the width from the Range Image. w was determined based on the
horizontal resolution of LiDAR (rh) using the following formula:

w =
360

◦

rh
(3)
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3.2. Adaptive Noise Removal Filter on Range Image

In this step, our goal was to detect snow particles based on range image data. We
observed that snow particles appeared randomly in the range image and were characterized
by a lower density compared to objects. The unique characteristics of snow particles in
contrast to objects, such as their irregular distribution and lack of clustering, allowed
our proposed method to exploit the inherent properties of the LiDAR dataset, where the
distance between points tends to increase with distance. Therefore, we introduced an
adaptive filter that can effectively detect and remove snow particles in the range image.

The idea for this filter is based on detecting neighboring pixels that satisfy the distance
condition. The distance of neighboring pixels must be less than the search radius (SR).
Hence, we filtered the correlation for this case. A label matrix was generated during
cross-correlation filtering (L(a,b)). To accommodate the unique nature of LiDAR data, the
adaptive filter described in this work incorporated a kernel of size 5 × 3 (K) to determine
the label of each pixel in the sliding window, and padding was added to maintain the size of
the label matrix during cross-correlation filtering. Figure 5 illustrates the padding process
for 2D range images from our proposed method. However, because the data between the
first and last columns of the image are sequential, the padded image matrix (Ra,b) was
adjusted according to the following formula:

Rp[1 : a− 1, 2 : b− 2] = R[u, v]
Rp[1 : a− 1, 0 : 1] = R[:, v− 2 : v]
Rp[1 : a− 1, b− 1 : b] = R[:, 0 : 2]

. (4)
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The set Fa,b(Fa,b ∈ Rp), which was called the distance to the center from the nearest
neighbor group, was recognized by the following formula:

Fa,b = abs(Ra−2:a+2,b−1:b+1 − Ra,b) (5)

where a, b is column and row coordinates from the Ra,b.
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axis has been changed in our proposed method. The extension in the first and last columns is copied
from the first and last columns of the original image.

Neighboring points (P) were determined based on the search radius (SR) and neigh-
boring pixels. The difference between neighboring pixels less than SR was defined as a
neighbor point:

Pa,b = Fa,b(Fa,b < SRa,b). (6)

However, to accommodate the distance-based variable densities of the LiDAR data,
the proposed search radius is an equation according to the following formula:

SRa,b= α×θ × Ra,b, (7)

where α is the multiplier factor for the filter, and θ is the angular resolution (azimuth) of
LiDAR. θ is different depending on the LiDAR model.

Then, the total points N(a,b) were a count from the set F(a,b). Core points and outlier
were identified based on the numbers of neighbor (NoN ) and NFi :

L(a,b) =

{
1 i f NoN ≤ N(a,b) (core point)

0 i f NoN > N(a,b) (outlier point)
, (8)

Our approach to noise filtering based on the range image generated by LiDAR rep-
resents a novel methodology. The search radius and a minimum number of neighboring
points were determined by previous studies, and the performance of our filter was signif-
icantly improved by grouping neighboring points and labelling them together with the
core points. This approach optimizes the computation time of the filter. In addition, we
incorporated an input checker in the second stage, which eliminated the need to check all
input points by grouping neighboring objects with the core point. The complete flow of
our filter is shown in Algorithm 1.
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Algorithm 1 Pseudocode of our proposed filter

Input: R[u, v] % Projection range image by laser ID from P = {p1, p2, . . . , pn}
Output: Snow Points, Object Points
Def filterRangeImage:

Rp = paddingRangeImage(R)
L← zeros(Rrows × Rcols)
for a = 1 : Rrows do:

for b = 1 : Rcols do:
if L(a,b) = 0:

SR = α× θ × Ra,b

Fa,b = abs
(

Rpa−2:a+2,b−1:b+1 − Ra,b

)
Pa,b = Fa,b

(
Fa,b < SRa,b).

count the number of Pa,b (NP)
if NoN ≤ NP then

Pa,b← object points (inlier)
else

Ra,b← noise point (outlier)
end if

end if
end for

end for.
Def paddingRangeImage(R):

Rp = zeros(h + 2, w + 4)Rp = zeros(h + 2, w + 4)
Rp[1 : h + 1, 2 : w + 2] = R
Rp[1 : h + 1, 0 : 1] = R[:, w− 2 : w]
Rp[1 : h + 1, w + 3 : w + 4] = R[:, 0 : 2]
return Rp.

4. Experimental Results

To evaluate the effectiveness of our proposed method under challenging conditions,
we conducted experiments on the Winter Adverse Driving dataset (WADS) and compared
our results with those obtained using existing methods. In this section, we provide a brief
overview of the dataset and outline the parameter settings for the filtering and evaluation
metrics. We then evaluate the performance of our proposed filter in terms of accuracy
and compare it with other methods, including ROR, SOR, LIOR, DROR, DSOR, DDIOR,
and AGDOR.

4.1. Experimental Dataset

The Winter Adverse Driving dataset is the first publicly available dataset labeled with
snow particles on each point cloud. The dataset consists of 19 scenes, each containing
approximately 100 frames with more than 200,000 points per frame, and each point is
labeled with one of 22 classes. In our experiment, we were only interested in the subclasses
that are snow particles and non-snow particles. The dataset is diverse in terms of weather
conditions, ranging from light to extreme snowfall. Hence, it was suitable to apply in
experiments to prove our filter efficiency. Previous datasets used in similar research were
limited and heterogeneous, making this dataset ideal for evaluating the generality and
effectiveness of our proposed model.

4.2. Experimental Settings

The filters we chose for the comparison in this experiment included two main types:
the traditional filter (ROR and SOR) and the state-of-the-art filters (LIOR, DROR, DSOR,
DDIOR, and AGDOR). Compared filters were executed in Python language on the same
workstation for reliability. The workstation with Intel® Xeon® Silver 4114 CPU @2.20 GHz,
GRID Virtual GPU V100D-8Q, and 32GB RAM memory was utilized in our experiment.
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The experimental results of our proposed method were affected by the multiplier
value for the search radius (α) and the minimum number of neighbors (NoN). In this
experiment, α and NoN were chosen based on the results of previous studies. To prove the
reliability of our proposed method, we kept the same parameters as the previous filters.
The parameters of the filters in the experiment are shown in Table 1.

Table 1. Filter Parameters.

Method Parameters Value

ROR
NoN 5

Search radius 0.1 m

SOR
NoN 5

Standard deviation 0.1

DROR
Search radius 5

Radius multiplier 3
Azimuth angle 0.1◦

DSOR
NoN 5

Multiplicative 0.05
Global threshold constant 0.1

LIOR

Search radius 0.1 m
NoN 5

Snow detection range 71.235 m
Intensity threshold 9

DDIOR NoN 5

AGDOR
NoN 5

Multiplier factor 0.001
Intensity threshold 9

4.3. Evaluation Metrics

To assess the effectiveness of the filter in harsh weather conditions, we used a 2 × 2
confusion matrix to classify four noise filtering outcomes: True Positive (TP), True Negative
(TN), False Positive (FP), and False Negative (FN). A TP represents an instance where the
filter correctly identifies the snow class, while a TN represents an instance where the filter
correctly identifies the object class. Conversely, an FP represents an instance where the
filter incorrectly identifies the snow class, and an FN represents an instance where the filter
incorrectly identifies the object class. A filter is defined as good if it can filter out most of the
noise while retaining most of the objects. Filters often choose a compromise between these
two parameters in most cases. Therefore, to evaluate the influence of the above two values,
the F1 score was used as a criterion to evaluate the effectiveness of the filter. F1 scores
were developed that rely on both precision and recall. On the other hand, the execution
time is also of interest in the comparison. The five metrics used in the evaluation were
execution time, accuracy (“Acc”), precision (“Pre”), recall (“Re”), and F1 score (F1). While
accuracy is a commonly used metric in classification problems, it can be misleading in
WADS (unbalanced) datasets where the number of object points is significantly larger than
the number of snow noise points. In such cases, a model that simply predicts the object
class for all samples may achieve high accuracy but fail to detect the snow class. The F1
score takes into account both precision and recall and provides a more accurate assessment
of a model’s performance in such scenarios. A higher F1 score indicates a better balance
between precision and recall, which is important in many practical applications.

4.4. Implementation Results

Determining the optimum parameter values for the filter is crucial to improving its
ability to detect and remove noise points. The choice of multiplier value affects the search
radius, and a large search radius may inadvertently include snow particles. A smaller
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search radius will result in more aggressive outlier removal, while a larger search radius
will improve the efficiency of the retaining feature points. In our experiments, we found
that a multiplier of 0.01 and a “NoN” (minimum number of neighbors) of five gave the
best filter performance compared to another study. It is also important to consider the
execution time of the filter. The processing time increases as the search radius decreases or
the minimum number of neighbors increases. However, as the search radius increases, the
number of neighbors also increases, making it easier to determine their labels without the
need for an algorithm. Our experiments were designed to evaluate the effectiveness of the
filter in harsh environments.

The performance of our proposed filter on the Winter Adverse Driving dataset is illus-
trated in Figure 6. The raw LiDAR point clouds from the dataset are shown in Figure 6a,
which contains numerous snow particles collected by LiDAR. Figure 6b shows the projec-
tion area image from the raw LiDAR point clouds, while Figure 6c shows the area image
after applying our proposed filter, which removes the detected snow points, resulting in the
appearance of many white points. The final image shows the result after projection from
the filtered range image. We also present the results of our algorithm and four comparison
methods for this dataset. The clear image is shown in Figure 6d after removing the snow
points from the ground truth.
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Figure 6. Our filter results from the WADS dataset: (a) raw data point clouds under heavy snow,
(b) projection range image from raw data point clouds, (c) an adaptive filter for range image, white
points are noises that were detected and remove by our proposed method, and (d) our result after
projection from range image.
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Snow particles in Figure 7a have a high density, which is a challenge for traditional
noise filters. Due to the sensitivity of point cloud density to distance, traditional density-
based filters are ineffective at detecting snowflakes. Previous studies of traditional filters
without density adjustments resulted in missing long-range information. The object points
appear dense, and it is difficult to observe the difference between the methods. Therefore,
we simulated LiDAR with a vehicle view, which has not been simulated in previous studies.
Figure 6b shows a LiDAR raw data frame from the vehicle perspective. Object points are
marked in blue, while noise points caused by snow particles are marked in red. On the
other hand, DROR and LIOR are more efficient at filtering noise, but still lose important
data points. Most of the important features of the data are retained. However, there is a
trade-off between the ability to filter noise and the retention of important data points. The
higher the efficiency of snow detection, the more important data points are lost. The results
of DSOR are simulated in Figure 7g. The experimental results of DSOR show an impressive
performance in object point retention. Unfortunately, the snow noise is not completely
removed. Our proposed filter overcomes this limitation and achieves high precision and
recall, as shown in Figure 6c. The filter effectively removes the dense density of snow
particles while retaining most of the critical object information. In heavy snow conditions,
our filter cleans the input LiDAR data without losing essential features.
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Figure 7. Comparison of our proposed method with DDIOR, LIOR, DROR, and DSOR on the 93rd
scan of sequence 11 from the WADS dataset: (a) raw data with top view; (b) vehicle view on raw
data and ground truth, where blue points represent the object points and red points represent snow
particles; (c) our proposed method; (d) DDIOR; (e) LIOR; (f) DROR; and (g) DSOR.

4.5. Evaluation

In this section, we will evaluate the filter’s performance by comparing its processing
time and accuracy with those of the SOR, ROR, DROR, DDIOR, AGDOR, and LIOR filters.
The results presented in Table 2 provide an overview of the filter’s efficiency.

The performance of the proposed filter was evaluated using several metrics such as
accuracy, precision, recall, and F1 score. While conventional filters have a simple structure
and faster processing time, they failed to detect object points. On the other hand, the LIOR
filter showed a significant increase in recall, while intensity-based filters were more efficient
in reducing false positive rates. However, the second-step radius outlier removal was not
effective in classifying low-intensity data points. The DROR, DSOR, and DDIOR filters
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showed higher precision and recall than LIOR, but had a high rate of false negatives, which
resulted in the loss of valuable information from the LiDAR, affecting object recognition
and driver safety.

Table 2. Comparison of the proposed filter.

Methods Acc (%) Pre (%) Re (%) F1 (%) Execution Time (s)

SOR 79.57 32.73 21.96 26.98 0.21
ROR 62.5 67.79 18.19 28.68 0.25

LIOR [45] 90.35 66.17 55.56 60.4 0.07
DROR [29] 96.17 71.91 91.89 80.68 10.99
DSOR [53] 95.77 65.07 95.6 77.43 0.2

DDIOR [46] 96.26 69.87 95.23 80.6 1.3
AGDOR [58] 96.15 96.19 80.59 83.3 0.51

Our filter 96.96 87.9 89.92 89.9 0.26

The F1 score provides a balanced measure of both precision and recall. Precision
measures the proportion of snow points among all the predicted snows, while recall
measures the proportion of snow points among all the actual snows in the dataset. High
precision means that the accuracy of the points found is high. High recall means a high True
Positive Rate, which means that the rate of missing actual snow points is low. A high F1
score indicates that the model is effective in detecting both types of object and noise points.

Our proposed method shows a significant improvement in Table 2, as indicated by
the increase in accuracy of 6.61%, 0.79%, 1.19%, 0.7% and 0.81% on LIOR, DROR, DSOR,
DDIOR, and AGDOR, respectively. In particular, the precision of our method increased
by 21.73%, 15.99%, 22.83%, and 18.03% on LIOR, DROR, DSOR, and DDIOR, respectively,
although it was lower than that of AGDOR, indicating that our filter retains feature points.
Although our accuracy results were impressive, our recall results were lower than previous
studies, specifically 1.97%, 5.68% and, 5.31% for DROR, DSOR, and DDIOR, respectively.
We attribute this to our attempt to reduce the search radius, which resulted in the removal
of important feature points. This finding highlights the trade-off between removing noise
and retaining important points and may guide future research in this area to improve
recall. Although these results may be disappointing, they provide valuable insights into the
limitations of our approach and the weaknesses of previous filters, which often resulted in a
significant difference between precision and recall. While recall is important for identifying
all relevant objects in the data, precision is also critical in ensuring that the identified
objects are accurately classified. In this case, our method may be sacrificing some recall for
better precision, resulting in a higher F1 score. We recognized the importance of these two
factors and optimized our filter accordingly. As a result, the F1 score increased significantly
by 29.5%, 9.22%, 12.47%, 9.3% and 6.6% for LIOR, DROR, DSOR, DDIOR, and AGDOR,
respectively. The range image approach effectively preserves object points at different
elevation angles, although it has limitations in detecting snow points close to objects. The
conversion of input data into image data is a limitation of our method, resulting in increased
filter execution time. Nevertheless, our proposed method achieves a significantly higher
number of results than the compared filters.

The processing time is presented in Table 2 along with the other experimental results.
The use of 2D images allows the local geometry of the LiDAR data to be captured, which
makes it easy to capture neighboring points without the need to construct a KD-tree.
Therefore, our proposed method can improve the processing time compared to previous
filters. The comparative methods use the KD-tree algorithm to find the nearest neighbor,
which has a time complexity of O (D × N × logN), where D is the dimensionality of
the data and N is the number of points obtained from LiDAR. On the other hand, the
proposed image-based approach directly obtains neighborhood points, which significantly
reduces the computational complexity. However, the number of pixels in the range image
is generally higher than the total number of points obtained from LiDAR, due to undefined
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pixels where the LiDAR signal does not receive a response, which increases the execution
time. Fortunately, this increase is negligible, resulting in a significant improvement in the
overall execution time. As a result, our proposed method shows significant improvements
in processing time compared to state-of-the-art methods. Specifically, the adaptive range
image approach is five times faster than DDIOR and twice as fast as AGDOR. Furthermore,
the point grouping method successfully reduces the execution time. However, our proposed
filter is still two times slower than LIOR and comparable to DSOR and traditional filters.

Since the performance evaluation of the filter is not a simple task, we may propose
a figure of merit (FOM) to estimate the whole performance of our filter. It can be quan-
titatively defined as the error of filter and FPS which represent the frames per second
(1/Execution time). Let’s define the performance factor as:

FOM =
FPS

100 − 4
√

Acc× Pre× Re× F1
, (9)

Under this definition, the FOM of our filter gets higher performance than the FOMs
for the other methods. With this rule, it can be found that the performance of our filter
would be better than the other traditional methods. That is, our filter performance does an
excellent job in keeping high accuracy at a low computing power.

5. Discussion

Based on our experimental results, the adaptive range image approach effectively
solves two major problems: the ability to detect snow in extreme weather conditions and the
improved processing time for high-resolution data frames. Our proposed method demon-
strates exceptional performance, as indicated by its excellent F1 score coefficient, which
confirms its superior ability to retain object points while detecting and removing noise
points. This translates into increased reliability of LiDAR sensors in vehicles. Furthermore,
our approach exhibits the highest accuracy among the methods compared, making it highly
suitable for use in extreme weather conditions. Our results are validated on the WADS
dataset, which consists of approximately 1800 frames distributed across 18 sequences.

However, the volume of data generated by LiDAR sensors presents a significant
challenge in terms of processing time. Our method provides an effective solution, although
it is still slower than traditional methods and unsuitable for real-time systems. Future
improvements could include data dimensionality reduction methods to overcome this
limitation. Another limitation is the pre-processing step required to convert LiDAR point
clouds into images, although we could potentially bypass this step by directly using the
laser ID from the LiDAR.

6. Conclusions

The results of our proposed method demonstrate its exceptional performance in
operating effectively in extreme environments, a challenging task in recent LiDAR sensor
studies. Experiments conducted on the WADS dataset confirm that the proposed algorithm
effectively reduces unwanted snow points during data acquisition. The range image
approach, in particular the projection range image and the density filter, proved to be
useful and effective. After applying the proposed filter, the F1 score and accuracy were
the best under all weather conditions, achieving a trade-off between filter performance
and execution time. With an F1 score of around 90%, our proposed method is satisfactory,
especially for the vehicle’s driver assistance system. We believe that an accuracy of at
least 95% is ideal for a combination model. The proposed filter can help the LiDAR work
more efficiently and improve its efficiency in extreme environments. This represents a new
direction for filtering noise from LiDAR point clouds and a new pre-processing for the
computer vision approach.
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