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Abstract: An iterative design algorithm is developed for robust disturbance–rejection control of
uncertain systems with time-varying parameter perturbations in this paper. For more design degrees
of freedom, a generalized equivalent-input-disturbance estimator is adopted to approximate the effect
of both disturbances and uncertainties. By the bound real lemma, the H∞ norm is used to evaluate
the robust disturbance–rejection performance of the closed-loop uncertain system. To avoid the
constraints introduced by the widely used commutative condition, the control gains are divided into
two groups and calculated by steps. Further, two robust quadratic stability conditions are derived,
and an iterative design algorithm is developed to optimize the robust H∞ disturbance–rejection
performance. Finally, the effectiveness and advantages of the developed method are demonstrated
by a case study of a suspension system of modern vehicles.

Keywords: disturbance-rejection; uncertain system; robust control; parameter perturbation;
performance optimization

1. Introduction

Practical systems often suffer from unknown disturbances and uncertainties. They
deteriorate control accuracy and even destabilize the systems [1]. For these reasons,
disturbance–rejection control is one of the key issues in control practice.

To improve the disturbance–rejection performance, many strategies have been
developed [2,3]. They can be mainly divided into two categories [4]. The passive methods
use a common feedback loop to handle multiple control objectives at the same time, which
include robust stability, disturbance rejection, noise suppression, etc. By considering the
unknown disturbances and uncertainties as an overall disturbance, the active methods in-
troduce an additional loop, specifically for disturbance estimation and suppression control,
resulting in better control performance [5,6].

By utilizing all the information of system states, the uncertainty and disturbance esti-
mator is developed by assuming any signals can be properly approximated by
filtering [7,8]. The disturbance observer in the frequency domain is composed of a fil-
ter and an inverse dynamic of a nominal plant [9]. It may be a bit tricky to design the filter
to simultaneously fulfill causality, robust stability, and disturbance–rejection performance.
Some techniques were performed to ease the design [10]. The disturbance observer in the
time domain is built on known disturbance models [11,12]. The extended-state observer
is applicable to more general systems, which is another effective method for integral sys-
tems with matched disturbances or mismatched disturbances that can be transformed into
matched ones [13]. The generalized extended-state observer is applicable to general sys-
tems. However, a static or dynamic compensation gain is usually required for mismatched
disturbance [14,15].

Focusing on the influence of disturbances or uncertainties on the system output,
the equivalent-input-disturbance (EID) approach is developed for simple and effective
disturbance–rejection control [16]. An EID is a virtual disturbance defined on the control
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input, which has the same effect on the system output as the real disturbances do. Since
the EID approach provides an estimate of the disturbances or uncertainties on the control
input, it does not require the disturbance compensation gain. That is to say, it is usually
useful for both matched and mismatched disturbances [17,18]. Moreover, only output
information is required for EID estimation. It uses only output information and does not
need the direct availability of system states, the disturbance model, the differentiation of
measured outputs, or an inverse dynamics of a plant. So, it is easy to implement.

In engineering practice, it is difficult to obtain a precise mathematical model of a
physical system, owning to parameter perturbations, modeling errors, unmodeled dy-
namics, and other factors. Moreover, as explained by [19], the uncertainties impact the
disturbance–rejection control performance. So, it is vital and necessary to design a robust
controller with a prescribed disturbance–rejection performance index. A robust controller
was designed for an uncertain system [20], but some constraints were introduced by using
the commutative condition. By taking the uncertainties into account, a parameter design
method was developed for an improved EID-based system in [21], but it cannot guaran-
tee disturbance–rejection performance. A disturbance–rejection control method with H∞
performance was developed in [22], but it was designed in the frequency domain. Some
expertise may be needed to select the weighting functions.

In this paper, an iterative design algorithm is developed for an uncertain system
with unknown disturbances. The EID approach is applied to handle the disturbances.
The Luenberger observer is constructed to reproduce the system states. Then, a feedback
controller is designed to stabilize the closed-loop uncertain system. Finally, an optimization
design algorithm is given. The major contributions of this paper are given as below.

1. A generalized EID estimator (GEID) with a general filter is developed, which enables
handling disturbances in a specified frequency range.

2. For the sake of less conservatism, the control gains are divided into two groups and
designed in steps.

3. Two robust quadratic stability conditions are derived in terms of linear matrix in-
equalities (LMIs), which guarantee the prescribed H∞ performance of the closed-loop
uncertain system.

4. An iterative design algorithm is presented to optimize the H∞ performance of the
closed-loop uncertain control system.

The remainder of this paper is organized as below. The system configuration is
explained in Section 2. Section 3 analyzes the dynamics of the GEID-based disturbance–
rejection control system. Section 4 presents conditions with prescribed disturbance–rejection
performance. A design procedure is presented in Section 5. The validity and superiority
of the developed method are demonstrated by Section 6. Section 7 concludes this paper.
Further, a consolidated list of variables and acronyms in this paper is given by two tables
in Appendix A.

In this paper, Rm×p denotes the set of m × p real matrices; In denotes an identity
matrix of size n; I and 0 stand for identity and zero matrices with compatible dimensions,
respectively; PT and P−1 denote the transpose and inverse of a matrix P, respectively; u(s)
denotes the Laplace transform of a time signal u(t); the time t and the complex frequency
s are omitted when the content is clear; Guy(s) denotes the transfer matrix from y(s) to
u(s); ‖G‖∞ denotes the H∞ norm of the transfer matrix G(s); [Q]s denotes Q + QT; and a

symmetric matrix
[

A B
BT C

]
is denoted by

[
A B
? C

]
.

2. Configuration of GEID-Based Disturbance–Rejection Control System

Consider an uncertain plant subject to an exogenous disturbance.{
ẋ(t) = [A + ∆A(t)]x(t) + Bu(t) + B f f (t),
y(t) = [C + ∆C(t)]x(t) + Du(t),

(1)
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where x(t) ∈ Rn, u(t) ∈ Rp, y(t) ∈ Rq are the state, input, and output of the plant,
respectively; f (t) ∈ Rm is an unknown disturbance; A, B, B f , C, and D are dimensioned
real constant matrices; and ∆A(t) and ∆C(t) are time-varying uncertainties in the following
general structure [

∆A(t)
∆C(t)

]
=

[
NA
NC

]
E(t)M, (2)

where M, NA, and NC are known real constant matrices; and E(t) is a time-varying real
function matrix with Luenberger measurable elements while satisfying

ET(t)E(t) ≤ I, ∀t > 0. (3)

Note the uncertainties considered in the control system appear only in the state matrix
A and the output matrix C.

The time-varying parameter perturbations of the system matrix and output matrix are
considered in this paper. Many scenarios fall into this case [23].

Assumption 1. Assumption: The system (1) is controllable and observable.

Assumption 2. Assumption: The disturbance f (t) is bounded, i.e.,

‖ f (t)‖2 ≤ fm. (4)

where ‖ f (t)‖2 is the 2-norm of f (t) and fm is an unknown upper bound.

Assumption 1 is standard for system design [24], and Assumption 2 usually holds
in practice.

As illustrated in Figure 1, the control structure of the developed GEID-based robust
control system includes a plant, a state observer, a GEID estimator, and a state-feedback
controller based on observed states.

-
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Figure 1. Robust disturbance–rejection control system with generalized equivalent-input-disturbance
(GEID) estimator.

Since f (t) is unknown, lump them as f̄ (t).

f̄ (t) = B f f (t). (5)

When the full-state is not available or too costly, a state observer with full order is
constructed to produce the states of the plant (1). Some design strategies of the state
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observer were talked about in [25,26]. In this paper, the observer system is viewed as the
ideal dynamic of the real plant (1){ ˙̂x(t) = Ax̂(t) + Bu f (t) + L[y(t)− ŷ(t)],

ŷ(t) = Cx̂(t) + Du f (t),
(6)

where x̂(t) ∈ Rn, u f (t), ŷ(t) are the state, input, and output of the observer, respectively;
and L is the observer gain to be determined.

The EID approach is adopted for active disturbance rejection control. As analyzed
in [16], the filter F(s) is of great importance to the performance. For disturbances in a
low-frequency range, a first-order low-pass filter satisfying the following condition is good
enough.

F(jω)→ I, ∀ω ∈ [0, ωr], (7)

where the angular frequency ωr is the bandwidth of the low-pass filter F(s) and determined
by the disturbance–rejection control design. However, when there exist tight constrains
on control bandwidth [19] or specific performance requirements on the middle-frequency
range, a general filter is necessary. Superior to the conventional EID one, the GEID approach
is able to estimate disturbances of a more general frequency range by a general filter.

In this paper, a GEID estimator is adopted for EID estimation, where a control gain Ke
is introduced to adjust the control performance and a general filter is used for a general
design task. A state–space representation of F(s) is{

ẋF(t) = AFxF(t) + BF f̂e(t),
f̃e(t) = CFxF(t),

(8)

where xF(t) ∈ Rn f is the state of the filter; and f̂e(t), f̃e(t) are the unfiltered and filtered
estimates of the EID, respectively. For simplicity, denote

xe(t) = xF(t), Ae = AF + BFCF, (9)

Be = BFKe, Ce = CF.

Further, an equivalent description of the GEID estimator is{
ẋe(t) = (Ae − BeDCe)xe(t) + BeCx̃(t) + Be∆C(t)x(t),
f̃e(t) = Cexe(t).

(10)

When BF is selected to have full column rank, we have Ke = B+
F Be with B+

F being the
Moore-Penrose generalized inverse of BF. In the sequel, calculating Ke is performed by
designing Be.

Based on the observed state x̂(t), the original state-feedback control law is

u f (t) = Kp x̂(t), (11)

where Kp is the feedback control gain to be determined. It is used to stabilize the con-
trolled system.

By introducing a degree of freedom in the inner loop for disturbance estimation and
compensation, the new control law is

u(t) = − f̃e(t) + u f (t). (12)

3. Dynamics of GEID-Based Control System

Define
x̃(t) = x(t)− x̂(t), (13)

and
ỹ(t) = y(t)− ŷ(t) = Cx̃(t) + ∆C(t)x(t) + D[u(t)− u f (t)]. (14)
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According to (8), (12), and (14), we have

ỹ(t) = Cx̃(t) + ∆C(t)x(t)− DCexe(t). (15)

Substitution of (11) into (6) gives

˙̂x(t) = (A + BKp)x̂(t) + Lỹ(t). (16)

Combining (1) and (6) yields

˙̃x(t) =∆A(t)x(t)− L∆C(t)x(t) + (A− LC)x̃(t)− (B− LD) f̃e(t) + B f f (t). (17)

Define
ϕ(t) = [xT(t) x̃T(t) xT

e (t)]
T.

From (11) to (17), we have the following state–space description for the closed-loop
uncertain control system in Figure 1:{

ϕ̇(t) = (Āϕ + ∆Āϕ)ϕ(t) + B̄ϕ f̄ ,
y(t) = (C̄ϕ + ∆C̄ϕ)ϕ(t),

(18)

where

Āϕ =

 A + BKP −BKP 0
0 A− LC −(B− LD)Ce
0 BeC Ae − BeDCe


∆Āϕ =

 ∆A(t) 0 0
∆A(t)− L∆C(t) 0 0

Be∆C(t) 0 0

, B̄ϕ =

 I
I
0


Cϕ =

[
C + DKp −DKp 0

]
, ∆C̄ϕ(t) =

[
∆C(t) 0 0

]
.

(19)

It is clear that the separation theorem cannot be used due to the parameter uncertain-
ties, and the control gains to be determined scatter in the system matrix. To be specific,
the feedback control gain Kp is located on the right-hand side of some elements, while the
control gains L and Be of the observer and GEID estimator are related to the right-hand side.

Inspired by [27], to reduce the conservatism of parameter design by removing the
constraints from the widely used commutative condition, the control gains Kp, L, and Ke of
the feedback controller, the state observer, and the GEID estimator are divided into two
groups, Kp and (L, Ke). Additionally, they are designed by steps.

First, when Kp is assigned prior to L and Be, the state–space model (18) and (19) is
used for system design. For this purpose, rewrite{

Āϕ = Âϕ − L̂Ĉ, C̄ϕ =
[

C + DKp C̄ϕ
1

]
,

∆Āϕ = N̄ϕ
AE(t)M̄ϕ, ∆C̄ϕ(t) = NCE(t)M̄ϕ,

(20)

where

Âϕ =

[
AK Âϕ

1
0 AL̄

]
, AL̄ =

[
A −BCe
0 Ae

]
, L̂ =

[
0
L̄

]
, L̄ =

[
L
−Be

]
AK = A + BKp, Âϕ

1 =
[
−BKp 0

]
Ĉ1 =

[
C −DCe

]
, Cϕ

1 =
[
−DKp 0

]
, Ĉ =

[
0 Ĉ1 ]

N̄ϕ
A = N̂ϕ

A − L̂NC, N̂ϕ
A =

[
NA
N̂ϕ

A1

]
, N̂ϕ

A1 =

[
NA
0

]
, M̄ϕ =

[
M 0

]
.

(21)
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On the other hand, let

θ(t) = [x̂T(t) x̃T(t) xT
e (t)]

T.

The closed-loop uncertain control system can also be represented by{
θ̇(t) =

(
Āθ + ∆Āθ

)
θ(t) + B̄θ f̄ ,

y(t) =
(
C̄θ + ∆C̄θ

)
θ(t),

(22)

where

Āθ =

 A + BKp LC −LDCe
0 A− LC −(B− LD)Ce
0 BeC Ae − BeDCe

, B̄θ =

 0
I
0


∆Āθ =

 L∆C(t) L∆C(t) 0
∆A(t)− L∆C(t) ∆A(t)− L∆C(t) 0

Be∆C(t) Be∆C(t) 0


C̄θ =

[
C + DKp C 0

]
, ∆C̄θ(t) =

[
∆C(t) ∆C(t) 0

]
.

(23)

Similarly, rewrite{
Āθ = Âθ − L̂Ĉ, C̄θ =

[
C + DKp C̄θ

1
]
,

∆Āθ = N̄θ
AE(t)M̄θ , ∆C̄θ(t) = NCE(t)M̄θ ,

(24)

where L̂, Ĉ are defined in (21), and

Âθ =

[
AK Âθ

1
0 AL̄

]
, Âθ

1 =
[

LC −LDCe
]
, C̄θ

1 =
[

C 0
]

N̄θ
A =

[
LNC
N̂θ

A1

]
, N̂θ

A1 =

[
NA − LNC

BeNC

]
M̄θ =

[
M M̄θ

1
]
, M̄θ

1 =
[

M 0
]
.

(25)

Further, for the closed-loop uncertain control system in Figure 1, the transfer matrix
G(s) from f̄ to y can be written by Gϕ

y f̄ (s) or Gθ
y f̄ (s), where

Gϕ

y f̄ (s) = (C̄ϕ + ∆C̄ϕ)[sI − (Āϕ + ∆Āϕ)]−1B̄ϕ f̄ , (26)

Gθ
y f̄ (s) = (C̄θ + ∆C̄θ) [sI − (Āθ + ∆Āθ)]−1B̄θ f̄ . (27)

4. Design of GEID-Based Control System

To facilitate the presentation, we recall the following lemmas.

Lemma 1 (Bounded real lemma [28]). Given G(s) = (A, B, C, D), the following two statements
are equivalent:

1. The system matrix A is stable and ‖G‖∞ < γ.
2. There exists a symmetric, positive–definite matrix P, such that the following inequality holds. AT P + PA PB CT

BTP −γI DT

C 0 −γI

 < 0. (28)
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Lemma 2 ([29]). For given dimensioned matrices N = NT, H, F, and any E(t) satisfying

ET(t)E(t) ≤ I, (29)

the following inequality holds

N + HE(t)F + FTET(t)HT < 0, (30)

if and only if there is an positive constant ε, such that

N + εHHT + ε−1FTF < 0. (31)

Lemma 3 (Schur complement argument [30]). For any real symmetric matrix Σ,

Σ =

[
S11 S12
? S22

]
,

we have the following equivalent assertion:

1. Σ < 0;
2. S11 < 0 and S22 − ST

12S−1
11 S12 < 0;

3. S22 < 0 and S11 − S12S−1
22 ST

12 < 0.

With known Kp, a robust stability condition together with the gains of (L, Ke), are given
as below, which guarantees the H∞ disturbance–rejection performance of the closed-loop
uncertain control system, i.e.,

‖G‖∞ < γ. (32)

Theorem 1. For a prescribed positive scalar γ, select (Ae, Ce), and give control gain Kp if there
exist a symmetric, positive–definite matrix P, a dimensioned matrix W1, and positive constants ε1
and ε2, such that the following inequalities hold, Φ1 ε1(M̄ϕ)

T Φ2
? −ε1 0
? ? −ε1

 < 0, (33)


Φ1 PB̄ϕ (C̄ϕ)

T
ε2(M̄ϕ)

T Φ2
? −γI 0 0 0
? ? −γI 0 NC
? ? ? −ε2 0
? ? ? ? −ε2

 < 0, (34)

Then the GEID-based closed-loop uncertain control system in Figure 1 is robust stabilized and
satisfies the robust H∞ performance condition (32). The blocks are given by

Φ1 =

[
P1 AK P1 Âϕ

1
0 P2 AL̄ −W1Ĉ1

]
s

Φ2 =

[
P1NA

P2N̂ϕ
A1 −W1NC

]
, P =

[
P1 0
0 P2

]
.

(35)

Further, the gains of the state observer and GEID estimator are, respectively,

L = [In 0]P−1W1, Ke = B+
F

[
0 In f

]
P−1W1. (36)

where B+
F is the Moore-Penrose generalized inverse of BF.
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Proof of Theorem 1. Choose a candidate of the Lyapunov functional

V(ϕ(t), t) = ϕT(t)Pϕ(t), (37)

where P is a symmetric, positive–definite matrix, which is defined in (35).
The derivative of V(ϕ(t), t) along the GEID-based closed-loop uncertain control sys-

tem (18) is

V̇(t) = ϕT(t)
[

PĀϕ + PN̄ϕ
AE(t)M̄ϕ

]
s
ϕ(t). (38)

If [
PĀϕ + PN̄ϕ

AE(t)M̄ϕ
]

s
< 0, (39)

Then the system (18) is robust stabilized. Application of Lemma 2 to (39) shows that the
GEID-based uncertain closed-loop control system is robust stable if the following matrix
inequality holds.

[PĀϕ]s + ε−1
1 PN̄ϕ

A

(
N̄ϕ

A

)T
P + ε1(M̄ϕ)

TM̄ϕ < 0, (40)

where ε1 is a positive scalar. By Lemma 3, (40) is equivalent to the following inequality. [PĀϕ]s ε1(M̄ϕ)
T P

(
N̄ϕ

A

)
? −ε1 0
? ? −ε1

 < 0. (41)

Substitution of (35) and (36) into (33) gives (41). Therefore, the closed-loop system is stabi-
lized.

On the other hand, by Lemma 2 and Lemma 3, a combination of (34) and (36) yields
the following inequality [P(Āϕ + ∆Āϕ)]s PB̄ϕ (C̄ϕ)

T
+ (∆C̄ϕ)

T

? −γI 0
? ? −γI

 < 0,

which corresponds to the performance index (32) of the closed-loop uncertain control
system (18) by Lemma 1. This completes the proof.

On the other hand, with known (L , Ke), the following theorem gives a design method
for Kp and guarantees the prescribed H∞ disturbance–rejection performance index (32).

Theorem 2. For prescribed positive scalar γ , selected (Ae, Ce), and given control gains (L , Ke),
if there exist a symmetric, positive–define matrix P̄, a dimensioned matrix W2, and positive constants
ε3 and ε4, such that the following inequalities hold, Θ1 P̄

(
M̄θ
)T

ε3N̄θ
A

? −ε3 0
? ? −ε3

 < 0, (42)


Θ1 B̄θ P̄

(
C̄θ
)T P̄

(
M̄θ
)T

ε4N̄θ
A

? −γI 0 0 0
? ? −γI 0 ε4NC
? ? ? −ε4 0
? ? ? ? −ε4

 < 0, (43)
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where

Θ1 =

[
AP̄1 + BW2 Âθ

1P̄2
0 AL̄ P̄2 − L̄Ĉ1P̄2

]
s
, P̄ =

[
P̄1 0
0 P̄2

]
, (44)

then the GEID-based closed-loop uncertain control system in Figure 1 is stable and satisfies the
robust Hin f ty performance condition (42). Further, the gain of the feedback controller is given by

Kp = W2P̄−1
1 . (45)

Proof of Theorem 2. A candidate of Lyapunov functional is selected as

V(θ(t), t) = θT(t)P̄−1θ(t), (46)

where P̄−1 is a positive–definite, symmetric matrix defined in (44).
The derivative of V(θ(t), t) along the GEID-based closed-loop uncertain control sys-

tem (22) is

V̇(t) = θT(t)
[

P̄−1 Āθ + P̄−1N̄θ
AE(t)M̄θ

]
s
θ(t). (47)

If [
P̄−1 Āθ + P̄−1N̄θ

AE(t)M̄θ
]

s
< 0, (48)

then the GEID-based closed-loop uncertain control system (22) is robust stable. By Lemma 2,
if and only if there exists a positive constant ε3, such that[

P̄−1 Āθ
]

s
+ ε−1

3 P̄−1N̄θ
A

(
N̄θ

A

)T
P̄−1 + ε3

(
M̄θ
)T

M̄θ < 0, (49)

then (48) holds. Pre- and post-multiplying the term on the left-hand side of (49) by P̄ gives[
Āθ p̄

]
s
+ ε3N̄θ

A

(
N̄θ

A

)T
+ ε−1

3 p̄
(

M̄θ
)T

M̄θ p̄ < 0. (50)

According to Lemma 3, (50) is equivalent to the following inequality.
[
Āθ P̄

]
s P̄

(
M̄θ
)T

ε3
(

N̄θ
A
)

? −ε3 0
? ? −ε3

 < 0. (51)

Substituting (44) into (42) yields (51). Therefore, the closed-loop system is robust stabilized.
On the other hand, according to Lemma 2 and Lemma 3, substituting (44) into (43)

gives the following inequality
[(

Āθ + ∆Āθ
)

P̄
]

s B̄θ
[

P̄
(
C̄θ + ∆C̄θ

)T
]

s
? −γI 0
? ? −γI

 < 0.

By Lemma 1, the above inequality is actually the performance index (32) of the closed-loop
system (22). This completes the proof.
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Remark 1. Both Theorems 1 and 2 are robust stability conditions for the GEID-based closed-
loop uncertain control system shown in Figure 1, which ensure the prescribed H∞ disturbance–
rejection performance (32). When the gain Kp of the feedback controller is known, Theorem 1
is applied to calculate the gains (L, Ke) of the observer and GEID; when (L, Ke) are known,
Theorem 2 is adopted to compute Kp.

Remark 2. As for how to obtain a possible gain Kp for Theorem 1 or a set of gains (L, Ke) for
Theorem 2, as explained in [27], the gains Kp which make the system matrix Āϕ in (18) and Āθ

in (22) Hurwitz, respectively, are appropriate. Note[
A− LC −(B− LD)Ce

BeC Ae − BeDCe

]
= AL̄ − L̄Ĉ1.

where AL̄, L̄, and Ĉ1 are defined in (21). Therefore, a proper Kp can be obtained by making AK

in (18) Hurwitz, and an appropriate set of (L, Ke) can be gained to such that AL̄ − L̄Ĉ1 is Hurwitz.

5. Design Algorithm

Summarizing the aforementioned results gives the following iterative design proce-
dure for the GEID-based uncertain control system, which optimizes the robust disturbance–
rejection performance by minimize the H∞ performance index γ in (32). Further, the flowchart
is shown in Figure 2.

Step 1: Choose an appropriate general filter F(s) = (AF, BF, CF), with BF being full
column rank for the GEID estimator (8).

Step 2: Calculate Ae and Ce according to (9).
Step 3: Select an initial performance index γ0 and let γ = γ0.
Step 4: Determine an initial value for the control gains Kp or (L, Ke). If the initial value is

determined for Kp, go to Step 5; otherwise, go to Step 6.
Step 5: For known Kp, check if LMIs (33) and (34) in Theorem 1 have feasible solutions.

If yes, calculate the resultant (L, Ke) by (36), and go to Step 7; if not, when γ = γ0,
go to Step 3 to increase the initial value γ0. Otherwise, go to Step 8.

Step 6: For known (L, Ke), check if LMIs (42) and (43) in Theorem 2 have feasible solutions.
If yes, calculate the resultant Kp by (45), and go to Step 7; if not, when γ = γ0, go
to Step 3 to increase the initial value γ0. Otherwise, go to Step 8.

Step 7: Let γ = γ− γδ, where γδ is the decrease step. Determine the parameters to be
optimized. If the known Kp is used to optimize the gains (L, Ke), go to Step 5;
otherwise, go to Step 6.

Step 8: Adopt {Kp, (L, Ke)} and γ of the previous step as the finial gains and H∞ perfor-
mance index, and end the design.

Remark 3. In Step 1, the selection of F(s) is based on the frequency range of disturbance–rejection
control. In Step 4, many methods can be used to obtain the initial values of Kp and (L, Ke), such as
the pole placement and linear quadratic regulator (LQR). In Step 7, it may take some trial and error
to determine the iteration step and the iteration optimization sequence of control gains. For example,
when (L, Ke) are too large, it is inappropriate to use them to optimize Kp. The computation time of
the developed design algorithm is usually dependent on the iterative search process. The computation
time with a small iteration step is usually greater than that with a large one. In other words, there is
a trade-off between the computation complexity and robust disturbance–rejection performance.



Electronics 2023, 12, 2114 11 of 17

Calculate Ae and Ce

γ = γ
0

Optimize (L,Ke)

γ = γ − γ
δ

Increase γ
0
 γ = γ

0

Y N

Y

NY

N

γ = γ + γ
δ

Design F(s)

Start

Finish

N

Determine the initial value

for Kp 

Calculate (L,Ke)

Y

LMIs in Theorem 1

have feasible solution

N

Y

Calculate Kp

Determine the initial value

for (L,Ke)

LMIs in Theorem 2

have feasible solution

Figure 2. Flowchart of the algorithm.

6. Case Study

In this section, a suspension system of modern vehicles is used to validate the de-
veloped method, which is responsible for ride safety and comfor. By the ISO2361, in the
vertical direction, the human body is sensitive to vibrations within [4 Hz, 8 Hz]. So,
the developed method is used to deal with the road disturbances over this range.

6.1. System Design

The parameters of the suspension system of a quarter-car model are

A =


0 0 1 −1
0 0 0 1
− ks

ms
0 − cs

ms
cs
ms

ks
mu

− kt
mu

cs
mu

− cs+ct
mu

, B =


0
0
1

ms
− 1

mu

, B f =


0
−1
0
ct

mu


C =

[
− ks

ms
0 − cs

ms
cs
ms

]
, D = 1

ms

NA =


0 0 0 0
0 0 0 0

− ks
100ms

0 0 0
ks

100mu
0 0 0

, NC =
[
− ks

100ms
0 0 0

]
, M = I4

(52)

where x =
[

x1 x2 x3 x4
]T, x1 denotes the suspension deflection, x2 is the tire

deflection, x3 is the speed of the car chassis, x4 denotes the speed of the wheel assembly, y is
the body vertical acceleration, and u is the active control input. The uncertainties are from
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a 1% time-varying perturbation in the stiffness of the suspension system. The parameter
values of the suspension system are shown in Table 1.

Table 1. Values of quarter-car model parameters.

ms mu ks kt cs ct

320 kg 40 kg 18 kN/m 200 kNs/m 1 kNs/m 10 Ns/m

Consider there is an isolated bump on an originally smooth road surface and the bump
disturbance is given by

f (t) =

{
Am sin

(
ω f t

)
, if 0 ≤ t ≤ Tf ,

0, if t ≥ Tf ,
(53)

where Am, ω f , and Tf represent the amplitude, angular frequency, and period of the
vibration, respectively. Assume Am = 0.5 m, ω f = 12π rad/s (i.e., 6 Hz), which belongs to
the frequency range [4 Hz, 8 Hz].

To mitigate the vibrations within [4 Hz, 8 Hz], a Butterworth band-pass filter with
this band-pass frequency range is chosen. The corresponding parameters are AF =

[
−2.51327 −3.55431
3.55431 0

]
× 101, BF =

[
1
0

]
CF =

[
2.51327 0

]
× 101

(54)

According to (9), we have

Ae =

[
0 −3.55431

3.55431 0

]
× 101, Ce =

[
2.51327 0

]
× 101, (55)

Set the initial value γ0 of the performance index γ as

γ0 = 30. (56)

Use the LQR method to determine an initial value for the control gains (L, Ke) of the
observer and GEID estimator. The weighting matrices are selected as

Q = I6, R = 1. (57)

which give {
L(1) =

[
−0.06202 −0.0775 −0.04142 3.57513

]T × 101,
K(1)

e = 7.69632× 101.
(58)

For the performance index (56) and the above control gains (58), an application of
Theorem 2 gives

K(1)
p =

[
1.3865 −0.3866 −0.2172 −0.1001

]
× 104. (59)

Further, set the decrease step γδ as
γδ = 1. (60)

For K(1)
p in (59), by trail and error, we find there are no feasible solutions of (L(2), K(2)

e )
to LMIs (33), and (34) of Theorem 1 due to the uncertainty blocks. Hence, the initial value
(L(1), K(1)

e ) is still used to optimize the control gain Kp.
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Thirteen iterations of Theorem 2 give

γ = 16 (61)

and

K(14)
p =

[
1.4003 −0.3741 −0.1962 −0.1

]
× 104. (62)

Then, we use the obtained gain K(14)
p in (62) to further optimize (L, Ke) by Theorem 1.

For γ = 15 and Kp = K(14)
p , an application of Theorem 1 gives{

L(15) = [−0.29047 − 0.41595 − 2.38696 0.46333]T × 101,
K(15)

e = 7.902321× 102.
(63)

Since there are no feasible solutions no matter for Theorem 1 or Theorem 2, we
complete this design and use the following gains as the final control gains.

Kp = K(14)
p , L = L(15), Ke = K(15)

e . (64)

The robust disturbance–rejection performance of the closed-loop uncertain control
system satisfies

‖G‖∞ < 15. (65)

The response of the GEID-based suspension control system is shown in Figure 3. As we
can see, the closed-loop system is robust stabilized in the presence of the time-varying
parameter perturbation and disturbance. The influences of parameter perturbation and
disturbance on the system output, i.e., the body acceleration, have been well suppressed by
the EID estimate f̃e of the GEID estimator.

-400

-200

0

200

C
on

tro
l i

np
ut

 (N
)

Time (s) 

1.0

0.5

0.0

-0.5

B
od

y 
ac

ce
le

ra
tio

n 
(m

/s
2)

2.01.51.00.50.0

-200

-100

0

100

200

EI
D

 e
st

im
at

e 
f e 

 (N
)

_

Figure 3. System response of the developed GEID-based control method.
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6.2. Comparisons with Other Methods

In this section, the developed method is compared with the passive control and the
state-feedback control [31] for the nominal plant of the suspension system with ∆A = 0
and ∆C = 0. The road disturbance is the same as (53).

First, the developed iterative design algorithm is applied. The band-pass filter is
selected as the same as (54), which gives Ae and Ce in (55). Set the initial value γ0 of the
performance index γ as

γ0 = 20. (66)

The initial control gains are chosen as the same as (58). Set the decrease step γδ as

γδ = 0.1. (67)

For the initial performance index (66), the control gains (58) and the decrease step
γδ (67) follow the developed iterative design algorithm by an alternate application of
Theorems 1 and 2 until one of the two theorems has no feasible solutions. Finally, the H∞
performance index is decreased to

γ = 4.6 (68)

and the corresponding control gains Kp and (L, Ke) are given as follows.{
L = [−0.456379 − 0.42917 − 1.045224 − 7.954294]T × 102,
Ke = 1.986× 103,

(69)

Kp =
[

1.7998 −0.0003 0.0801 −0.1
]
× 104. (70)

For the comparison with the full-state feedback control [31], the optimal H∞ perfor-
mance index is 8.8, which is much greater than 4.6 of the developed method. Further,
the corresponding gain of the state feedback control is

K f =
[

0.0311 1.1096 −0.0219 0.0214
]
× 105. (71)

The passive control method is also compared with the developed method. A passive
suspension system is actually an open-loop control system without any controller.

The magnitude-frequency characteristics of the transfer matrices from the disturbance
f (t) to the output y(t) of the GEID-based, full-state feedback, and passive control are
illustrated in Figure 4. The developed GEID-based control system includes an observer,
a state-feedback controller, and a GEID estimator. In the sate-feedback control system,
a full-state feedback controller is devised by minimizing the H∞ disturbance–rejection
performance index. However, it requires that all the states are available.
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 State-feedback control

Figure 4. Magnitude-frequency characteristics of disturbance–rejection transfer function.

The output responses of the proceeding three methods are shown in Figure 5. The
corresponding optimal H∞ norm and the peak value of three control methods are given by
Table 2.

As we can see, although the full-state feedback control is much better than the pas-
sive control, the developed GEID-based disturbance–rejection method has much better
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disturbance–rejection performance than the full-state feedback control. Moreover, the maxi-
mum vertical acceleration of the body is only about 0.018 m/s2.

All in all, the developed iterative design method provides the best disturbance–
rejection performance over the frequency band [4 Hz, 8 Hz].

On the other hand, the full-state feedback control requires all states of the active
suspension system, which may be costly and even difficult to achieve. All in all, the de-
veloped GEID-based control method has significant advantages over the state-feedback
control method.
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Figure 5. Output response of body acceleration.

Table 2. The optimal H∞ norm and the peak value of three control methods.

Index\Methods GEID-Based Control Passive System State-Feedback
Control

Optimal H∞ norm 4.6 15 8.8
Peak value 0.017 2.808 1.044

7. Conclusions

This paper presented an iterative design algorithm for the robust disturbance–rejection
control of uncertain systems, which removed the constraints due to the widely used com-
mutative condition. First, two state-space models were built for the closed-loop uncertain
control system. By the bounded real lemma, the robust H∞ disturbance–rejection per-
formance index was derived for performance optimization. Further, a robust stability
condition was obtained. An iterative design algorithm was given, which guaranteed both
robust stability and disturbance-rejection performance, Moreover, the gains of the state-
feedback controller, the state observer, and the GEID estimator can be easily obtained by
using the LMI-based technique. Finally, by a case study of a suspension control system of
modern vehicles and comparisons with other methods, the effectiveness and advantages of
the developed GEID-based iterative design method were clarified.
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Appendix A

This appendix contains a table of variable and acronym definitions used in the paper.

Table A1. Acronyms.

Acronyms Definition

EID Equivalent-input-disturbance
GEID Generalized equivalent-input-disturbance
LMIs Linear matrix inequalities
LQR Linear quadratic regulator

Table A2. Known parameters or variables.

Known Parameters or Variables Definition

A System matrix
B Input matrix
C Output matrix
D Direct transmission matrix

NA,NC and M known real constant matrices of parameter
uncertainties

B f Disturbance input channel
F(s) General filter
Kp Feedback control gain
L Observer gain

Ke GEID control gain
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