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Abstract: The ample amount of information from hyperspectral image (HSI) bands allows the non-
destructive detection and recognition of earth objects. However, dimensionality reduction (DR) of
hyperspectral images (HSI) is required before classification as the classifier may suffer from the curse
of dimensionality. Therefore, dimensionality reduction plays a significant role in HSI data analysis
(e.g., effective processing and seamless interpretation). In this article, a sophisticated technique estab-
lished as t-Distributed Stochastic Neighbor Embedding (tSNE) following the dimension reduction
along with a blended CNN was implemented to improve the visualization and characterization of
HSI. In the procedure, first, we employed principal component analysis (PCA) to reduce the HSI
dimensions and remove non-linear consistency features between the wavelengths to project them to a
smaller scale. Then we proposed tSNE to preserve the local and global pixel relationships and check
the HSI information visually and experimentally. Lastly, it yielded two-dimensional data, improving
the visualization and classification accuracy compared to other standard dimensionality-reduction
algorithms. Finally, we employed deep-learning-based CNN to classify the reduced and improved
HSI intra- and inter-band relationship-feature vector. The evaluation performance of 95.21% accuracy
and 6.2% test loss proved the superiority of the proposed model compared to other state-of-the-art
DR reduction algorithms.

Keywords: hyperspectral image; dimensionality reduction; visualization; image classification;
principle component analysis; t-Distributed Stochastic Neighbor Embedding; blended convolutional
neural network

1. Introduction

Hyperspectral imaging (HSI) captures a very large number of wavelengths of infor-
mation that are spectrally separated by a narrow spectral waveband (i.e., 10 nm). HSI
is usually used for satellite-image and land-cover analysis [1]. Now it is also used in
various applications such as medical image analysis and diagnosis [2], food quality iden-
tification [3], material property detection [4], cultural heritage digitalization [5], forensic
analysis [6], forest analysis [7], etc. [8–10]. Many researchers have been working to develop
HSI recognition systems [11]. They are still facing some problems, such as more than a
hundred image bands with the high resolution being included in HSI the image, which
is highly informative but requires large memory and needs more processing time. In
addition, the large number of bands yielding high dimensionality [11] is the main reason
for the Hughes effect, which also significantly reduces the classification accuracy perfor-
mance, known as the curse of dimensionality. Moreover, it has an overfitting problem, a
major problem in machine learning algorithms [12]. As the HSI dataset contains many
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features, it degrades the classification performance because of the overfitting problem.
Some researchers have found that similar spectral properties may be included in HSI for
different objects [13]. For instance, the components used for construction, parking garages,
and rooftops are similar [14], which indicates that their spectral signatures are difficult to
distinguish. Ren et al. proposed a feature-extraction (FE) and DR method to recognize the
HSIs based on these considerations. Their main goal was to solve the problems by reducing
the dimensions and implementing effective feature extraction [15]. Furthermore, they used
linear-type FE for DR, but this fails in cases where the mean and covariance are not enough
to define the example datasets. Many algorithms are used in the HSI domain, such as a
DR; principle component analysis (PCA) also finds undesirable linear correlations between
the variables or features. In addition, this algorithm may fail because of the inefficiency
of the extracted features. Moreover, it cannot ensure how many principal components
should be considered. Some researchers proposed linear discriminant analysis (LDA) to
solve this problem [16]. The main problem of LDA is that it cannot interpret new features
because the number of components must be set manually. Some researchers proposed
singular value decomposition (SVD) algorithms to solve the LDA problems [17]. Although
SVD has many advantages to solving the DR problem, it is not easy to understand the
data-transformation mechanism. Some researchers proposed the independent component
analysis (ICA) method to solve the above problem. However, the major problem of the
method is that it is oblivious to isolate the features that only extract the initial signals from
the measurements [18]. Lastly, some researchers proposed kernel PCA (KPCA) to solve the
problem, but it requires a longer computation time.

Recently Mateen et al. have proposed the t-Distributed Stochastic Neighbor Embed-
ding (tSNE) [19] dimensionality-reduction algorithm for better image visualization and
classification. The philosophy behind reducing and visualizing the dimensionality is to
attain successful data processing and be quickly assimilated by a human analyst. Inspired
by this concept, we proposed an extended tSNE and deep learning algorithms to solve
the FE and DR problems and increase the HSI domain’s performance accuracy. The major
contributions of this study are given below.

• We proposed a modified tSNE through the PCA algorithm to solve the visualization,
dimensionality, and computational complexity problem. PCA is used to discover
the irrelevant feature bands, aiming to increase the performance of tSNE. The tSNE
preserves the intra- and inter-band relationship of the HSI, which is the most effective
feature of the HSI for classification and visualization.

• We designed a new blended CNN architecture for feature extraction and classification,
which is a sequential combination of 3D- and 2D-CNN to incorporate the spatial and
spectral information of HSI, where the combined spectral information contains the
wavelengths of the bands and the spatial information contains the location information
of the band.

• Two benchmark HSI datasets were used to evaluate the proposed system, namely
Indian Pines and SalinusA. Finally, the state-of-the-art comparison table proves the
superiority of the proposed model over the mentioned systems.

We organized the study as a sequence with a literature review provided in Section 2.
Section 3 demonstrates the different hyperspectral image datasets, although finally, we
show the performance accuracy for only one dataset. The proposed methodology and each
part of the study are described in Section 4. The evaluation performance is demonstrated
in Section 5. Finally, the conclusions and future work are described in the Section 6.

2. Related Work

Many researchers have been working to develop hyperspectral image classification
using various methodologies. Most researchers followed two steps : (i) hand-crafted feature
extraction and the (ii) classification. Many researchers used an artificial neural network,
k-nearest neighbour, parallelized maximum likelihood, logistic regression, or maximum
distance classification algorithm to extract the efficient features from the hyperspectral
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images [20]. Zhong et al. employed an iterative SVM to classify hyperspectral images. They
mainly extracted the principal components from the original image. They concatenated
them with the original image to make the data cube fed to the SVM to produce the initial
classification map. In addition, a Gaussian-filter map was employed to yield the spatial
information from the previous map [21]. The existing methods use only spatial information,
though many researchers think that spatial–spectral information is more effective than
only spatial information. Shambulinga et al. employed SVM along with PCA and a
guided image filter to classify hyperspectral images and achieved a good performance
with a radial basis kernel (RBF) [22]. Later, they used LDA to reduce the dimensionality
of the hyperspectral images [23–25]. Recently, researchers have focused on deep learning
algorithms, which show efficiency in various domains such as vision [26–30] and NLP.
Researchers have developed hyperspectral image classification to identify the efficiency
of the various levels of the features. The deep-learning-based CNN model was trained
with various levels of feature dimensions and used to identify the real artefact of the
hyperspectral images [31,32]. Aydemir et al. employed deep learning approaches to classify
hyperspectral images, using individual deep learning for each sensor [33]. In addition, they
employed three kinds of clustering to solve the unlabeled problem: subtractive, modified
k-means, and mean-shift clustering. They also exploited the labeled and unlabeled samples.
Bidari et al. also employed a deep learning algorithm to classify hyperspectral images [34].
In addition, more recently, many researchers have proposed deep learning, including some
dimension reduction to improve the efficiency of the hyperspectral-image-classification
model [31,35–40]. Liu et al. applied a deep learning approach to classify and reconstruct
hyperspectral images using MDL40w and achieved a 94.00% performance [41]. Yang
et al. employed deep learning algorithms based on spatial and spectral correlations for
enhancing the hyperspectral image classification [42]. They mainly employed four deep
learning models, namely, 2D-CNN, 3D-CNN, recurrent 2D-CNN, and recurrent 3D-CNN,
for classification and achieved a good performance accuracy. Although the existing method
achieved a good performance, their computational complexity was great because of the high
dimensionality. To solve this challenge, we propose PCA to reduce the dimensionality and
then tSNE to calculate the relationship among the bands. Finally, we apply BlendedCNN
to extract the final feature and classification purpose.

3. Dataset

In this work, two publicly available benchmark datasets (Indian Pines and SalinusA)
were used. The datasets’ descriptions are given below . Among the various types of
sensors, both of the examined image sets were collected using NASA AVIRIS sensors.
Table 1 describes the various hyperspectral sensors. These data can be dwonloaded from
the following link: https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_
Sensing_Scenes (accessed on 1 April 2023).

Table 1. Description of hyperspectral sensors.

Sensors Organization No. of Bands Wavelength Range (µm)

AVIRIS NASA 224 0.40–2.50

AISA Spectral Imaging Ltd. 286 0.45–0.90

CASI Itres Research 288 0.43–0.87

PROBE-1 Earth Search Science Inc. 128 0.40–2.45

3.1. Indian Pines

The Indian Pines dataset was captured by NASA using Airborne Visible/Infrared
Imaging Spectrometers (AVIRIS). The AVIRIS sensor uses a spectral range from 0.2 to
2.4 µm, generating 224 unique bands. The number of collected bands was attenuated to
200 by eradicating 20 water-suction bands for the experiment. The spatial resolution of

https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes
https://www.ehu.eus/ccwintco/index.php/Hyperspectral_Remote_Sensing_Scenes
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the images is 20 m per pixel, and the pixel size is 145× 145. For the experimental setup,
it was downsampled to 73× 73 pixels, and the number of bands was 200. Indian Pines
comprises 16 ground-truth classes containing different types of crops (e.g., corn, soybeans,
and wheat) [43]. Figure 1 pictorially shows the dataset with a false-color composite image,
ground-truth image, and corresponding class labels.

Figure 1. Indian Pines dataset (a) false-color composite image, (b) corresponding ground-truth image
with class labels.

3.2. Salinas

The NASA AVIRIS sensor also collects the Salinas image set at Salinas Valley, California.
The Salinas image dataset also contains 224 spectral bands. The size of each band is
512× 217 pixels. During the preprocessing for the experiment, 20 water-contaminated
bands were reduced. The Salinas dataset contains classes of 16 ground-truth objects
illustrating vegetables, bare soils, and vineyard fields. The collected image has been
downsampled to 83× 86 with 200 bands. Figure 2 illustrates the dataset with a false-color
composite image and ground-truth image with the corresponding class labels.

Figure 2. Salinas dataset (a) false-color composite image, (b) corresponding ground-truth image, and
(c) class labels.

4. Proposed Methodology

There are several advantages to the huge number of image bands in hyperspec-
tral images; this high dimensionality is one of the biggest challenges to deal with while
processing [44]. Although many existing studies deal with the high-dimensional bands
with PCA or a similar solo method, we focus here on a multistage dimension-reduction
method that makes our model different and unique from others. In our study, we first
scaled in the preprocessing stage with a min–max scalar model. Then the standardized
image is given as input for the feature extraction, dimension-reduction method, and clas-
sification. The whole process of the proposed study can be divided into three parts. The
first one is feature extraction and efficient feature selection. The second one is to calculate
the inter-and intraclass relationship between the spectral bands with visualization. The
third one is the classification module. Our working flow chart of the proposed model
for hyperspectral images is shown in Figure 3. The algorithm of the proposed method is
described in Algorithm 1.
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Figure 3. Proposed workflow architecture.

Let a 3D hyperspectral data cube be used as input data that is denoted by I ∈ RM×N×D;
here, the original input image is defined by I; the width, height, and bands are denoted
by M, N and D, respectively, of the HSI. D spectral bands are included in each HSI pixel
I. Let the categories of the land be denoted by C. Then the formula of a one-hot label
vector can be written as Y = (y1, y2, . . . , yC) ∈ R1×1×C. Although the land-cover classes
are not always distinct in hyperspectral images, most of it can be mixed because of the
large intraclass variability and low interclass similarity into I [43]. We proposed the tSNE
algorithm to calculate the intra-and interclass relationship to reduce this problem. As we
said, hyperspectral images contain a high-dimensional band, which can reduce the speed
and efficiency of the tSNE approach. To reduce the dimensions first, we used conventional
DR algorithm PCA to remove the spectral redundancy over the original hyperspectral
data (I).

Algorithm 1 Proposed Method Pseudocode
Input: Set of Input Dataset Pi ∈ P(n) with dimension X×Y× D
Number of Samples: N, 70% for Training and 30% for Test
Output: Set of predicted class si
Dimension Reduction← PCA(X×Y× D)
Inter and Intra Class Feature← tSNE(X×Y× d)
define BlendedCNNModel(input=X×Y× B, outputs=ClassificationLayer):
SpectralSpatialFeature← Spectral − Spatial(input)
SpatialFeature← Spatial − Feature(SpectralSpatialFeature)
PredictedClass← Classi f ier(SpatialFeature)
return PredictedClass

while i 6= NumEpochs do
// For Training
while Batch 6= NumberBatchTraining do

PredictedClass← Model(Batch)
Loss← Criterion(PredictedClass, TrainClass)
Updatetheloss← Loss.backward(), Optimizer.Step()
// For Testing

while Batch 6= NumberBatchTesting do
PredictedClass← Model(Batch)
Output← CPer f ormanceMatrix(PredictedClass, TestClass)

The dimensions of each section where PCA reduced the total count of spectral bands
from D to d are shown in Figure 3. shows the dimension of each section where PCA
decreases the number of spectral bands from D to d. After applying the tSNE on the
reduced data, we got the new dimension d to B. Although spatial information kept their
dimension unchanged in every stage, spectral dimension decreased in every stage which is
very important to identify any earth objects from the hyperspectral image. After applying
PCA and tSNE, we got the new feature vector which is also a data cube that can be written
as Fx ∈ RM×N×B, here the output feature is denoted by Fx which is mainly come from the
tSNE and PCA modification of original dataset X, in the same way width, height and band
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are denoted by M, N and B respectively. We fed the final feature vector into a 3D Blended
Convolution Neural Network (BlendedCNN) Classifier for the classification.

4.1. Principle Component Analysis (PCA) for HSI

HSI is usually applied for a particular application that does not significantly affect
all the bands. Moreover, if the number of bands and input features increase, the classifier
can be impacted badly to achieve a good performance in such application areas [45]. To
minimize these limitations and extract potential features from high-dimension spectral
data, it is crucial to select potential bands from the high-dimensional bands [46]. The
key goal of the band selection is to project the original hyperspectral data onto a lower-
dimensional subspace to represent the data accurately. These feature-extraction methods
can be linear or nonlinear.

PCA is a popular approach to extracting features from hyperspectral images because
these data contain multiple spectral data bands. PCA can extract details about the object’s
emission and reflection properties based on the scene. PCA analyzes the covariance matrix
of these data and extracts the principle components, which produce some new variables
that are the output of a linear combination of the original spectral bands. Although it
produces multiple variations, there are some priorities among them. Based on the priority
property, it retained the most effective and relevant information. In summary, we selected
the dimension with the larger eigenvalues. The first principal component describes the
major input variability, and the second identifies the next maximum variability [47].

4.2. t-Distributed Stochastic Neighbor Embedding (tSNE)

We fed the reduced HSI potential feature to the tSNE to compute the inter- and
intra- relationship among the spectral bands [19,48]. The main reason to use tSNE is the
multidimensional scaling property and tremendous capacity to measure high-dimensional
data to lower dimensions. The multidimensional scaling property and the enormous ability
to reduce high-dimensional data to lower dimensions are the main reasons for using tSNE.
The idea behind this algorithm is can be two-fold: The first stage is the Stochastic Neighbour
Embedding (SNE) approach which is applied to the data points as an alternative projecting
method of high dimensional Euclidean distance among the data point into a conditional
probabilitie [19,48]. The conditional probability Pj|i which is mainly express the relationship
between two data points xj and xi can be described using the following Equation (1).

Pj|i =
exp

−‖xi−xj‖2

2σ2
i

∑i 6=k exp −‖xi−xk‖2

2σ2
i

(1)

Then, the probabilities are mathematically represented in the original feature space,
just like in the following Equation (2).

Pi,j =
(Pi|j + Pj|i)

2n
(2)

where n is the dimension of the collection of results. The tSNE algorithm takes an input vari-
able named "perplexity" and can be specified as a seamless calculation of an approximate
number of neighbours [49]. Mathematically it can be expressed as

Perp(Pi) = 2H(Pi)

where H(Pi) is the Shannon entropy, Pi is measured in bits.

H(Pi) = −∑
j

Pj|i log2 Pj|i
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This approach can dynamically adjust the variance σi depending on the pairwise
distance of the points to ensure the adequate number of neighbours overlaps with the user-
provided perplexity [50]. To prevent traffic congestion the student t-distribution is used by
tSNE with a specific degree of independence. The probability of low dimension qij can be
expressed quantitatively using another representation as in the following Equation (3).

This approach can dynamically adjust the variance σi depending on the pairwise
distance of the points to guarantee the active number of neighbours overlaps with the
user-provided perplexity.

qij =
(1 + ‖mi −mj‖2)−1

∑i 6=j(1 + ‖mi −mj‖2)−1 (3)

After that, the tSNE method finds the ways to project the input data xi into a lower
dimension as mi look like as a Kullback–Leibler [51] approach by calculating the divergence
between pij and qij and to achieved this tSNE employed a gradient-based approach. In
tSNE, the parameters such as the number of components 2, verbose a, perplexity 40, and
the number of iterations 300 have been used, which provide the best two components of
the image.

Although tSNE better visualizes the data than PCA, there are still some disadvantages
of tSNE; for example, it may take more time when the dataset is too large [19,48]. For this
purpose, PCA is used for dimension reduction first, and then tSNE is applied to the reduced
PCA features. Therefore, the processing time increases greatly. After that, the BlendedCNN,
a deep convolutional neural network is applied to obtain a better classification accuracy,
preserving both spatial–spectral relations of the HSI pixels.

Vizualization of the TSNE

The main goal of the tSNE is to preserve the local and global relationship between pix-
els. This tSNE algorithm provides a better-reduced dimension and better visualizes the data
for linearly inseparable class data such as in the Indian Pines images. Figures 4 and 5 the
two main components after the tSNE algorithm for the Indian Pines and Salinas datasets,
respectively. From this output, it can be shown that it provides the maximum information,
like the ground-truth reference image.

Figure 4. Two selected components of Indian Pines dataset using tSNE.
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Figure 5. The selected components of SalinusA dataset using tSNE.

The scatter plot of the outcome has been shown in Figures 6 and 7 for Indian Pines
and Salinas respectively. Figure illustrates the scatter plot for all classes of the Indian pines
and SalinasA data set after dimension reduction using PCA and tSNE. Here it is clear
that many classes are overlapped, and some classes are visually separated. A comparison
discussion between PCS and tSNE is that many classes are clustered smoothly. Class Alfalfa
in red color is more separated, and the Grass-pasture-mowed class in black colour is also
separated from other classes. On the other hand, all other classes also show their separation
from other classes. This statistical variation helps the improvement in the classification of
the dataset.

(a)

Figure 6. Cont.
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(b)

Figure 6. Scatter plots of the DR algorithm features for Indian Pines dataset (a) PCA and (b) tSNE.

(a)

Figure 7. Cont.
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(b)

Figure 7. Scatter plots of the DR algorithm features for SalinusA dataset (a) PCA and (b) tSNE.

4.3. BlendedCNN Architecture for HSI Classification

In this study, BlendedCNN—a spectral-spatial 3D-CNN accompanied by a spatial 2D-
CNN—is utilized to classify hyperspectral images. BlendedCNN is a hybrid deep neural
network that is created using a mixture of 3D and 2D CNN models and is intended for HSI
image classification. The 3D-CNN model in this model maintains the spatial-spectral data
from a set of spectral bands.

A 2D-CNN model is additionally introduced to the 3D-CNN in order to preserve and
learn more about the spatial relationship between the HSI bands. In Figure 8, a visual
representation of the network model is provided. This model primarily consists of three
components: classification, 2D convolution of spatial information, and 3D convolution of
spectral information. Our architecture began with a 3D convolution [52] to extract spectral
data from HSI, which primarily convolved a 3D kernel with the 3D input tensor after which
spectral feature of the convolution is formed by using the 3D kernel over various bands on
the input layer.

Figure 8. Proposed BlendedCNN model for hyperspectral image classification.
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The activation value ap,q,r
m,n at the (p, q, r) for the nth feature map and at mth layer,

calculated with the following equations.

ap,q,r
m,n = φ(bm,n +

dl−1

∑
α=1

ζ

∑
β=−ζ

γ

∑
θ=−γ

δ

∑
σ=−δ

wσ,θ,β
m,n,α × ap+σ,q+θ,r+β

m−1,α ) (4)

In the Equation (4), 2ζ + 1 is the kernel depth along a spectral dimension, and other
parameters are the same as in Equation (5).

In order to feed the 2D CNN with 2D data, the 3D data was first convolved with the 2D
kernels. However, the convolution process is the same as the previous one by computing
the sum of the dot product among the input data and kernel. In addition, here a stride is
used, aiming to stride over the input data to extract the spatial dimension. After that, the
feature from the convolution is fed into the activation function to perform the non-linearity
property of the model. At the spatial position of the 2D convolution, the activation value is
calculated according to the following equation.

ap,q
m,n = φ(bm,n +

dl−1

∑
α=1

γ

∑
θ=−γ

δ

∑
σ=−δ

wp,q
m,n,τ ,×ap+σ,q+θ

m−1,α ) (5)

where (p, q) is the spatial position, nth is the feature index of the mth layer index, and
the final feature is denoted by ap,q

m,n. In addition, the activation function bias parameter is
denoted by φ , bm,n.

CNN parameters, such as the bias b and kernel weight w, can typically be trained with
a gradient descent optimization method using supervised strategies [53]. In traditional
2D-CNNs, only spatial dimensions are added to measure the 2D discriminatory function
maps, preserving all the image features of the prior layer. At the same time, the spectral
information preserved in several bands and the spatial information can be obtained for the
issue of HSI classification. The 2D-CNNs cannot manage the spectral results. Moreover,
the 3D-CNN kernel can concurrently retrieve the spectral and spatial information from
the input image data. To take advantage of the 2D- and 3D-CNNs’ automated feature-
learning capability, a hybrid HSI classified feature-learning system called BlendedCNN is
proposed. Figure 3 shows the data flow diagram of the BlendedCNN network. It consists
of three 3D convolutions, one 2D convolution (Equation (4)), the other (Equation (5)),
and three completely linked layers. Just before the flattening layer, the 2D convolution is
implemented by considering that spatial information inside the various spectral bands is
highly discriminated against without a serious decline of spectral information, which is
essential for HSI details. It can be shown that the largest number of variables is found in
the first dense layer. In the final layer, we used neurons, the same as the label of the Indian
Pines dataset, which is 16.

In summary, the total sample dataset in the final layer depends on the number of
classes in the dataset. For the Indian Pines dataset, the total number trainable parameters
in our proposed network 5, 122, and 176. The backpropagation algorithm with Adam
optimizer is used here to randomly initialize and train the model with a softmax loss
function [54].

5. Experimental Setups and Results

In this work, we used the Indian Pines and SalinasA datasets, which contain 16 input
classes each [43]. For all datasets, a dimension-reduction approach is applied first and takes
the major dimensions of these datasets. Second, this research uses a BlendedCNN classifi-
cation framework to train a classifier system that ensures that the properties of the system
studied and trained on a common basis are passed and carefully designed to a new model
for the target classes expected. The network used throughout the training methodology was
explicitly configured with the metadata of the bounding boxes. To prevent the parameters
learned from coevolutionary layers from pre-training, for the first stage of training, only
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the network head is trained independently with the training of hundreds of datasets of
images. In contrast, all the foundation layers remain protected. Then, the training dataset
tunes the global layers to form the BlendedCNN classification, which could benefit from
the normalized features of large-scale data. In the training experiments, the batch size is
256 and the number of epoch is 100. The proposed classification model is implemented
using the deep learning framework.

5.1. Experimental Settings

The image was first scaled in the preprocessing stage with a min–max scalar model.
Then the standardized image was given as input for the dimension-reduction method.
Here, tSNE was used as our DR algorithm. In tSNE, parameters including the number
of components 2, verbose a, perplexity 40, and number of iterations 300 are used, which
provide the best two components of the image. Then, this reduced dataset was split in a
ratio of 70 and 30 as the training set and test set, respectively, for both input and ground-
truth images. We used 256 as a batch size to obtain a stable model and trained the model for
100 iterations without batch normalization and data accumulation. After that, the output
image was resized to prepare the image cube.

Then the image cube was used as input for the BlendedCNN model for classification,
and the detailed information is given in Table 2. The BlendedCNN model consists of one
input layer, two 3D layers, one 2D layer, and one flattened layer, the sandwich combination
of three dense and two dropout layers. Here the total and trainable parameter numbers are
the same, and the value is 5,960,440. For the non-trainable parameters, the number is 0. To
implement the system, we used the Python programming language and Google colab.

Table 2. Output dimension of the proposed BlendedCNN Model.

Layer (Type) Output Shape Parameter #

Input Layer (None, 224, 224, 2, 1) 0

Conv3d Layer (None, 25, 25, 2, 1) 0

Conv3d Layer (None, 23, 23, 1, 8) 152

Conv3d Layer (None, 21, 21, 1, 16) 1168

Conv2D Layer (None, 19, 19, 64) 9280

Flatten Layer (None, 23,104) 0

FCN Layer (None, 256) 5,914,880

Dropout Layer (None, 256) 0

Dense Layer (None, 128) 32,896

Dropout Layer (None, 128) 0

Output Layer (None, 21, 21, 1, 16)

To carryout the experiment We used the TensorFlow framework of Python program-
ming [55] in the Google Colab environment with Pro edition. There are 25 GB RAM in
the environment and a GPU named Tesla P100 [56]. Because it is open source, utilizes the
idea of a computational graph, is adaptable, and works with the least amount of resources
possible, Tensorflow is seen as a godsend to deep learning models. For the initial image
processing task, we utilized the OpenCV Python library [57]. The image collection is
also transformed into a byte stream for storage using the pickle package. For analyzing
mathematical and statistical datasets, Pandas and Numpy are utilized, providing versatility
when manipulating matrices. Plotting the various kinds of graph figures requires the usage
of Matplotlib [57]. The training was performed for each dataset for 100 epochs while we
used 0.000005 as the initial learning rate on account of higher fluctuation during the Adam
optimizer with Nesterov momentum [58,59]. Here different types of parameter tuning had
been performed for the learning rate and optimization of two study classes.
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5.2. Performance Accuracy with Indian Pines Dataset

The classification performance of the suggested technique using the Indian pines
dataset is shown in Table 3. We compared the suggested method to other approaches,
including Non-negative matrix factorization (NMF), Independent component analysis
(ICA), Singular value decomposition (SVD), Kernel Principle Component Analysis (KPCA),
and Multiple KPCA (MKPCA) with Cosine and RBF kernel, in order to demonstrate the
effectiveness of the proposed approach. Figure 9 shows some classified images with the
proposed and previous existing methods [43].

(a) (b) (c)

(d) (e) (f)

Figure 9. Classified images of Indian Pines dataset using (a) NMF, (b) ICA, (c) RBF and cosine,
(d) Cosine and linear, (e) KPCA with cosine kernel, and (f) the proposed method.

The classification accuracy performance is listed in Table 3, and it can be seen that
SVD(Singular Value Decomposition) and BlendedCNN provide the least performance
measures in all points of view. ICA and BlendedCNN provide moderate performance in
all cases with 85.12% Average Accuracy(AA). NMF and blended CNN algorithms provide
92.89% of average accuracy, which is far better than SVD and ICA algorithms. Different
kernels show different accuracy values compared to KPCA and MKPCA. Among them,
the combination of Cosine and RBF in the kernel in MKPCA provides better average
accuracy of 90.73%. On the other hand, the proposed tSNE and BlendedCNN show the
best performance for the studied dataset, 95.21%, the highest among the studied methods.
Thus, it can be concluded that tSNE with the BlendedCNN algorithm outperforms the
studied baseline approaches. The tSNE algorithm provides quick saturation of the training
accuracy in only 25 epochs with an accuracy of almost 100%. NMF provides near accuracy
after 70 epochs. All others, i.e., KPCA with different kernels and ICA, are almost similar.
However, SVD provides the lowest training accuracy. Therefore, it is easily shown that
tSNE provides the best training accuracy on this example dataset. The testing accuracies of
the studied methods are presented in Figure 10, and it can be seen that the testing accuracy
of the proposed method is higher than that of all the baseline methods. It provides quick
saturation in the accuracy after only 20 epochs with an accuracy of almost 98%. MKPCA
with RBF and cosine kernel provides near accuracy after 95 epochs.
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Table 3. Comparison of classification performance analysis for Indian Pines dataset [43].

Recall Precision F1 Score Test Loss TA KA OA AA Time

SVD [43] 6 0 4 98 3.9 0 3.9 6.25 n/a

ICA [43] 85 92 94 27.23 94.16 93.37 94.2 85.12 n/a

NMF [43] 93 89 94 42.62 94.25 93.44 94.25 92.89 n/a

KPCA
(Cosine) [43] 94 94 94 37.82 93.97 93.13 93.97 90.69 n/a

KPCA (RBF) [43] 85 87 85 96.82 85.49 83.35 85.49 81.36 n/a

MKPCA (Cosine + Linear) [43] 96 96 96 23.95 95.75 95.16 95.76 89.96 n/a

MKPCA (Cosine + RBF) [43] 95 95 94 23.75 94.53 93.75 94.53 90.73 n/a

SVM [60] n/a n/a n/a n/a n/a 85.3 83.10 79.03 n/a

2D-CNN [61] n/a n/a n/a n/a n/a 89.48 87.96 86.14 1.3

3D-CNN [62] n/a n/a n/a n/a n/a 91.10 89.98 91.58 10.6

Proposed 95 99 97 6.2 98.21 98.10 98.34 95.21 4.42

(a)

Figure 10. Cont.
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(b)

Figure 10. Accuracy curves of all used DR algorithms: (a) training accuracy and (b) testing accuracy.

5.3. Performance Accuracy with SalinasA Dataset

The performance comparison of the proposed model with the state-of-the-art models
for the SalinasA dataset is demonstrated in Table 4. The output of the Salinas dataset after
applying tSNE given on Figure 5. The Figure 7 visualizes the scatter plot of the clusters of
different classes after PCA and tSNE applied. The Figure 11 illustrate the classification map
or prediction of the proposed model using the SalinasA dataset. The visualization image
Figure 11a,b seem to be the same because of the prediction performance near the 100%, and
it showed the same as the original or ground truth images.

(a) (b)

Figure 11. Classified images of SalinusA dataset (a) ground truth and (b) output using pro-
posed method.

In the Table 4, we have shown the comparison of the proposed study with the most
widely used method, namely SVM [60], 2D-CNN [61], 3D-CNN [62] and HybridSN
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method [31]. The training and testing data ratio is the same as in the previous study
of Indian pines. The Table 4 conclude that the proposed model outperformed the existing
method for the SalinasA dataset. In the same way, the classification map of the proposed
method is better than the existing method also, the small segment maps also higher than
the existing system.

Table 4. Comparison classification performance analysis for SalinasA dataset [31].

Method Name Training Accuracy Testing Accuracy Time (s)

SVM [60] N/A 92.95 N/A

2D-CNN [61] N/A 97.08 2.0

3D-CNN [62] N/A 93.96 15.2

HybridSN [31] N/A 99.71 9.00

Proposed 99.99 99.96 5.63

6. Conclusions

In this research, the performance of the different DR algorithms is compared with
the proposed tSNE after PCA and BlendedCNN method. It can be seen that the pro-
posed method outperforms the baseline methods on real hyperspectral datasets. Various
classification performance analysis terms, such as the test loss rate, over accuracy (OA),
average accuracy (AA), precision, recall, and F1 score, are also shown. From the above
analysis, it can be concluded that the proposed method can provide a better separation
among the input classes of interest and address the curse of dimensionality issues. The
tSNE preserves the local and global relationship of the pixel values, and PCA provides
reduced-dimensional data. BlendedCNN preserves the spatial and spectral information of
the reduced dataset for better classification of hyperspectral images. The main limitation of
this work is that we used a multistage dimension-reduction method, which seems not to be
smart, although it decreased the computational complexity of the system. In the future,
we will extend the proposed deep learning model with different modalities such as spatial
attention, temporal attention, spectral attention, dilated convolution, etc. and limit the
learnable parameters in the explainable number without compromising the computational
complexity, efficiency, and performance.
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