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Abstract: This paper presents a novel digital background calibration technique for timing mismatches
in time-interleaved analog-to-digital converters (TIADCs). We reconstruct and eliminate the timing
mismatch based on the theory of timing-mismatch-induced spurious signals in the frequency domain.
The proposed compensation algorithm utilizes the conjugate property between spurious signals to
achieve low complexity. A coarse-fine correction architecture is adopted to eliminate higher-order
time-skew errors. A novel feedforward estimation algorithm based on the correlation of adjacent
channels is proposed to extract the time-skew errors. Our proposed calibration technique is suitable
for an arbitrary number of channels. The simulation results demonstrate that the utilization of the
proposed calibration technique yields significant improvements in both the signal-to-noise-and-
distortion ratio (SNDR) and spurious-free dynamic range (SFDR). The SNDR and SFDR are improved
from 55.82 dB and 56.64 dB to 79.92 dB and 105.98 dB, respectively.

Keywords: time-interleaved ADC; time-skew errors; fully digital calibration; feedforward
architecture; background

1. Introduction

Modern electronic communication systems, such as baseband optical communication
and satellite communication receivers, have growing demands for high-speed and high-
resolution analog-to-digital converters (ADCs) [1–5]. A TIADC system composed by several
slow but accurate sub-ADCs can meet the requirements of communication systems [6–8].
However, due to the offset, gain and timing mismatches among the parallel sub-ADC
channels, the performance of TIADC has been limited [9,10]. The offset and gain mismatch
introduce direct current (DC) and gain product terms, and they can thus be calibrated
by adders and multipliers, respectively [11]. Hence, the crucial challenge is to calibrate
the timing mismatch that acts as the sample-time error, is dependent on input signal and
deteriorates with an increase in input frequency [12,13].

In the analog domain, analog and mixed-signal calibration techniques can relieve the
timing mismatch via the variable-delay line (VDL) in a direct way. However, the VDL
requires an additional analog circuit and is very sensitive to process, temperature, voltage
and thermal noise effects, which are detrimental to calibration performance [14–17]. In con-
trast, fully digital calibration techniques have the advantages of high reliability and strong
transplantation, while their biggest problem (i.e., digital circuit area) can be addressed by
employing a more advanced technology.
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Many fully digital calibration techniques have been proposed in previous research [18–26].
In Ref. [18], the outputs of TIADC are modulated by the Hadamard matrix to generate
the pseudo-aliasing signals. However, this approach only adapts to the TIADC with
specific channel numbers, owing to the limits of Hadamard transform. Ref. [19] provides
a method that exploits the correlation of the input signal and the mismatch spurs in
the frequency domain to eliminate the influence of timing mismatch. Nevertheless, this
requires a tremendous amount of filters and massive calculation of inverse discrete Fourier
transform (IDFT), leading to an increase in hardware complexity; however, millions of
sampling numbers are needed to achieve the convergence condition. In Ref. [21], based
on the frequency-shifted and derived basis functions, a calibration method for time-skew
errors needs the Hilbert filter to reconstruct the complex signal, resulting in the additional
consumption of hardware resources. Furthermore, the feedback architecture [18,20,23–26]
is utilized to make their estimated parameters close to the actual value, but this also brings
potential stability issues. To address the aforementioned concerns, we put forward a
novel, fully digital calibration technique. We utilize the conjugate property of the spurious
signals to avoid the generation of complex signal and reduce hardware complexity. We also
propose a new feedforward algorithm to mitigate the risk of feedback-structure-induced
non-convergence during the extraction of time-skew errors. It is worth noting that our
calibration technique is suitable for any channel’s TIADC system.

The remainder of this manuscript is structured as follows. Section 2 presents a detailed
exposition and analysis of the proposed calibration methodology. In Section 3, numerical
simulations and experimental findings are portrayed. Finally, Section 4 presents a brief
conclusion of the proposed method.

2. The Proposed Timing Mismatch Calibration Technique

In this section, a novel, fully digital calibration technique is proposed to calibrate
timing mismatches in an M-channel TIADC system. To streamline the matter, it is assumed
that the offset and gain discrepancies have been calibrated. Firstly, we analyzed the TIADC
model in the frequency domain to extract the spurious signals. Subsequently, the timing
mismatch calibration structure is presented according to the aforementioned model.

2.1. The Model of TIADC in the Frequency Domain

In an M-channel TIADC system, the sampling instances tk of each sub-ADC can be
written as [22]

tk = (nM + k) · Ts (1)

where Ts represents the sampling period of the TIADC system and k represents the channel
number (k = 0, 1, · · · , M− 1). The flow chart and the sampling sequence diagrams of the
M-channel TIADC system are shown in Figure 1.

However, due to the existence of timing mismatches, the k-th channel transfer function
can be written as [18]

Hk(jω) = ejω(k+γk) (2)

where γk denotes the timing mismatch of k-th channel. The block diagram of sampling in
an M-channel TIADC is shown in the Figure 2. Therefore, the discrete Fourier transform
(DFT) of k-th channel outputs can be written as [18]

Yk(jω) =
1
M

e−jkω
M−1

∑
i=0

Hk

(
j
(

ω− 2πi
M

))
X
(

j
(

ω− 2πi
M

))
(3)

where X(jω) is the DFT of the ideal input signal. Hence, the outputs of TIADC can be
written as

Y(jω) =
M−1

∑
k=0

Yk(jω) = X̂(jω) +
M−1

∑
i=1

Qi(jω) (4)
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with

X̂(jω) =
1
M

M−1

∑
k=0

ejωγk · X(jω) ≈ X(jω) (5)

Qi(jω) =
1
M

M−1

∑
k=0

e−j 2πik
M ej(ω− 2πi

M )γk

︸ ︷︷ ︸
Ci

X
(

j
(

ω− 2πi
M

))
(6)

where X̂(jω) denotes the desired signal, Qi(jω) denotes the spurious signals caused by
timing mismatches and Ci denotes the modulation coefficient. The spectrum of an M-
channel TIADC with timing mismatches is shown in the Figure 3a. Note that Qi(jω) is
the amplitude modulation for the frequency shift replication of input signals. If the time
skew errors are identical or zero, the output signal of each sub-ADC is identical and Qi(jω)
can be eliminated perfectly. Considering the existence of manufacturing differences and
changes in voltage or temperature, the timing mismatch γk is different in each sub-ADC.
Thus, the key challenge is to eliminate these spurious signals.
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Figure 1. (a) The flow chart and (b) the sampling sequence diagram of the M-channel TIADC system.
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Figure 3. (a) The TIADC output spectrum with timing mismatch. (b) The frequency shift in X(jω).
(c) The amplitude modulation of the frequency-shifting parameters. (d) The spectrum of corrected
signal Ŷ(jω).

2.2. Timing Mismatch Compensation

From Equation (6), we know that the spurious signals Qi(jω) are associated with
X(jω). Theoretically, if we estimate the γk accurately, the product of modulation coefficient
and frequency shift in ideal input signal Ci · X

(
j
(

ω− 2πi
M

))
approximately equals Qi(jω),

as shown in Figure 3b,c. Thus, the corrected outputs Ŷ(jω) can be written as

Ŷ(jω) = Y(jω)−
M−1

∑
i=1

Qi(jω). (7)
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The spectrum of corrected signal Ŷ(jω) is presented in Figure 3d. However, the IDFTs
of Equations (4)–(7) are complex-valued signals and we cannot directly handle them in the
time domain. To solve the above issue, many reports [19–21] exploit the additional filters to
structure the imaginary components, but this approach has undoubtedly led to an increase
in computational complexity and hardware resource consumption. Hence, we propose
a novel compensation algorithm to optimize the calculation process and circumvent the
calculation from the imaginary components.

Note that the time-skew errors are usually much less than the sampling period and,
for the sake of description, we ignore the presence of higher-order error terms and use the
first-order Taylor series to rewrite Qi(jω), expressed as follows:

Qi(jω) ≈ 1
M

M−1

∑
k=0

e−j2πik/M
(

1 + j
(

ω− 2πi
M

)
· γk

)
X
(

j
(

ω− 2πi
M

))

=
1
M

M−1

∑
k=0

e−j2πik/Mγk · j
(

ω− 2πi
M

)
X
(

j
(

ω− 2πi
M

))
(8)

where j
(

ω− 2πi
M

)
is the frequency response of the derivative filter. Similarly, QM−i(jω)

can be written as

QM−i(jω) =
1
M

M−1

∑
k=0

e−j2π(M−i)k/Mγk · j
(

ω− 2π(M− i)
M

)
X
(

j
(

ω− 2π(M− i)
M

))

=
1
M

M−1

∑
k=0

ej2πik/Mγk · j
(

ω +
2πi
M

)
X
(

j
(

ω +
2πi
M

))
. (9)

Thus, the IDFT of Qi(jω) can be written as

Qi[n] =
1
M

M−1

∑
k=0

e−j2πik/Mγkej2πin/M · (hd[n] ∗ x[n])

=
1
M

M−1

∑
k=0

γk

(
cos
(

2πik
M

)
cos
(

2πin
M

)
+ sin

(
2πik

M

)
sin
(

2πin
M

)

+ j
(

sin
(

2πin
M

)
cos
(

2πik
M

)
− sin

(
2πik

M

)
cos
(

2πin
M

)))
· x′ [n] (10)

where hd[n] denotes the unit sample response of the derivative filter and x
′
[n] denotes the

derivative of ideal input signal x[n]. Note that when we calculate the IDFT the QM−i(jω),
the terms of the frequency shift parameter in QM−i[n] conjugate with the frequency shift
parameter in Qi[n]. Hence, the IDFT of QM−i(jω) can be written as

QM−i[n] =
1
M

M−1

∑
k=0

ej2πik/Mγke−j2πin/M · (hd[n] ∗ x[n])

=
1
M

M−1

∑
k=0

γk

(
cos
(

2πik
M

)
cos
(

2πin
M

)
+ sin

(
2πik

M

)
sin
(

2πin
M

)

− j
(

sin
(

2πin
M

)
cos
(

2πik
M

)
− sin

(
2πik

M

)
cos
(

2πin
M

)))
· x′ [n]. (11)

It can be seen that the real components of Qi[n] and QM−i[n] are identical and their
imaginary components are opposite. Hence, we can use the conjugation between Qi[n] and
QM−i[n] to reduce computational complexity, expressed as follows:
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ei[n] = Qi[n] + QM−i[n]

=
2
M

M−1

∑
k=0

γk

(
cos
(

2πik
M

)
cos
(

2πin
M

)
+ sin

(
2πik

M

)
sin
(

2πin
M

)
· x′ [n]

= wi[n] · x
′
[n] (12)

with

wi[n] =
2
M

M−1

∑
k=0

cos
(

2πik
M
− 2πin

M

)
·γk (13)

where ei[n] denotes the reconstruction conjugate error pair and wi[n] denotes the corre-
sponding coefficient. wi[n] is a function of period M and, with a specific number of channels,
M, the coefficient in front of the time error can be calculated in advance, which can save
hardware resource consumption. It is noted that when M is odd, there are (M − 1)/2
conjugate error pairs in total, whereas when M is even, an extra spurious signal appears
in π and the corresponding frequency shift in input signal will not generate imaginary
components, expressed as follows:

eM/2[n] =
1
M

M−1

∑
k=0

γke−jπkejπn · x′ [n]

= wM/2[n] · x
′
[n] (14)

with

wM/2[n] =
1
M

M−1

∑
k=0

γk(−1)n+k. (15)

However, the ideal signal x[n] and its derivative x
′
[n] are not available in the blind

calibration technique, so we use the outputs of TIADC y[n] and their derivative y
′
[n] to

approximate them. Similarly, the second-order error terms possess the same conjugate
symmetry, and thus we can also use this to reduce the complexity of the operation. Expand-
ing our previous research [22], a coarse–fine correction method is employed, based on the
second-order Taylor series, to eliminate higher-order timing-skew errors. During the initial
coarse correction stage, the first-order Taylor series approximation is utilized to correct y[n],
expressed as follows:

ŷc[n] = y[n]− ec[n] (16)

with

ec[n] =
<(M−1)/2>

∑
i=1

(wi[n] · y
′
[n]) + wM/2[n] · y

′
[n]︸ ︷︷ ︸

exists when M is even

(17)

where < · > denotes the rounding down operation. In order to mitigate the impact of
higher-order time-skew errors, the fine-calibration process employs a second-order Taylor
series approximation, expressed as follows:

ŷ f [n] = y[n]− ex[n]− ex,2[n] (18)

with

ex[n] =
<(M−1)/2>

∑
i=1

(wi[n] · x
′
[n]) + wM/2[n] · x

′
[n]︸ ︷︷ ︸

exists when M is even

, (19)
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ex,2[n] =
<(M−1)/2>

∑
i=1

(wi,2[n] · x
′
[n]) + wM/2[n] · x

′′
[n]︸ ︷︷ ︸

exists when M is even

, (20)

wi,2[n] =
1
M

M−1

∑
k=0

cos
(

2πik
M
− 2πin

M

)
· r2

k (21)

wM/2,2[n] =
1

2M

M−1

∑
k=0

r2
k(−1)n+k (22)

where wi,2[n] and wM/2,2[n] denote the coefficient of the second-order error term.
To improve the accuracy of the approximation and mitigate the impact of higher-order

error terms, the output of the coarse correction process, represented as ŷc[n], is substituted
for the first-order derivative of the ideal output x

′
[n]. Additionally, to reduce latency in

the calibration process, the uncorrected second derivative of the output y
′′
i [n] is utilized to

replace x
′′
i [n], expressed as follows:

ŷ f [n] = y[n]− e f [n]− e f ,2[n] (23)

with

e f [n] =
<(M−1)/2>

∑
i=1

(wi[n] · ŷc
′
[n]) + wM/2[n] · ŷc

′
[n]︸ ︷︷ ︸

exists when M is even

, (24)

e f ,2[n] =
<(M−1)/2>

∑
i=1

(wi,2[n] · y′′[n]) + wM/2,2[n] · y
′′
[n]︸ ︷︷ ︸

exists when M is even

. (25)

Based on the above analysis, the proposed compensation architecture is shown in
Figure 4. The outputs of the coarse correction are sent to the fine-correction to eliminate
the impact of higher-order error terms. Note that, in the case of a determined number
of channels, the part of the error coefficient wi and wi,2 other than the time-skew errors
can be calculated in advance and stored in the circuit, without consuming additional
hardware resources.
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Figure 4. The structure of the proposed compensation technique. (a) The structure of the coarse
correction. (b) The structure of the fine correction.

2.3. Timing Mismatch Estimation

In our previous work [22], the product’s average adjacent channels can be written
as follows:

Rk,k+1 = E(yk[n] · yk+1[n])
= Rx(Ts + γk+1 − γk) (26)

where Rx denotes the autocorrelation function, yk[n] denotes the output of k-th channel,
and E(·) denotes the mean value. The approximation of Equation (26) can be written as

Ak = Rk,k+1 ≈ Rx(Ts) + (γk+1 − γk) · R
′
x(Ts), (27)

where R
′
x(Ts) is the derivative of the autocorrelation of the input signal. To solve the

potential stability issues in the feedback architecture [18,20,23–26], we propose a novel
feedforward estimation algorithm to directly calculate the value of timing mismatches.

Firstly, to eliminate Rx(Ts), the timing-skew error function can be written as

Bk = Ak+2 − Ak

= (γk − γk+1 − γk+2 + γk+3) · R
′
x(Ts), k = 0, 1, · · · , M− 3. (28)
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For convenience of expression, we define the γM = γ0. Note that Bi is the difference
between odd or even terms. To increase the integrity of the error function, we add an
additional error function, expressed as follows:

BM−2 = A2 − A1

= (γ1 − 2γ2 + γ3) · R
′
x(Ts). (29)

From Equations (28) and (29), we can obtain the following linear equations:

B0 = (γ0 − γ1 − γ2 + γ3) · R
′
x(Ts)

B1 = (γ1 − γ2 − γ3 + γ4) · R
′
x(Ts)

...
Bk = (γk − γk+1 − γk+2 + γk+3) · R

′
x(Ts)

...
BM−3 = (γM−3 − γM−2 − γM−1 + γ0) · R

′
x(Ts)

BM−2 = (γ1 − 2γ2 + γ3) · R
′
x(Ts).

(30)

The linear equation system of Equation (30) can be written in matrix form as follows:

CT × γT = BT ·
1

R′x(Ts)
(31)

where γT is a column vector and its elements are each sub-ADC’s time-skew error; BT is
also a column vector and its elements are each time-skew error function, which can be
expressed as:

γT =
[
γ0, γ1, · · · , γM−1

]T , (32)

BT = [B0, B1, · · · , BM−2]
T (33)

and

C =


1 −1 −1 1 0 · · · 0
0 1 −1 −1 1 · · · 0
...

...
...

...
...

...
...

1 0 0 0 0 · · · −1
0 1 −2 1 0 · · · 0


(M−1)×M

(34)

is a constant circular (M − 1)× M matrix. The sum of each row is zero. Note that the
rank of CT is M− 1, indicating that we cannot directly find its inverse matrix. In addition,
the number of unknown parameters (γk, k = 0, · · · , M− 1) is higher than the error equa-
tions. Therefore, the linear equation system is under-determined and finding the unique
minimal norm solution of this system becomes a key challenge.

Although the inverse matrix of CT does not exist, we can use the Moore–Penrose
generalized inverse matrix (M–P inverse matrix) to replace it. Firstly, the singular value
decomposition of CT can be written as

CT = USV , (35)

where U is a (M− 1)× (M− 1) matrix whose column vectors are left singular vectors;
S denotes the diagonal matrix whose elements are singular values; V is a M×M matrix
whose column vectors are right singular vectors. U and V are all orthogonal matrices.
Hence, the M–P inverse matrix of CT can be written as

C+
T = VS−1UT (36)
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where C+
T denotes the M–P inverse matrix of CT . The unique minimum-norm solution of

the system can be written as

γT =
C+

T BT

R′x(Ts)
. (37)

From Ref. [27], the first-order derivative of the autocorrelation of the input signal
R
′
x(Ts) can be approximately computed by the k-th channel output yk[n] and the derivative

of the (k + 1)-th output y
′
k+1[n], expressed as follows:

R
′
x(Ts) ≈ E(y

′
k+1[n] · yk[n])

= Ry′k+1,yk
. (38)

Hence, the elements of the minimum-norm solution of the linear equations are the
timing mismatches of each sub-ADC.

2.4. Proposed Calibration Architecture

The flowchart of the proposed algorithm is shown in Figure 5. Figure 6 depicts the
proposed timing mismatch calibration architecture for a M-channel TIADC system, which
comprises a compensation module and an estimation module. The estimation module
encompasses several modules, including the correlation computation module (CCM),
error function generation module (EFGM), matrix calculation module (MCM) and down-
sampling module (DM). The EFGM comprises multiple subtractors that calculate timing
error functions Bk. CCM computes the product’s average of adjacent channels Rk,k+1, which
serves as a moving average filter and is composed of various multipliers and adders [22].
The output of Rk,k+1 can be expressed as:

Rk,k+1[n] =
N − 1

N
Rk,k+1[n− 1] +

1
N

pk[n]

=
1
N
(pk[n]− Rk,k+1[n− 1]) + Rk,k+1[n− 1] (39)

where pk[n] represents the product of adjacent channels and N denotes the number of
samples used in the average calculation. The structure of CCM is described in Figure 7.
One of the benefits of utilizing the CCM is that it does not necessitate dedicated memory.
Furthermore, N can be set as an integer power of two, enabling the replacement of division
with a straightforward shift operation. This approach circumvents the need for a divider.
The MCM can perform a matrix multiplication operation to estimate the time skew errors
of sub-ADCs. The M–P inverse matrix C+

T can be computed in advance and be stored in
memory buffers for a given M.
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Figure 7. The structure of CCM.

3. Simulation Results and Analyses

To verify and test the performance of the proposed calibration technique, the simula-
tions of a four-channel and an eight-channel TIADC are presented in this section, respec-
tively. We used MATLAB to model our proposed algorithm and acquired non-calibrated
data. In order to verify the effectiveness of the algorithm, we also provide many different
simulation cases. All the simulations were performed in MATLAB with the optimization of
the fixed-point coding and all the data were processed with rounding. We also adopted the
ASIC design flow to evaluate the hardware resource cost.

3.1. Simulation of a Four-Channel TIADC

A 14-bit four-channel TIADC behavioral model is introduced in this subsection to
evaluate the efficiency of the proposed calibration method. The time-skew errors were
set as [0.0013, −0.0008, −0.0007, 0.0001]·Ts. The tap of the derivative FIR filter is 33 and
N = 1024.

Figure 8 illustrates the output spectra of a four-channel TIADC prior to and subsequent
to calibration using a single-tone signal input at 0.432 · fs . Notably, the spurs caused by
timing mismatch are all suppressed effectively, and the SNDR and SFDR improved from
52.82 dB and 56.54 dB to 79.92 dB and 105.98 dB, respectively. The estimated timing
mismatch convergence curve corresponding to Figure 6 is shown in Figure 9. Our proposed
estimation method needs about 6000 samples to converge at the expected time-skew values.

Figure 10a,b displays the SNDR and SFDR performances with different input sinu-
soidal frequencies, utilizing the proposed calibration technique. As can be seen, the pro-
posed calibration technique can improve the SNDR and SFDR of TIADC remarkably at
almost the entire Nyquist domain and such improvements reach a magnitude of 27 dB for
SNDR and 49 dB for SFDR.

The proposed calibration technique performance under different time-skew errors is
shown in Figure 11. This demonstrates that our proposed calibration method possesses a
stable calibration effect within a range of serious timing mismatches.

Figure 12 illustrates the output spectra of the TIADC with and without calibration
when the input signal is a multitone signal. The proposed calibration technique effectively
suppresses all spurs caused by timing mismatches and reduces them to the noise floor.

In the above discussion, we assume that both offset and gain mismatches were cal-
ibrated before timing mismatch calibration by our proposed technique. However, offset
and gain mismatches cannot be completely eliminated in practice [11,28]. To view the
effectiveness of our calibration algorithm even in the presence of the three mismatches
(i.e., offset, gain and timing mismatches), we set the offset mismatch = [0, 0.0001, −0.0002,
0.0002] and gain mismatch = [1, 1.0001, 1.0001, 0.9998]. The output frequency spectra before
and after calibration are presented in Figure 13. It can be seen that our proposed calibration
algorithm is able to eliminate the effect of timing-skew errors despite the interference of
offset and gain mismatches.

Nevertheless, limited by the bandwidth of the derivative FIR filter, the performance of
the proposed calibration algorithm will decline when the input signal is near 1

2 fs. The dis-
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advantage of the feedforward structure is that it has a limited margin-of-error estimate.
Figure 11 shows that the performance of the calibration algorithm decreases as the standard
deviation of the time-skew error increases. The main reason for this is the reduced precision
of the estimation module.

0 0.1 0.2 0.3 0.4 0.5

100

50

0

P
o

w
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B
)

SNDR=52.82 dB
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(a)

0 0.1 0.2 0.3 0.4 0.5

100
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0
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SFDR=105.98 dB

skew tone(residue)

(b)

Figure 8. Spectra of a four-channel TIADC output for a single tone input at 0.432 · fs. (a) Prior to and
(b) subsequent to the proposed digital timing mismatch calibration.

Figure 9. Convergences of the estimated timing mismatches.
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(a)
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Figure 10. (a) SNDR and (b) SFDR versus different input frequencies with the adoption of the
proposed calibration technique for a four-channel TIADC.
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Figure 11. (a) SNDR and (b) SFDR versus different timing-skew mismatches for a four-channel
TIADC by utilizing the proposed calibration technique.
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Figure 12. Spectra of a four-channel TIADC output (a) without and (b) with calibration under a
multitone input.

(a)

(b)

Figure 13. The frequency spectra of the TIADC output with offset and gain mismatches: (a) before
calibration (SFDR = 62.83 dB); (b) after calibration (SFDR = 72.09 dB).
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3.2. Simulation of an Eight-Channel TIADC

To demonstrate the extension of the proposed calibration technique for any chan-
nel TIADC, the simulations of an eight-channel TIADC are introduced in this subsec-
tion. The time skew errors are set as [0.001, 0.002, −0.0015, 0.0013, 0.003, −0.004, −0.003,
0.002]·Ts.

Figure 14 illustrates the output spectra of an eight-channel TIADC prior to and subse-
quent to calibration with a single-tone signal input at 0.432 · fs . The proposed calibration
technique results in a significant improvement in both the SNDR and the SFDR. Specifically,
the SNDR and SFDR are improved from 43.64 dB and 49.36 dB to 76.39 dB and 90.39 dB,
respectively.

Figure 15a,b show the performance of SNDR and SFDR versus different input sinu-
soidal frequencies. Our proposed calibration technique can also maintain a stable efficiency
as the input frequency increases, even for an eight-channel TIADC.

Table 1 illustrates the comparison of the proposed fully-digital calibration technique
with the other state-of-the-arts. Compared to Ref. [18], our proposed calibration technique
demonstrates no limitation on the channel number of the TIADC and performs effectively
under any number of channels. Owing to the limit of Hadamard transform, Ref. [18]
only adapts to the TIADC with specific channel numbers. On the contrary, our proposed
algorithm is based on the correlation between channels, making it applicable to TIadc with
any number of channels. Compared to Ref. [19–21], our proposed calibration technique
utilizes the conjugate property between spurious signals to reduce the number of estima-
tion parameters, suggesting that this technique requires fewer hardware resources. We
constructed the underdetermined equation and solved it using the matrix equation, which
makes our calibration technique more compact and efficient. Furthermore, the proposed
technique offers substantial advantages in terms of convergence time due to its optimal
feedforward architecture.

(a)

(b)

Figure 14. Spectra of an eight-channel TIADC output for a single tone input at 0.432 · fs. (a) Before
and (b) after the proposed digital timing mismatch calibration.
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(a)

(b)

Figure 15. (a) SNDR and (b) SFDR versus different input frequencies for an eight-channel TIADC
with adoption of proposed calibration technique.

3.3. ASIC Synthesis

To evaluate the hardware consumption of the proposed calibration structure, the application-
specific integrated circuit (ASIC) design flow was adopted in this framework. The proposed
calibration structure is implemented using ASIC design flow, targeting a 14-bit 3GS/s eight-
channel TIADC. Our proposed calibration technique is optimized with fixed-point coding
and implemented in MATLAB. The simulation results obtained from Register Transfer
Level (RTL) and MATLAB simulations are consistent. Subsequently, the register transfer
level (RTL) design is synthesized to a gate-level netlist with Synopsys design compiler (DC)
tool, targeting the 28 nm technology. Logic simulations are carried out by means of the
gate-level netlist and Verilog testbench. The obtained Verilog Value-Change Dump (VCD)
file provides data on the switching activity of specific signals. By analyzing the VCD file,
the power consumption of the proposed calibration structure can be accurately estimated.

The power and area synthesized results for the proposed calibration algorithm are
presented in Table 2. The proposed calibration technique exhibits a power consumption
of 21.3 mW and occupies a compact area of 0.035 mm2, as demonstrated in the results.
Specifically, the coarse-fine correction module utilizing three FIR filters contributes to a
substantial 84% of the total power dissipation.
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Table 1. Comparison of the state-of-the-art calibration methods.

Characteristics [18] [19] [20] [21] This Work

Background Yes Yes Yes Yes Yes
Resolution 10 11 - 14 14
Channels 2&8 16 4&16 4&16 4&8

Arbitrary channel calibration No Yes Yes Yes Yes
Matrix operation Yes No No No Yes

Estimation parameters num. M 2M−2 2M−2 2M−2 M
Convergence time (samples) 50 k 1200 k 60 k 20 k 6 k

Table 2. The synthesized results of power and area for the proposed calibration algorithm.

Module Name Area [µm2] Area % Power [mW] Power [%]

Correction 27,344 77.2 17.9 84
Estimation 8076 22.8 3.4 16

Total 35,420 100 21.3 100

4. Conclusions

In this brief, we propose an all-digital background calibration technique for timing
mismatches in TIADC. The basic theory of spurious signals caused by timing mismatches
in the frequency domain is illustrated. Based on the above theory, we propose a novel
compensation algorithm to eliminate the effect of timing mismatch. Moreover, we uti-
lized the conjugate property between spurious signals to reduce the cost of filter and
estimation parameters. A coarse–fine correction architecture was adopted to eliminate
higher-order error terms. We also proposed a novel feedforward estimation method to
accurately estimate the time-skew errors. We utilized the correlation between adjacent
channels to construct an underdetermined equation and solved this using singular value
decomposition to obtain time-skew errors. Compared with other feedback architecture,
our estimation method can exhibit rapid convergence and is immune to potential stability
issues. The proposed calibration technique is applicable to TIADCs with any number of
channels, and does not necessitate the use of pilot input signals or supplementary auxiliary
ADC channels. The simulation results show the effectiveness of the proposed method in
both single-tone and multi-tone input conditions. It also brings about the best improve-
ments in SNFR and SFDR, of more than 27 dB and 49 dB, respectively, for a four-channel
TIADC. Finally, the ASIC design flow was adopted to evaluate the hardware cost of the
proposed calibration structure.

However, our proposed algorithm is limited by the Nyquist sampling theorem and is
not effective for inputs with arbitrary Nyquist bands. Besides, the proposed feedforward
estimation structure may result in inaccurate calculations when significant timing mis-
matches are present. Hence, further research will focus on breaking through the limitations
of our calibration on arbitrary input signals through the Nyquist zone by the addition
of Hilbert filters. We will also consider the use of a hybrid structure of feedforward and
feedback to improve the accuracy of the calibration algorithm while maintaining a fast
convergence speed.
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