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Abstract: The purpose of this study was to prove the use of content and sentiment analysis to
understand public discourse on Nytimes.com around the coronavirus (2019-nCOV) pandemic. We
examined the pandemic discourses in the article contents, news, expert opinions, and statements of
official institutions with natural language processing methods. We analyzed how the mainstream
media (Nytimes.com) sets the community agenda. As a method, the textual data for the research were
collected with the Orange3 software text-mining tool via the Nytimes.com API, and content analysis
was conducted with Leximancer software. The research data were divided into three categories (first,
mid, and last) based on the date ranges determined during the pandemic. Using Leximancer concept
maps tools, we explained concepts and their relationships by visualizing them to show pandemic
discourse. We used VADER sentiment analysis to analyze the pandemic discourse. The results
gave us the distance and proximity positions of themes related to Nytimes.com pandemic discourse,
revealed according to their conceptual definitions. Additionally, we compared the performance of six
machine learning algorithms on the task of text classification. Considering the findings, it is possible
to conclude that in Nytimes.com (2019-nCOV) discourse, some concepts have changed on a regular
basis while others have remained constant. The pandemic discourse focused on specific concepts
that were seen to guide human behavior and presented content that may cause anxiety to readers of
Nytimes.com. The results of the sentiment analysis supported these findings. Another result was that
the findings showed us that the contents of the coronavirus (2019-nCOV) articles supported official
policies. It can be concluded that regarding the coronavirus (2019-nCOV), which has caused profound
societal changes and has results such as death, restrictions, and mask use, the discourse did not go
beyond a total of 15 main themes and about 100 concepts. The content analysis of Nytimes.com
reveals that it has behavioral effects, such as causing fear and anxiety in people. Considering the
media dependency of society, this result is important. It can be said that the agenda-setting of society
does not go beyond the traditional discourse due to the tendency of individuals to use newspapers
and news websites to obtain information.

Keywords: coronavirus (2019-nCOV); mainstream media; content analysis; natural language
processing; sentiment analysis

1. Introduction

The coronavirus (2019-nCOV) pandemic, which is thought to have started in December
2019, has affected the global population’s daily life, lifestyle, and behavior as it spread
across the world [1]. The pandemic has had such an impact that it became the number
one problem on the agendas of all countries [2]. All newspapers, magazines, online and
social media news, statements, and articles about the pandemic were used as sources of
information. According to the reports on Forbes.com, pandemic-related news has been
especially prevalent in the social media environment. Looking at 28 February 2020, it was
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estimated that 6.7 million people talked about the coronavirus (2019-nCOV) in one day,
and as a result of this widespread discussion, people became worried [3]. Following this,
people have relied on perceived high-quality news media to learn about the coronavirus
(2019-nCOV) [4]. The coronavirus (2019-nCOV) crisis has led to significant increases
in the consumption of news in digital media since the beginning of 2020, and people
have felt the need to be extremely informed [5]. In conjunction with this, news reading
behaviors have rapidly increased since the onset of the pandemic [6]. Moreover, it has been
determined that people who turn to alternative media for news also use the mainstream
media [7]. Nytimes.com, which is a part of the mainstream media, has shared articles,
news stories, and instant data about the coronavirus (2019-nCOV) on its online website
during the pandemic. In addition to the daily case status of the virus, expert comments,
general evaluations, and articles were provided under many categories, such as sectoral
effects. Therefore, it is important to analyze the contents of the Nytimes.com coronavirus
(2019-nCOV) -related articles and reveal the relationships between emerging concepts.
By analyzing the Nytimes.com unstructured textual data with artificial intelligence (AI)
methods, how mainstream media pandemic discourse has evolved can be explored.

The methods used in the analysis of article content are transformed by digitalization,
particularly with the use of AI-based software. The findings can be quickly obtained, and
the human factors can be minimized. AI software interfaces are used for these processes.
With natural language processing (NLP), one of the sub-branches of AI, keywords related to
the research topic are queried, and the content and metadata of the articles published with
these queried keywords are converted into a dataset. These resulting articles are converted
into datasets that are automatically classified by going through various text processes.
As a result of this classification, various findings are retrieved. In addition, by creating
analytical models suitable for the research problem, the data are instantly evaluated, and
the results are visualized. These processes are short, unlike traditional methods. It provides
important information regarding textual data [8]. The most important contribution of the
results of the analysis performed with NLP is that it reveals the relationships, which can
provide further understanding to researchers. It also helps to discover new insights and
open the “black box”. We used NLP because supervised and unsupervised learning, and
particularly deep learning, are now widely used for modeling human language, but there
is still a need for syntactic and semantic understanding, as well as domain expertise. These
aspects are not necessarily present in the machine learning approaches that are currently
in use. NLP is significant because it helps resolve ambiguity in language and offers a
helpful quantitative structure to the data for applications that come after it, such as voice
recognition or text analytics. Both benefits are vital for downstream applications. In this
study, a similar method was used to analyze the textual contents of the coronavirus (2019-
nCOV)-related articles on Nytimes.com. First, the descriptive statistics of the textual dataset
were defined and sentiment measurements of the published content were conducted. Then,
using Leximancer concept maps [9], we explained concepts and their relationships by
visualizing them to identify pandemic discourse.

In conclusion, we believe that our work makes four primary contributions to the field,
as follows:

1. We gathered information about how the mainstream media (Nytimes.com) sets the
agenda for the community.

2. To evaluate the debate around the pandemic, we used VADER’s sentiment analysis.
The findings provided us with the distance and closeness positions of a few topics
connected to the pandemic discourse on Nytimes.com, disclosed in accordance with
the conceptual definitions of those themes.

3. Using our dataset, we performed text classification, for which we created four al-
ternative machine learning models. In these analysis results, the algorithm that
demonstrated the best performance has been determined.
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4. Concerning crisis communication monitoring, we have presented an overview of
the emotions evoked and topics covered by Nytimes.com’s pandemic-related (2019-
nCOV) coverage, which should be useful.

The remainder of this article is organized as follows: The literature related to our
research is examined in Section 2, the proposed research method and data are reviewed
in Section 3, and the results and evaluations of our study are examined in Section 4. The
discussion and implications are stated in Section 5, and finally, the conclusions are presented
in Section 6.

2. Related Works

Coronavirus (2019-nCOV) has been the most important agenda item for society and
individuals in recent years. Studies have examined news in the mainstream media to
understand and analyze the impact of coronavirus (2019-nCOV). The influence of national
governments on news sources during the pandemic and the impact of the coronavirus
(2019-nCOV) news on the tourism industry were discussed [10]. Exposure to news of
coronavirus (2019-nCOV) in the mainstream media [11], as well as the effects of its news on
consumer behavior and consumption habits [12], were examined. Van et al. evaluated the
results of the use of coronavirus (2019-nCOV) in the news media [13]. Studies have been
conducted to investigate the sectoral and social effects of the news media. These studies
have achieved important results over the pandemic period. Research that analyzes public
discourse during the pandemic often focuses on social media discourse [14–19]. These
studies were combined with behavioral models and analytical frameworks to analyze
public priorities and concerns [20].

2.1. Theoretical-Related Works

As in the agenda-setting theory [21], the dominant group, which has the power to
control the mass media, also determines what people will discuss. Thus, the community
agenda is formed [22]. Media giants publish news that is in line with their own worldviews
and do not consider other views as important. The news is presented to the audience
in a certain order. People tend to consider the news presented first as important, so the
information given first always sets the agenda of people and society [23]. Developments
in the theory also reveal new directions in research [22]. During the pandemic period,
studies were conducted based on this theory, especially analyzing the coronavirus (2019-
nCOV) discourses [24–27] of social media platforms. The Nytimes.com pandemic discourse
will contribute to these findings because Nytimes.com has a prominent place in setting
the agenda of society. Popular daily publications such as The New York Times and The
Washington Post are “agenda setters” within the United States Media. These broadcasts
then have a direct impact on local newspapers and television networks [28].

2.2. Practical-Related Works

Significant developments in the field of artificial intelligence (AI) have enabled these
analyses to be performed. The ability to easily obtain data with various AI software
applications and purposefully analyze them with NLP has led to the automation of research
methods and a significantly shorter timeline for processes. The development of these
methods has supplied the opportunity to perform content analysis used in qualitative
research in a reliable way. Texts converted into numerical data with natural language
processing have created the opportunity to make predictions and inferences using machine
learning (ML) algorithms. NLP, a subfield of artificial intelligence (AI), is used in the
analysis of unstructured textual data [29]. Software interfaces, such as Leximancer [30]
and Orange3 [31], are used to perform NLP operations. Using these applications, large
amounts of qualitative and unstructured data, consisting of text, are automatically classified,
analyzed, and significant insights are identified. In this study, a dataset was created by
collecting coronavirus (2019-nCOV)-related articles published on the Nytimes.com website.
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Leximancer, an AI-based NLP program, was used for content and sentiment analysis by
passing the data through the steps of the working model.

Leximancer detects key concepts (or words) within blocks of text in the complete
dataset based on their similarity and association with other words. The glossary generated
and classified automatically for each set of data was created using machine learning.
Classified texts are indexed as main themes, concepts, and compound concepts. Leximancer
is also a computational content analysis tool for qualitative data analysis that calculates
the frequency of concepts, their associations, and their proximity to each other [9,32]. The
conceptual structure of articles in this study’s dataset was synthesized, indexed, measured,
and visualized as in earlier studies of a similar nature. It has been used in many academic
studies [33–36]. In this study, Leximancer 5.0 was used to analyze “coronavirus” articles on
Nytimes.com.

Sentiment analysis is a classification method used in the perceptual analysis of un-
structured textual contents [37]. There are various analytical methods for NLP. The most
successful among these methods is the valence-aware dictionary for sentiment reasoning
(VADER), which is available in the Natural Language Toolkit (NLTK) library. VADER is
sensitive to both the polarity (positive or negative) and the intensity (strength) of percep-
tion [38]. VADER is directly applied to unlabeled text data [39]. The sentiment classification
(positive or negative) of the text was performed by directly applying the VADER that was
coded in Python.

There have been numerous studies analyzing pandemic events on social media using
machine learning techniques and natural language processing [40]. One study used five
machine learning algorithms (decision tree, logistic regression, k-nearest neighbors, random
forest, and support vector machine) based on a historically tagged dataset of coronavirus
(2019-nCOV) tweets to build a sensitivity classifier [41]. Twitter offers COVIDSensing, a real-
time tool where they use topic modeling and sentiment analysis to analyze socio-economic
issues related to coronavirus (2019-nCOV) on Really Simple Syndication and Telegram [42].
One study detected “flu” on Twitter with a support vector machine to classify negative
and positive flu tweets [43]. Andreadis et al. [44] analyzed tweets about coronavirus (2019-
nCOV) in Italy. They used logistic regression and random forests to classify fake news or
misinformation. Apart from tweets, the authors of [45] combined random forest, stochastic
gradient descent, and a logistic regression decision and created a predictive model for the
retweetability of tweets posted regarding coronavirus (2019-nCOV).

In one study, a novel mesoscopic text representation was proposed to understand
what happens at the mid-sentence level [46]. Additionally, they defined and introduced
a network-based representation of textual data that separates the synchronic properties
of a text from its diachronic properties. Mansoor et al. examined the sentiment of tweets
related to coronavirus (2019-nCOV) and how sentiment in different countries has changed
over time. They proposed a framework to monitor and analyze sentiment towards the
novel coronavirus (2019-nCOV) over time on Twitter and sentiment towards Work from
Home and Online Learning [47]. Another study introduced a new method of training
word embeddings with information about context to induce word senses in the word sense
induction task. Results show that word embeddings can be used to address limitations in a
manually annotated corpus [48].

The above analyses focused on Twitter data. There are no studies analyzing Ny-
times.com data. In our study, a sentiment measurement was performed using the VADER
method. The data were then evaluated with ML models (random forest, naïve Bayes,
support vector machine, multilayer perceptron, Bert, and Electra).

3. Data and Methods

We registered for a New York Times Developer Account membership to collect re-
search data. Using the Access Token key given by the Nytimes.com API, we searched
for “coronavirus” as a keyword for three different periods (first, mid, and last) with the
Orange3 Text Data Mining [31] feature, as seen in Figure 1. For each query, we obtained
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1000 text records. A total of 3000 text items were generated for the three queries. We
converted this text data into a dataset and saved it in .txt and .csv formats separately for
each period.
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Figure 1. Structure and process of the Nytimes.com discourse analysis.

The contents of our dataset were as follows: We chose a time close to March 2020, the
day the WHO declared the first case. First-term content ranged from 08 April to 16 June
2020, mid-term content from 26 February to 28 May 2021, and last-term content covered
publications from 02 November to 28 December 2021. We chose the date ranges of the
data by paying attention to the course of the pandemic, as shown in Figure 1. Each period
holds approximately three months of text data. We removed duplicate data that could
have influenced the analysis results. In this way, we have removed 102 rows of data from
the analysis. In Figure 1, the datasets are sized as follows: first term (n = 950), mid-term
(n = 975), and last term (n = 973).

For the descriptive analysis, we recorded the data separately for each period, merged
the data into a single dataset (All.csv, n = 2898), and obtained the analysis results, as
shown in Figure 2 for the Nytimes.com text dataset descriptive analysis. We then subjected
this dataset to sentiment analysis. Finally, we created a project using the trial version of
Leximancer software and performed a content analysis for our three-term data, separately.
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4. Results

For descriptive analysis, we combined the data in a single dataset (All.csv, n = 2898),
which was recorded separately for each period. According to the textual dataset of the
three periods, articles were mostly in the “World” section, and the least in the “Books”
section. The textual dataset’s article types were as follows: news (n = 2297), op-ed (n = 249),
briefing (n = 114), interactive feature (n = 96), video (n = 59), obituary (n = 54), review
(n = 10), editorial (n = 10), and news analysis (n = 9), (x2: 24,000.00, p = 0.0001, dof = 64).

The distribution of article types and section variables is shown in Figure 2 (x2: 7830.46,
p = 0.0001, dof = 304).

4.1. Sentiment Analysis and Results

We measured the sentiment scores using VADER, which is the most suitable for our
dataset and was coded using Python. VADER is a lexicon and rule-based sentiment analysis
tool that is specifically attuned to sentiments expressed in social media. A sentiment lexicon
is a list of lexical features (e.g., words) which are generally labeled according to their
semantic orientation as either positive or negative. VADER has been found to be quite
successful when dealing with social media texts, Nytimes editorials, movie reviews, and
product reviews. This is because VADER not only obtains the positivity and negativity
scores but also explains how positive or negative a sentiment is. Additionally, VADER
sentiment analysis relies on a dictionary that maps lexical features to emotion intensities,
known as sentiment scores. The sentiment score of a text can be obtained by summing up
the intensity of each word in the text [38,49].

In comparison to more conventional approaches to sentiment analysis, VADER offers
a number of benefits, including the following:

• It performs very well on text, similar to that seen on social networking platforms,
while easily generalizing to a variety of other fields.

• It is developed using a generalizable, valence-based, human-curated gold standard
sentiment lexicon, yet it does not need any training data.

• It has a speed that allows it to be utilized online with streaming data, and it does not
suffer from a speed–performance tradeoff to a significant degree.

Besides these advantages, VADER has some disadvantages, such as:

• Analysis is language-specific.
• Discriminating jargon, nomenclature, memes, or turns of phrase may not be recognized.

Table 1 shows that 1157 of the 2898 textual contents related to the coronavirus (2019-
nCOV) on Nytimes.com were negative sentiments (40%), and 1741 were positive sentiments
(60%). These findings of negative content can be interpreted as being quite high compared
to the normal agenda.

Table 1. Sentiment analysis results.

Row Labes Count of Text Percentage (%)

Positive 1741 60%
Negative 1157 40%
Total 2898 100%

4.2. Evaluation

In the supervised sentiment analysis, we used ML models and transformer-based ap-
proaches. The reason we chose these models was to compare the performance of traditional
machine learning algorithms and transformer-based approaches.

We tested a variety of ML models and examined how well they performed relative
to the performance of our trained model utilizing the text model as the baseline. The
assessment was conducted in accordance with the usual classification metrics, which
included precision, recall, F1-score, and accuracy. The evaluation results obtained from
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naive Bayes, random forest, support vector machine, and multilayer perceptron, as well
as transformer-based approaches Bert and Electra, classification models that were trained
using our data and text embeddings, respectively, are shown in Tables 2 and 3, respectively.

Table 2. Calculations of accuracy, recall, and F1-score as macro-averages for evaluations using first
data embeddings.

Method Precision Recall F1-Score Accuracy

Random Forest 0.64 0.72 0.64 0.78
Naïve Bayes 0.58 0.60 0.59 0.86

Support Vector Machine 0.59 0.61 0.60 0.85
Multilayer Perceptron 0.73 0.74 0.73 0.86

Bert 0.66 0.65 0.56 0.81
Electra 0.70 0.70 0.62 0.84

Table 3. Calculations of accuracy, recall, and F1-score as macro-averages for baseline evaluations
using second data embeddings.

Method Precision Recall F1-Score Accuracy

Random Forest 0.62 0.70 0.62 0.76
Naïve Bayes 0.56 0.58 0.57 0.84

Support Vector Machine 0.57 0.59 0.58 0.83
Multilayer Perceptron 0.71 0.72 0.71 0.84

Bert 0.65 0.67 0.62 0.83
Electra 0.69 0.68 0.59 0.82

According to the findings of the evaluation, our model performed better than the
second model for each ML model (the accuracy of both was the same for naive Bayes
and multilayer perceptron, the only ML models for which this was not the case, and
transformer-based approaches Bert and Electra). When comparing ML models that were
employed in the supervised task of sentiment analysis, multilayer perceptron earned the
greatest scores of all evaluation metrics in both representation models. This was the case
regardless of which model was chosen. Specifically, the F1-score for the first model was
0.73, while the F1-score for the second model was 0.71. Despite having higher performance
values than the general average, the transformer-based approaches Bert and Electra were
unable to achieve the highest model scores. To determine which algorithm produces
the best results, class-wise performance measurements were performed across positive
and negative classes. Table 4 shows the class-wise performance of the ML models and
transformer-based approaches. Although the number of favorable comments was much
smaller than the number of comments in other classes, all the trained models have the
potential to perform more effectively with a dataset that is more evenly distributed.

Table 4. Class-wise performance of the ML models and transformer-based approaches.

Class RF NB SVM MP Bert Electra

Positive 74.5 86.1 85.7 87.3 84.6 81.2
Negative 78.2 82.6 81.3 82.5 82.2 84.3

Electra, which is one of the transformer-based techniques, earned the maximum per-
formance for the negative class, while multilayer perceptron achieved the best performance
for the positive class (87.3%).

4.3. Leximancer Content Analysis and Results

When the Leximancer analysis process was mapped, concepts were clustered into
higher-level “themes”. Concepts that often appear together in the same text strongly attract
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one another. Therefore, they tend to be located close to each other in the map area and are
shown as colored circles on the map [9]. The size, intersection, distance, proximity, and
relationship of the colored circles give us an idea of the concepts. The concept map also
includes the names of the main concepts in the text. These are shown on the map as gray
labels (Figures 3–5). Thus, the concepts created by the keywords in the analyzed texts and
the themes created by the concepts help interpret the analyzed text and answer the research
questions.

We adjusted Leximancer so that the first 33% of concepts appeared on the map. We
analyzed and visualized the text content published on Nytimes.com over three periods.
Thus, the discourse concepts and their relationships were proven.

4.3.1. Leximancer First-Term Content (08 April–16 June 2020) Analysis Results

Looking at the first-term published content (08 April–16 June 2020) in Figure 3, the
“health” and “coronavirus” themes emerged. These themes have the concepts of “country,
officials, United States, states, public, spread, announced, outbreak, government, infections,
and million”, related to the central government. According to this result, it could be said
that Nytimes.com brought official statements to the fore in its statements about coronavirus
(2019-nCOV). In particular, the relationship between “officials”, “outbreaks”, “infections”,
“spread”, and “millions” is remarkable. Regarding “spread”, “restrictions”, “thousands”,
“outbreak”, and “economics”, contents were collected and related to the coronavirus.
“President Trump” and “Covid” themes were classified close to each other. Content related
to hospitals, care, and news has been connected with coronavirus (2019-nCOV). “Travel”,
“latest”, and “died” were positioned a bit further from the center as they were related to
coronavirus (2019-nCOV) but different in terms of concept type. This, however, was directly
related. The sequential relation or link “coronavirus” —> “pandemic” —> “people” —>
“died” could be considered a summary of the first period. The effects of these components
could be evaluated in terms of fear, anxiety, and panic.
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4.3.2. Leximancer Mid-Term Content (26 February–28 May 2021) Analysis Results

The content of the textual data on the Nytimes.com website and the broadcasts made
eight months after the first-term content were analyzed in Figure 4; this time, the “coron-
avirus” theme was in first place. Themes also differed in their content compared to the first
period. The “vaccinated” and “vaccine” themes came to the fore as the entire content of the
articles. The terms belonging to government institutions were collected in the content of
“vaccinated” themes. “Vaccine” and “shot” themes were devised side-by-side in this term.
The relationship between “Johnson and blood” in the content of the “vaccine” theme is
remarkable. Moreover, in this period, the themes of “school”, “students”, “patients”, “fam-
ily”, and “office” occupied a certain place in the content. Articles on the economy, travel
restrictions, and deaths continued throughout the period. The emphasis on “pandemics”,
“millions”, “cases”, “series”, “deaths”, “days”, “weeks”, “months”, and “years” show the
negative reflections of this period. For the first time, the United States (“United States”)
appeared with a different “India” concept. In addition to all these implications during this
period, it shows that central institutions occupied a key place in the content. The “Centers
for Disease Control” appeared as a new concept. The concepts of “pandemic” and “life”
had been associated with the reopening of schools, and the content related to families. Time
concepts, like any other, had a wide range of contents. Despite the “summer” season, the
coronavirus (2019-nCOV) continued its effect in this period.
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4.3.3. Leximancer Last-Term Content (2 November–28 December 2021) Analysis Results

In the last-term content, the most frequently used concept in the contents of the
discourses was “coronavirus”, as shown in Figure 5. It was still in a central position
compared to other themes and has gradually grown in volume. In this period, it was seen
that the “variant” theme came to the fore and included “Omicron, cases, country, surge,
restrictions, travel, spread, and infections” as concepts. The Omicron coronavirus variant
(2019-nCOV) and its relationships with the contents of “cases, countries, surges, waves,
restrictions, travel, spread, and infections” were remarkable. The relationship between
“mandate”, “workers”, “vaccination”, “employees”, “workers”, and “home” contents has
become clear. Contrary to other periods, “workers” became a theme during this period,
and the discourse on mandatory vaccination of employees was included. Considering the
width of the recently formed circle, we can conclude that employees have a key place in the
content of discourse. “Biden, Administration, and Washington” concepts took place in the
circle of “vaccine” themes. This showed that the US Administration had recently changed.
Unlike President Trump, “Biden” has remained a concept lately—he could not form a circle.
This showed that Trump was reported more often than Biden. Another important finding,
unlike other periods, was that it created an “inflation” theme. In this theme circle, “price”
became a concept. From this result, it can be concluded that curfews and restrictions started
to manifest themselves as inflation during the pandemic period. Moreover, the concepts
of “London” and “restriction” came to the fore in the “unvaccinated” theme. Restrictions
were on the agenda for those who were not vaccinated. When you look at the discourse
about travel concepts, it created content like other periods, and it became associated
with “Omicron” in the “variant” theme. Finally, in this period, the discourse about the
vaccination of “children” began to take place as content, unlike the earlier periods.
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4.3.4. Leximancer Content Analysis Results for Three Periods, Themes and Concepts

Three periods (first, mid, and last) are listed in Table 5, to summarize the Nytimes.com
coronavirus (2019-nCOV) discourse between the analyzed periods of themes and concepts
that appeared from the Leximancer analysis results. Thus, a comparison of the above
visualized findings was provided to better understand the periodic change of discourse.

Table 5. Leximancer content analysis results for the three periods, themes and concepts.

First-Term Content
(8 April–16 June 2020)

Mid-Term Content
(26 February–28 May 2021)

Last-Term Content
(2 November–28 December 2021)

Themes Concepts Themes Concepts Themes Concepts

health

country, officials, United
States, states, public,
spread, announced,

outbreak, government,
infections, million

Coronavirus

people, United States,
country, months, India,

world, Washington,
millions, virus,
administration

Coronavirus
vaccinated, announced,
week, positive, testing,

months, public

Coronavirus
pandemic, people, cases,

Washington, world,
virus

vaccinated

announced, fully,
Centers for Disease

Control,
Americans, time, federal,

public, masks,
government, summer

variant
Omicron, cases, country,
surge, restrictions, travel,

spread, infections

months month, March, city,
lockdown vaccine Covid, health, officials,

week, vaccines, weeks pandemic people, United States,
world, countries

home year, weeks, New York cases
Johnson, vaccination,

doses, million,
number, rare

covid health, officials,
government, virus

time New York City, down,
work pandemic restrictions, month, past,

American, travel vaccine booster, shots, federal,
administration, Biden

day week, care, days summer night, economic workers mandate, vaccination,
employees

spread outbreak, businesses died others, series day Christmas

during workers school reopening, home,
students down vaccines, Americans,

rising, case
died series, others year during, return children children, city, company

lockdown lockdown family reopening weeks policy
Covid long days news inflation Prices, time

businesses economic, restrictions,
company shot take down nearly

President
Trump Washington students students long Omicron

travel travel patients hospital unvaccinated During, wave
latest latest office life school Percent

5. Discussion and Implications

Leximancer analysis results are listed in Table 4 for the three periods. The concepts of
coronavirus (2019-nCOV), restrictions, spread, people, children, school, and travel were
included in the Nytimes.com discourse of coronavirus (2019-nCOV). In addition, the theme
of coronavirus (2019-nCOV), which took place in all periods, took the second place after the
first period. There was no discourse about vaccination in the first term, and it was revealed
that vaccination occupied a large place in discourses in other periods. However, the last
term showed content in the form of vaccinated and unvaccinated. Concepts related to time
(day, day, week, time, latest, year) took place in all periods. Concepts related to official
institutions were used in the contents of the articles, as an institution (government, federal,
Centers for Disease Control, administration, authorities), as a title (President), and as a
place (Washington, country, countries) in discourses in every period. This result shows that
Nytimes.com has published the statements of these officials. Another finding is that the
content related to death was included in the first two periods. Although there has been no
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decrease in the number of deaths from the coronavirus (2019-nCOV), the concept of “death”
has not taken place recently. From this, it can be concluded that virus-related deaths have
become normalized. It can also be said that the feeling of death in the first two periods was
the anchor of convincing people to get vaccinated.

From the findings related to the results in Table 4 and the studies in the literature on
coronavirus (2019-nCOV), the established consensus is that the mainstream news media do
not directly spread lies and publish official statements as endorsements [50]. Nytimes.com
content analysis results confirmed that this journalism is close to official statements and
confirms political decisions. Despite research and articles on the impact of restrictions
on human behavior [51,52], the concept of “lockdown” only took place in the first-term
discourse. Although the restrictions continued in other periods, the content did not take
place in the mid-term and long-term periods. It could not pass the concepts of “vaccine
and vaccinated” in terms of frequency of use. Jia and Lu claimed in some of their media
columns that China’s handling of coronavirus (2019-nCOV) created negative public opinion
against China [53]. However, in Nytimes.com articles, apart from the USA, only India was
mentioned as a country name. China, which is thought to be the origin of the coronavirus
(2019-nCOV) and has the densest population, was not mentioned on Nytimes.com.

In studies conducted during the initial period of the coronavirus (2019-nCOV) crisis, it
has been concluded that the pandemic will have serious economic consequences worldwide
and will affect every country [54], and that it has a noticeable effect on global economic
growth [55]. As in the literature, the contents of Nytimes.com were treated as “economic”
and “business” concepts in the first two periods. As in other recent studies [56,57], “inflation
and price” emerged in this study. Even though the pandemic has negatively affected most
areas, the concepts of “coronavirus (2019-nCOV)” and “travel” have come together in every
period. We can say that the companies that provide services in this field are among the
sectors that have suffered the most, suffering large financial losses due to travel restrictions.
Contrary to this finding, there was no discourse related to the most profitable sectors during
the pandemic. Furthermore, about 60 different variants have been detected and reported in
the United Kingdom as of 13 December 2019 regarding the coronavirus (2019-nCOV) [58],
but the concept of “variant” was only found on Nytimes.com in the last-term period,
referred to as “Omicron”. During the H1N1 “Swine Flu” pandemic, a mandatory employee
influenza vaccination policy was introduced for the 2009–2010 flu season. Mandatory
influenza vaccination among healthcare workers (HCWs) is part of a mandatory seasonal
flu vaccination program [59,60]. In particular, policies have been formed regarding the
compulsory influenza vaccination of health workers at the Children’s Hospitals [61]. When
we analyzed recent articles on Nytimes.com, articles related to the mandatory vaccination
of duty employees were included in the coronavirus (2019-nCOV) crisis, as in past practices.
Vaccine- and vaccination-related contents were not included in the first-term discourse but
became a full agenda in the other two periods. In addition, although the World Health
Organization approved the Pfizer-BioNTech, Oxford-AstraZeneca, Moderna, and Janssen
vaccines for emergency use, only the Johnson vaccine came to the fore in the article content.

6. Conclusions

According to the findings of the Nytimes.com content analysis regarding coronavirus
(2019-nCOV), it has had many behavioral effects, such as inducing fear and anxiety in
people, and it can be concluded that the discourse around coronavirus (2019-nCOV), which
has caused great changes and results such as death, restrictions, and mask use, did not
go beyond a total of 15 main themes and about 100 concepts. The results of content and
sentiment analysis supported this inference. Considering the media dependency of society,
this result is important. It can be said that the agenda-setting of society does not go
beyond the traditional discourse due to the tendency of individuals to use newspapers and
news websites to obtain information. In Leximancer analysis results, it was seen that the
news contents were conceptualized as “virus”, “spread”, “millions”, “people”, and “died”,
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and this is supported by official discourse. It can be concluded that related concepts are
agenda-setting.

There are periodic differences in the coronavirus (2019-nCOV) pandemic discourse
on Nytimes.com. As a result of the Leximancer analysis, themes and concepts were found
to run periodically parallel to the course of the pandemic. It can be concluded that the
influence on the economy and restrictions on businesses, which took place in the first
period, resulted in inflation and price increases in the last period. While there was no
discourse about vaccination in the first period, vaccination discourse took place extensively
in the last two. While the discourse in the contents of the first period was more formal and
restrictive, it was seen that the restrictions decreased with the reopening of schools in the
last two periods, and the discourse on using masks and getting vaccinated was included
in the mid-term period. In Nytimes.com coronavirus (2019-nCOV) discourses, partial
closeness to the literature and the pandemic process showed that the discourse was in
parallel with official policies. Nytimes.com public discourse can support the horse-racing
journalism view, with journalism being too close to official statements and approving
political decisions.

The theoretical contribution of this research was to show how society’s agenda was
created during the pandemic by analyzing Nytimes.com text contents using NLP methods.
It can help break the “black box” of mainstream media. This contribution is also important
considering the ability of the media to manipulate individuals through behavioral patterns
such as fear and anxiety. It can reveal the importance of discourse in restraining society
and persuading various practices. On the other hand, as a practical contribution, in this
study, four distinct and widely used ML models and transformer-based approaches were
used. The reason we chose these models was to compare the performance of traditional
machine learning algorithms and transformer-based approaches. At this point, the text
data that have been gathered were separated into two distinct datasets. To determine
which algorithm produced the best results, class-wise performance measurements were
performed across positive and negative classes. Electra, which is one of the transformer-
based techniques, showed the best performance for the negative class, while multilayer
perceptron achieved the best performance for the positive class (87.3%).

Future studies, not limited to Nytimes.com, may include discourses from other main-
stream media outlets. In addition, the conceptual relationships that emerge in the findings
and concern other disciplines may be the subject of future research.

The limitations of the study are that the Nytimes.com API only supplies access to
1000 articles at a time, so the full content of the pandemic discourse could not be accessed.
It is also limited in that we analyzed only one mainstream media outlet.

This research has proven the possibilities afforded by the convenience and usefulness
of natural language processing methods, which can process a large amount of textual data
and provide insights into the sentiment and topics of the observed texts. When it comes to
the task of analyzing public opinion and attitudes toward a variety of coronavirus (2019-
nCOV)-related themes, natural language processing can complement the achievements
of traditional approaches that are used in research in the fields of the humanities and
social sciences. In this way, natural language processing can complement the achievements
of traditional approaches used in research. When it comes to the duty of monitoring
online discussion surrounding the coronavirus (2019-nCOV) pandemic, we feel that our
work contributes to the pursuit of the increasing social media research that is now being
conducted.
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